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We study the dynamical large deviations of the classical stochastic symmetric simple exclusion process (SSEP)
by means of numerical matrix product states. We show that for half filling, long-time trajectories with a large
enough imbalance between the number hops in even and odd bonds of the lattice belong to distinct symmetry-
protected topological (SPT) phases. Using tensor network techniques, we obtain the large deviation (LD) phase
diagram in terms of counting fields conjugate to the dynamical activity and the total hop imbalance. We show
the existence of high activity trivial and nontrivial SPT phases (classified according to string order parameters)
separated by either a critical phase or a critical point. Using the leading eigenstate of the tilted generator, obtained
from infinite-system density-matrix renormalization group simulations, we construct a near-optimal dynamics
for sampling the LDs, and show that the SPT phases manifest at the level of rare stochastic trajectories. We also
show how to extend these results to other filling fractions, and discuss generalizations to asymmetric SEPs.
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Introduction. Certain problems in stochastic dynamics
resemblance at the technical level problems in quantum
many-body. One is computing distributions of dynamical ob-
servables (see, e.g., Refs. [1–7]). In the long-time limit, the
statistics of a time-extensive function of a stochastic tra-
jectory (as the dynamical activity [8,9] or a time-integrated
current [10]) often obeys a large deviation (LD) principle,
whereby its distribution and moment generating function
(MGF) scale exponentially in time [1–7]. In the LD regime,
all relevant information is contained in the functions in the
exponent, known as the rate function for the probability and
the scaled cumulant generating function (SCGF) for the MGF,
both related by a Legendre transform [1–7]. This is the gen-
eralization of the ensemble method of statistical mechanics
to dynamics [11–13], with trajectories being microstates, the
long-time limit the thermodynamic limit, the MGF the parti-
tion sum, and rate function and SCGF the entropy density and
free-energy density, respectively.

The SCGF can be obtained [1–7] as the largest eigenvalue
of a deformation, or tilting, of the Markov generator of the
dynamics [14], making this problem equivalent to finding
the ground state of a stoquastic Hamiltonian [15]. Away from
the long-time LD regime, the classical problem is similar to
calculating a quantum partition sum [16]. These analogies
have allowed to obtain precise analytical results for cer-
tain stochastic systems from know properties of associated
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quantum spin chains [17,18], and have motivated the use of
numerical tensor network methods to accurately estimate LDs
in kinetically constrained systems [16,19–23].

Here, we expand on these analogies by showing that in
the one-dimensional simple exclusion process (SEP) (for re-
views, see Refs. [24,25]) large nonhomogeneous fluctuations
in the dynamics can belong to distinct symmetry-protected
topologically (SPT) phases [26–28]. (For other instances of
topologically protected states in classical nonequilibrium,
see, e.g., Refs. [29–31].) These SPT phases are character-
ized by topological invariants that require the presence of
an unbroken symmetry. In particular, the defining property
of one-dimensional SPT phases is how particular bulk sym-
metries act anomalously on the edge. The most prominent
example is the Haldane phase, realized by the gapped spin-1
Heisenberg chain with its spin-1/2 edge modes: The bulk is
symmetric with respect to SO(3) whereas the edges transform
projectively under SU(2) [32,33]. A direct consequence of the
anomalous action of the symmetry on the edges are modes at
zero energy. While SPT phases do not have any local order
parameters, nonlocal (string) order parameters can be derived
to detect them [34,35].

For simplicity, we consider the case of symmetric hopping
rates, or symmetric simple exclusion process (SSEP) (but
comment on the asymmetric SEP, or ASEP, towards the end).
The LDs of the SEP are well studied in terms of the dy-
namical activity (number of hops in a trajectory) and particle
current [17,18,36–38]. For the activity, there are two distinct
dynamical phases (away from typical diffusive dynamics), an
inactive and clustered phase, and a critical “hyperuniform”
high-activity phase, separated by a first-order transition. In
the language of the quantum XXZ spin chain [39], these
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FIG. 1. (a) LD phase diagram of the SSEP at half filling, φ =
1/2, as a function of counting fields g (for a staggered number of
jumps K(2)) and s (for a time-integrated escape rate R). The two
distinct symmetric phases are denoted by “Triv” (for trivial) and
“Top” (for topological). For s < sL = 1/

√
2 − 1 (indicated by the

red square) the transition between SPT phases is continuous, while
for s � sL they are separated by a critical phase (light green, CP). For
s < −2 there is a phase of maximal activity with antiferromagnetic
(AFM) order (MaxA). The symmetric phases and the AFM phase
are separated by a line of Ising critical points. At s > 0 there is an
inactive phase (purple, IP). (Shown is the correlation length ξ from
infinite-system DMRG simulations with bond dimension χ = 64.)
(b) Observable K(2): Jumps across odd bonds are counted as +1
while jumps across even bonds are counted as −1. (c) Rare trajectory
from the “Top” phase (g = 0.2, s = 1.1) sampled with (approx-
imately) optimal dynamics (see main text), N = 128, tmax = 104.
(d) Typical trajectory at φ = 1/2 for comparison.

correspond to the ferromagnetic phase and the Luttinger liq-
uid phase, respectively. We show here that when tilting with
respect to the number of hops with a stagger set by the filling
fraction, dynamical SPT phases emerge, and the associated
rare trajectories can be sampled efficiently from the numerical
matrix-product state (MPS) solution of the tilted generator
(see Fig. 1).

Model and dynamical large deviations. The one-
dimensional SSEP [24,25] is a system of particles on a lattice
with excluded volume interactions. We denote a configuration
by x = n1:N , with n j = 0, 1 indicating an empty or occupied
site, respectively. The master equation for the evolution of the
probability vector |Pt 〉 = ∑

x Pt (x) |x〉 (with {|x〉} the config-
uration basis) is ∂t |Pt 〉 = W |Pt 〉. Particles can hop only to
empty neighboring sites, with the same rate (which we set
to unity) for left or right jumps in the SSEP. The Markov
generator reads

W = 1

2

∑

j

(XjXj+1 + YjYj+1 + ZjZ j+1 − 1), (1)

where Xj = σ+
j + σ−

j , Yj = −i(σ+
j + σ−

j ), and Zj = σ+
j σ−

j
are operators with Pauli matrices acting nontrivially on
site j. The XY terms generate the nearest-neighbor hop-
ping, J j = 1

2 (XjXj+1 + YjYj+1) = σ+
j σ−

j+1 + σ−
j σ+

j+1, while
R = ∑

j (1 − ZjZ j+1) is the escape rate operator (so that
W = J − R with J = ∑

j J j). We consider the SSEP in
the absence of injection/ejection of particles at the bound-
aries [24], so that number of particles is conserved by the
dynamics. This is the setup for which many important LD

results have been obtained [17,18,36–38]. The generator
above is (minus) the Hamiltonian of the spin-1/2 ferro-
magnetic XXZ quantum spin chain at the stochastic (or
Heisenberg) point [39].

The continuous-time Markov dynamics defined by Eq. (1)
is realized in terms of stochastic trajectories, x0:t = (x0 →
xt1 → · · · → xt ), with t1 · · · tK the times when transitions oc-
cur. Dynamical observables are time-extensive functions of
trajectories, A(x0:t ). From the probability π (x0:t ) of realizing
x0:t in the dynamics we can obtain the distribution of a dynam-
ical observable, Pt (A) = ∑

x0:t
π (x0:t )δ[A − A(x0:t )], and its

moment generating function, Zt (s) = ∑
x0:t

π (x0:t )e−sA(x0:t ).
For long times [40], these obey an LD principle, Pt (A) �
e−tϕ(A/t ) and Zt (s) � etθ (s), with ϕ(a) and θ (s) the rate func-
tion and SCGF, respectively [1–7].

We consider the joint LDs of two dynamical observables.
The first one is the time-integrated escape rate, R(x0:t ) =∫

t 〈xt |R|xt 〉, which provides the same information as the dy-
namical activity [2]. The second is the difference in the activity
between odd and even bonds of the lattice: If K j (x0:t ) denotes
the total number of hops in a trajectory between sites j and
j + 1, we define K(2) = ∑

j (−) j+1Kj . The superscript indi-
cates that this dynamical observable has spatial period two and
is the appropriate one for half filling, φ = 1/2 (we generalize
for other fillings below).

LD phase diagram and SPT phases. The SCGF θ (g, s) for
joint K(2) and R, where g and s are their corresponding con-
jugate (or counting) fields, is given by the largest eigenvalue
of the tilted generator,

Wg,s =
∑

j

eg(−1) j
J j − (1 + s)R

= 1

2

∑

j

[
eg(−1) j

(XjXj+1 + YjYj+1)

+ (1 + s)(ZjZ j+1 − 1)
]
, (2)

which up to a sign is the Hamiltonian of an XXZ model with
the terms in the kinetic energy staggered according to the
counting factors eg(−1) j

[41]. The symmetries of this model
include translation by two lattice sites, U (1) × Z2 spin rota-
tion symmetry, and time-reversal symmetry. Since Eq. (2) is
Hermitian and short ranged we can compute its largest eigen-
value θ (g, s) and its eigenvector |Rg,s〉 accurately using the
density-matrix renormalization group method (DMRG) [42]
by minimizing −Wg,s as if it were a Hamiltonian. We work
directly in the thermodynamic limit, N → ∞, by approxi-
mating |Rg,s〉 as an infinite MPS (iMPS) with translationally
invariant modulo two tensors, B(1)

n and B(2)
n , to account for the

staggering in Wg,s.
In Fig. 1(a), we map out the LD phase diagram in terms

of g and s, using infinite-system DMRG simulations of |Rg,s〉
(calculated using TENPY [43]). The case of g = 0 was studied
before [17,37,38], and we recover the first-order transition at
s = 0 between an inactive phase (IP) at s > 0 where particles
are clustered, and an active critical phase (CP) for s < 0
with a “hyperuniform” structure (a Luttinger liquid phase in
the language of the XXZ model [39]). As we consider R
rather than the total number of hops as a measure of dy-
namical activity [44], we find another transition, which is of
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FIG. 2. (a) Average staggered number of jumps limt→∞〈K(2)〉g,s/

(Nt ) as a function of g for s = 0 (blue) and s = −1.1 (green) for
half filling φ = 1/2 (from iMPS with χ = 128). Each symbol is the
corresponding value from a single sampled trajectory (N = 128, t =
103) at the same conditions. (b) Phase diagram in terms of average
K(2) (per unit time and length). (c) Phase diagram in terms of average
time-integrated escape rate R.

Kosterlitz-Thouless type, deep in the active regime to a phase
of maximal activity (MaxA) with antiferromagnetic order.

For g �= 0 we find two gapped phases, which have short-
range correlations (cf. Fig. 2), and, in contrast to IP and
MaxA, they are not symmetry-broken phases. As we explain
below, they correspond to two distinct SPT phases. Depending
on the value of s there is either a line of critical points between
them at g = 0 for s < sL = 1/

√
2 − 1, or they are separated

by a critical phase around g = 0 for s > sL. This follows from
the fact that |g| � 0 perturbations are relevant (in the RG
sense) for s < s2 and irrelevant for s > s2 . The value sL =
1/

√
2 − 1 is obtained from bosonization of the XXZ chain

(see, e.g., Refs. [45,46] and references therein). Figure 1(a) is
for a bond dimension of χ = 64, which is sufficient to get a
good approximation of |Rg,s〉.

Figure 2(a) shows the average hop imbalance κ =
limt→∞〈K(2)〉g,s/(Nt ) for two cuts in the phase diagram at
fixed s for two values of χ . We notice that these curves
are smooth as they cross s = 0. Figure 2(b) plots κ on the
same phase diagram of Fig. 1(a), while Fig. 2(c) does so for
the average escape rate, ρ = limt→∞〈R〉g,s/(Nt ) [47]. While
these average dynamical observables show the discontinuous
change along the s direction, they are smooth along the g
direction. The reason is that κ and ρ are averages of local
operators in the leading eigenstate of Eq. (2) [44] and cannot
distinguish between the SPT phases which do not break any
symmetries of Wg,s.

String order parameters. To classify SPT phases, one needs
to study instead averages of nonlocal observables, specifically
string order parameters defined as follows. For filling φ = 1/2
we consider cells of two contiguous sites [cf. Fig. 1(b)], la-
beled by k, and define the total Z (2)

k = Z2k + Z2k+1. The string
operator, which characterizes SPT phases protected by the
Z2 × Z2 spin rotation symmetry [34,35], of length 
 starting
at cell k is

S(k)
A (
) = AkeiπZ (2)

k eiπZ (2)
k+1 · · · eiπZ (2)

k+
−1 Ak+
, (3)

with either Ak = 1 or Ak = Z (2)
k . Specifically, the string

operator probes how the bulk transforms under a spin rota-
tion symmetry around the z axis [34,35]. A nonzero string
order lim
→∞〈S(k)

A (
)〉 �= 0 for Ak = Z (2)
k is accompanied

by symmetry-protected, gapless edge modes for the open

FIG. 3. (a) Trivial string order parameter STri (top) and nontrivial
string order parameter STop (bottom) at φ = 1/2. The left column is
for s = 0 and the right column for s = −1.1. Lines correspond to
iMPS results for string lengths 
 = 4, 8, 16 (blue, orange, green),
while symbols a single sampled trajectory (N = 128, t = 103) at
the same conditions. (b) Phase diagram in terms of string order
parameters, 〈STri − 4STop〉g,s (for 
 = 16).

boundary condition and thus we call it the topological (“Top”)
phase. In contrast, a nonzero string order for Ak = 1 has no
protected edge modes and we refer to it as the trivial (“Tri”)
phase. Figure 3(a) shows the average 〈STri〉g,s and 〈STop〉g,s as
functions of g. We see that STri is nonzero in the “Tri” phase
and STop is nonzero in the “Top” phase, with a change that
tends towards singular with increasing string length 
. When
the phase diagram [Fig. 3(b)] is shown in terms of the string
order parameters (plotted as 〈STri − 4STop〉g,s to span [−1, 1])
the transition between the “Triv” and “Top” phases becomes
apparent (note that the AFM state is still symmetric under π

rotation around the z axis and therefore has STri = 1).
Doob transform and optimal sampling. We now show how

the SPT phases manifest at the level of trajectories. Sampling
rare trajectories corresponding to g �= 0 (and/or s �= 0) is
exponentially expensive in time and system size. However,
given that the iMPS provides a very good approximation of
the leading eigenvectors |Rg,s〉 and 〈Lg,s|, we can construct the
dynamics that optimally samples rare trajectories at g, s via
the (long-time) Doob transform [48–51]

W̃ (g, s) =
∑

j

eg(−1) j
Lg,s J j L

−1
g,s − (1 + s)R − θ (g, s), (4)

where Lg,s is a diagonal matrix, [Lg,s]xy = δxyLg,s(x), of the
components of 〈Lg,s| = ∑

x Lg,s(x)〈x|. The generator above is
stochastic and its trajectories can be sampled directly. In prac-
tice, we write the components of L in terms of the iMPS that
maximizes Eq. (2), Lg,s(x = n1:N ) = TrB(1)

n1
B(2)

n2
· · · B(1)

nN−1
B(2)

nN

(for system size N even). The accuracy of the iMPS means
that this is an excellent approximation of the exact Doob tran-
sition rates (see also Ref. [23]). Figure 1(c) shows a trajectory
representative of the “Top” phase for φ = 1/2. These rare
trajectories can be generated on demand using continuous-
time Monte Carlo with rates from W̃ (g, s). The trajectory in
Fig. 1(c) looks very different from a typical trajectory [cf.
Fig. 1(d)]. The quality of this quasioptimal sampling can be
seen in Fig. 2(a), where the values for the staggered number of
jumps from a single long trajectory at each state point coincide
with those from the iMPS.

We also make the following observation. For a quan-
tum system, the topological character of an SPT phase is
characterized by the expectation value of the string
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FIG. 4. Same as Figs. 1–3 but for quarter filling, φ = 1/4. (a) LD phase diagram. As there is no g → −g symmetry, there is no AFM phase.
(b) For K(4) particle jumps across bonds that are 0 mod 4 (dashed arrows) count −1, while other jumps (solid arrows) count +1/3. (c) Rare
event trajectory from “Top” (g = 0.2, s = 1.1) sampled with (approximately) optimal dynamics, N = 128, tmax = 104. (d) Typical trajectory
at for comparison. (e) Average staggered number of jumps κ as a function of g for s = 0 (blue) and s = −1.1 (green) for half filling φ = 1/2
(from iMPS with χ = 128). Symbols are from optimally sampled trajectories (N = 128, t = 103). (f), (g) Phase diagrams in terms of average
κ and ρ. (h) String order parameter for s = 0 (left) and s = −1.1 (right). Symbols are from optimally sampled trajectories (N = 128, t = 103).
(i) Phase diagram in terms of string order parameters.

operators in the ground state. In the stochastic case the
equivalent corresponds to computing Eq. (3) contracted with
the leading (left and right) eigenvectors 〈Lg,s| and |Rg,s〉 of
W̃ (g, s), thus giving the average value of the string order
parameter within the dynamical phase controlled by s and
g. However, since Eq. (3) is diagonal in the classical basis,
the string operators can be computed for individual configura-
tions along stochastic trajectories: Figure 3(a) shows that STri

and STop averaged over one long atypical trajectory at g �= 0,
sampled efficiently using the Doob dynamics, coincides with
the DMRG results for 〈Lg,s| and |Rg,s〉. This means that while
the Doob dynamics can add local fluctuations at the level of
trajectories these do not affect the nonlocal string order that
characterizes the dynamical phase.

Generalization to other filling fractions. We can generalize
the results above for particle densities different than half fill-
ing. For filling fraction φ = 1/L, the appropriate observable
conjugate to g is K(L) = ∑

j f jKj , with f (L)
j = −1 if j =

0 mod L and f (L)
j = 1/(L − 1), which counts the difference in

activity within and across cells of size L [see Fig. 1(b)]. The

tilted generator is then Wg,s = ∑
j e−gf (L)

j J j − (1 + s)R, and
we approximate the eigenstate |Rg,s〉 by an iMPS with tensors
B(1)

n , . . . , B(L)
n .

Figure 4 shows the case of quarter filling, φ = 1/4. The
LD phase diagram is similar to that for half filling, with
two notable differences: (i) There is no g → −g symmetry;
(ii) the MaxA antiferromagnetic phase is absent, again due
to symmetry arguments. (Using the bosonization method of,
e.g., Ref. [46], the value of sL that delimits CP could be
calculated.) As for half filling, the trivial and topological
phases can be distinguished via string order parameters: If we
group sites into unit cells of size L, the total spin in cell k
is Z (L)

k = ZLk + ZLk+1 + · · · + ZL(k+1)−1. The string operators
for φ = 1/L are then defined as in Eq. (3) replacing Z (2)

k

by Z (L)
k and using Ak = Z (L)

k + 1
2 L − 1 for the endpoints of

STop. Figures 4(h) and 4(i) show the average string order for
φ = 1/4. As for half filling, from the iMPS we can construct
the optimal sampling dynamics [Eq. (4)]: Fig. 4(c) shows an
atypical trajectory from the SPT phase in the φ = 1/4 case,
and Figs. 4(e) and 4(h) show that values of average dynamical
observables and string order parameters can be obtained from
sampling long-time rare trajectories also in this case.

Outlook. An interesting question is whether other stochas-
tic models can also have topological dynamical phases such as
those we found for the SEP. We exploited the Hermiticity of
the SSEP to map out these, and the transitions between them,
by means of standard MPS techniques. Interestingly, proper-
ties of the dynamical SPT phases (for example, their string
order) are manifest at the level of individual rare trajectories,
which makes them in principle directly observable. We can
anticipate that for one version of the ASEP the dynamical
phases we found here should also be present: With open
boundaries and without injection/ejection of particles, the
ASEP can be mapped to a (tilted) SSEP (see, e.g., Ref. [52])
with extra boundary terms which should not matter in the large
size limit; this mapping extends to the tilted generator, and
the LD phase diagram of this ASEP should then be as that of
the SSEP [Figs. 1(a) and 4(a)], but shifted vertically. A more
difficult step will be to establish similar results in genuinely
driven systems.
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