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Unexpected large charge transfer rate mediated by adenine in twisted DNA structure
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DNA exhibits remarkable charge transfer ability, which is crucial for its biological functions and potential
electronic applications. The charge transfer process in DNA is widely recognized as primarily mediated by
guanine, while the contribution of other nucleobases is negligible. Using the tight-binding models in conjunction
with first-principles calculations, we investigated the charge transfer behavior of homogeneous GC and AT
pairs. We found that the charge transfer rate of adenine significantly changes. With overstretching, the charge
transfer rate of adenine can even surpass that of guanine, by as much as five orders of magnitude at a twist
angle of around 26°. Further analysis reveals that it is attributed to the turnover of the relative coupling strength
between homogeneous GC and AT base pairs, which is caused by the symmetry exchange between the two
highest occupied molecular orbitals of base pairs occurring at different twist angles. Given the high degree of
flexibility of DNA in vivo and in vitro conditions, these findings prompt us to reconsider the mechanism of
biological functions concerning the charge transfer in DNA molecules and further open the potential of DNA as
a biomaterial for electronic applications.
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I. INTRODUCTION

DNA has been shown to effectively mediate the charge
transfer and transport [1–3], which plays a significant role in
both biological relevance and many potential electronic appli-
cations [4–8]. Since the provocative publication on long-range
charge transfer in a DNA assembly by Barton et al. [10] the
charge transfer and transport process mediated by DNA has
been extensively studied for nearly 30 years [9–17]. Particu-
larly, the sequence effects of charge transfer and transport on
DNA have attracted intensive interest [18–20], since DNA is
comprised of four nucleotide bases: adenine (A), cytosine (C),
guanine (G), and thymine (T).

Most of the experimental information on charge trans-
fer and transport in DNA duplex pertains to the transfer of
positive charge (electron holes) [21,22]. For the four bases,
A+, T+, and C+ states were calculated to be 0.44, 1.28,
and 1.55 eV higher in energy than G+ [23]. The lower
energy of G+ makes it a target for oxidation. In addition,
experimental measurements of direct electrical conduction on
poly(dA)-poly(dT) and poly(dG)-poly(dC) DNA molecules
with identical base pairs revealed that the electrical conduc-
tivity of poly(dG)-poly(dC) is significantly greater than that
of poly(dA)-poly(dT) [24]. When an AT base pair is inserted
into the GC chain, the charge transfer efficiency of the G+
state dramatically reduces [25]. Vice versa, the charge transfer
rate in DNA increases dramatically when one AT base pair
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in a sequence is replaced with a GC base pair [18]. Besides,
ab initio calculations also showed that the charge transfer rate
between GC pairs is faster than that between AT pairs owing
to the stronger electron coupling between GC pairs [26–28],
in line with the experimental observations. The charge transfer
process in DNA is commonly recognized as mediated by GC
pairs, while AT pairs between GC pairs are usually consid-
ered as barriers that will reduce charge transfer efficiency
[18,22,29–31].

However, some experimental findings contradict these re-
sults. For instance, Giese et al. [32] discovered that the charge
transfer process is not blocked even in A-tracts (i.e., (dA)n ·
(dT)n, where n � 4) [32]. Hole trapping at the A base during
charge transfer has also been observed along long A base
bridges [33,34]. To explain this phenomenon and the distance-
dependent effect of DNA charge transfer, various models have
been developed, including superexchange [35], localized hop-
ping [36], and delocalized polaron hopping [24,37,38].

DNA in a living cell is frequently in the situation of struc-
ture deformation, such as by thermal fluctuation [39–42] and
by DNA bending proteins [43]. Even in crystal structure,
the twist angle of DNA is not fixed at the ideal 36°, but
rather has a range that is related to the sequence [44]. Ex-
tensive studies have investigated these deformations, focusing
on single-strand [45] or double-strand DNA [15,41,46]. The
deformation achieved either by systematical alterations on the
geometrical parameters [46] or by molecular dynamics (MD)
simulations [15,41] suggested that the charge transfer between
A bases may be also important compared to G bases [15].
However, it is still tacitly accepted that the GC pairs play
the dominant role in the charge transfer process in deformed
dsDNA.
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In this work, by using tight-binding models in conjunction
with first-principles calculations, we found that the sequence
effect of charge transfer in DNA is sensitive to structural
torsion. When there is a slight twist from the ideal structure,
the charge transfer rate between AT base pairs significantly
increases, which can be up to five orders of magnitude faster
than that between GC pairs when overstretching. Further
frontier orbital analysis revealed that it is attributed to the
turnover of the coupling strength between homogeneous GC
and AT base pairs upon twisting. The findings challenge the
traditional perspective that the charge transfer process in DNA
is solely mediated by G+ and highlights the role of A+ in
the charge transfer process, particularly in cases where twist
deformed DNA structure may be present.

II. THEORY OF ELECTRON COUPLING AND CHARGE
TRANSFER

Charge transfer and transport along DNA are commonly
attributed to coherent superexchange and incoherent hop-
ping. In short distances, coherent superexchange dominates.
Therefore, for the dimer system here, we will employ the
superexchange theory.

To study the relationship between charge transfer proper-
ties and geometric structure, the electronic Hamiltonian can
be approximation written in a simple tight-binding models as

H =
∑

m

emâ+
mâm +

∑
m �= n

Vmnâ+
mân. (1)

Here, â+
m and âm are the creation and annihilation operators,

respectively. em is the electron site energy for an electron on
molecular site m, and Vmn is the electronic coupling matrix
element (also known as transfer integral) between site m and
site n. Such Hamiltonians have been widely used to compute
hole transfer rates [41,45,47]. For simplicity, we only consider
a dimer system constituting two homogeneous base pairs, one
regarded as the donor and the other as the acceptor. Systems
with more than two sites can be approximately deconstructed
into this basic process [48].

In one electron approximation, the initial and final states of
the charge transfer process in this dimer system are the nona-
diabatic highest occupied molecular orbital (HOMOs) of the
first excited and ground states of the cationic dimer system,
which are mainly contributed by the adiabatic monomer HO-
MOs φd and φa, respectively [47,49]. By utilizing Koopmans’
theorem approximation, the energy splitting can be estimated
as the difference between the one-electron energies of HOMO
and HOMO-1 calculated for the closed-shell neutral dimer.
Therefore, HOMO and HOMO-1 in the neutral dimer system
are considered as the main factor of the hole transfer process.

In the orthonormal basis of φd and φa, the dimer Hamilto-
nian can be expressed as

H =
(

ed Vda

Vad ea

)
. (2)

In the adiabatic basis of φd and φa, ed(a) represents the
orbital energy of the hole on donor (acceptor) without direct
interaction (though the orthonormal transformation will
introduce a polarizable effect, as detailed in PS1 of the

Supplemental Material (SM) [50]) between the two
monomers. As depicted in Eq. (1), Vda represents the electron
coupling between donor and acceptor. For homogenous
monomers, we have Vda = Vad.

In the semiclassical Marcus theory [53], the charge transfer
rate between two monomers can be calculated by

kCT = 2π

h̄

|Vda|2√
4πλkT

exp

(
− (�E12 − λ)2

4λkT

)
, (3)

where Vda is the electronic coupling matrix element in Eqs. (1)
and (2), and λ is the reorganization energy. �E12 is the ener-
getic difference between the two eigenstates of nonadiabatic
dimer systems, which can be obtained by performing diago-
nalization on Hamiltonian in Eq. (2). It is expressed as

�E12 =
√

(ed − ea )2 + (2Vda )2. (4)

�E12 can also be obtained directly as the orbital energy dif-
ference between HOMO and HOMO-1 of the dimer systems.
More details can be found in the SM [50]. For a complete
description of the dynamics of the charge transfer, the kinetic
energy due to nuclear motions must be added to Eq. (3), as
has been done in a previous study on the mobility of holes
in DNA [54]. It has been shown that intramolecular vibration
contributes about 0.16 eV to the exponential term in Eq. (3)
[55]. This value is smaller than that of λ and falls within the
uncertainty range of λ. Some studies have omitted this quan-
tity without significantly affecting the conclusions [45,56].

The reorganization energy λ can be decomposed into inner
sphere reorganization energy λv and outer sphere reorganiza-
tion energy λs. Inner sphere reorganization energy λv takes
care of the change in nuclear degrees of freedom, which can
be calculated as [56]

λv = Eneutral
cation − E cation

cation + E cation
neutral − Eneutral

neutral , (5)

where Eneutral
neutral and E cation

cation are the energies of the neutral and
cationic base pair at their optimized structure. Eneutral

cation is the
energy of a neutral base pair in cationic state geometry and
E cation

neutral is the energy of a cationic base pair in neutral state
geometry. To calculate the terms appearing in Eq. (5), we first
optimized the geometry of GC and AT base pairs for both
neutral and charged states. Then we carried out single point
energy calculations with the optimized geometry for the other
charged states.

The outer sphere reorganization energy is the part of the re-
organization energy that takes into account the reorganization
of the solvent during the charge transfer process. The calcula-
tion of outer sphere reorganization energy is very involved and
intricate [57,58]. In our calculations, we take the outer sphere
reorganization as a parameter, rather than calculating it from
the first principles.

The electronic structures of both the monomer (AT
and GC) and dimer ([(AT), (AT)] and [(GC), (GC)]) sys-
tems were obtained using DFT level calculations employing
program GAUSSIAN16 [59]. In order to demonstrate the
accuracy of the calculated results, we conducted compu-
tations at various calculation levels, including B3LYP/6–
31+G(d), B3LYP/6–311++G(d,p), PW91PW91/Def2TZVP,
and PW91PW91/Def2QZVP. The crystal structure data from
Arnott [60] is used directly without further geometrical
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FIG. 1. Chemical structure of (a) GC and (B) AT pair. Side view
(c), (e) and bird view (d), (f) of dimers [(GC),(GC)] and [(AT),(AT)].
The top and bottom base pairs are denoted as GC-1 (or AT-1) and
GC-2 (or AT-2) for [(GC),(GC)] (or [(AT),(AT)]), respectively. The
elements N, C, O, and H are represented as blue, cyan, red, and white
balls, respectively. For [(GC),(GC)], the direction is 5′ to 3′ for the
strand of G from GC-1 to GC-2. For [(AT),(AT)], the direction is 5′

to 3′ for the strand of A from AT-1 to AT-2.

optimization. The obtained wave functions of the dimer sys-
tems are orthogonalized by means of Löwdin’s symmetric
transformation [52] with the help of CATNIP software [61].
Molecular-orbital plots were generated using the program
VMD [62].

III. RESULTS AND DISCUSSION

A. Charge transfer behavior upon twisting

To investigate how the charge transfer behavior of DNA
is affected by twist deformation, we began our study on
dimers consisting of two stacked base pairs ([(GC),(GC)] and

[(AT),(AT)]). The crystal structure data from Arnott [60] was
used to build the dimers with the help of the NAB program
[63]. The sugar-phosphate backbone was shown to play only a
very minor role in the charge transfer process of DNA [64,65]
and was omitted in this study. This setup allows us to generate
the deformed structure of dimers with any twist angle. The
twist angle between the base pairs was adjusted from 21° to
46° with a 1° increment, while keeping the distance along
the extension direction of base pairs at 3.38 Å, as shown in
Fig. 1. We recall that, in the ideal B-type DNA, the distance
between adjacent base pairs is 3.38 Å and the twist angle is
36°. The fluctuations and deformation in the base-pair level
are not considered in this work.

The charge transfer rate is calculated in the framework of
Marcus’ theory. As shown in Fig. 2(a), with the increase of
the twist angle, the charge transfer rates of [(GC),(GC)] and
[(AT),(AT)] both exhibit a pattern of gradually decreasing to a
minimum and then increasing in the range 21–46°, despite the
minima fall at different twist angles (25° for [(GC),(GC)], 38°
for [(AT),(AT)]). At the ideal twist angle of 36°, the charge
transfer rate kCT of [(GC),(GC)] is much higher than that of
[(AT),(AT)], which is qualitatively consistent with the previ-
ous calculations [36,45] and experimental results. However,
when the dimer system deformed in the direction that de-
creases the twist angle, the charge transfer rate of [(AT),(AT)]
becomes larger than that of [(GC),(GC)] after the crossover
at the twist angle of about 32°, and the maximum differences
reach as high as 105 at 25°, which is completely different than
the previous conceiving of insensibility of the twist angle [19].
This result indicates that the charge transfer process in DNA
would mainly be mediated by the A base when the helical
structure of DNA is slightly unwound. We note that the DNA
duplex is not very rigid and it is possible to twist more than
10° from its ideal crystal structure [66], and associating with
protein will reduce the twist angle most of the time [43,67],
which means the charge transfer process via AT can prevail
on GC at in vivo and in vitro conditions.

In the following, we will explain the calculation details and
give the scope within which the previous results are valid.
First, the electron coupling Vda is a key parameter to calculate
the value of charge transfer rate. Vda is calculated using the
method in Sec. II and in PS2 of the SM [50]. The results

FIG. 2. (a) Charge transfer rates (kCT) of [(GC),(GC)] and [(AT),(AT)] at the twist angle of the range 21–46°. (b) Electron coupling matrix
elements (Vda) of [(GC),(GC)] and [(AT),(AT)] in the range 21–46°.
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TABLE I. Energies of neutral E neutral
neutral and cationic E cation

cation base
pairs at their optimized structure, and the energy of a neutral base pair
in cationic state geometry E neutral

cation and energy of a cationic base pair
in neutral state geometry E cation

neutral, with unit in Hartree. Inner sphere
reorganization energy λv (eV) is also shown.

B3LYP/6–31+G(d) PW91PW91/Def2QZVP

GC AT GC AT

E neutral
cation −937.555 −921.510 −937.680 −921.620

E cation
cation −937.314 −921.237 −937.443 −921.351

E cation
neutral −937.302 −921.231 −937.433 −921.347

E neutral
neutral −937.568 −921.518 −937.693 −921.624

λv (eV) 0.70 0.37 0.59 0.20

in Fig. 2(b) were calculated using the B3LYP/6–31+G(d)
level of theory; results by other levels of theory are shown
in Fig. S1 [50], and they show good consistency. As shown in
Fig. 2(b), the electron coupling matrix element Vda between
[(GC),(GC)] exhibits a minimum at an angle of 25°, while for
[(AT),(AT)] the minimal Vda falls at 38°. As a result, they cross
over at the angle of 31°. Indeed, the crossover behavior of kCT

is rooted in the crossover of Vda, though the twist angle of the
crossover is a bit smaller than that of kCT (about 31° vs 32°).
The shift of the twist angle of crossover is originated from
the difference in reorganization energy for [(GC),(GC)] and
[(AT),(AT)], which will be discussed in detail below.

The reorganization energy is another factor that has a sig-
nificant impact on the value of kCT. Generally speaking, the
reorganization energy λ can be decomposed into inner sphere
reorganization energy λv and outer sphere reorganization en-
ergy λs. Using the method mentioned in Sec. II, we calculated
the λv for GC and AT base pairs. Two different levels of theory
were employed to test the validity of the results, which are
B3LYP/6–31+G(d) and PW91PW91/Def2QZVP. As shown
in Table I, the internal reorganization energies are about 0.70
and 0.37 eV at the B3LYP/6–31+G(d) level of theory, and are
about 0.59 and 0.20 eV at the PW91PW91/Def2QZVP level
of theory, respectively. The results showed good consistency,
and we will use the results of the B3LYP/6–31+G(d) level of
theory in the following.

The outer sphere reorganization energy in the literature is
varied from 0.2 to even 2 eV [68,69]. In our case, we take the
outer sphere reorganization energy as 0.5 eV for both GC and
AT base pairs. The different values of reorganization energy
were found to only affect the specific value of the charge
transfer rate, and did not affect the crossover behavior. As
shown in Fig. S2, as the reorganization energy value increases,
the charge transfer rate decreases, which is consistent with
previous reports [70]. We would like to note that the assump-
tion that the outer sphere reorganization energy is independent
of the hopping pairs is crucial for determining the value of
the exchange angle. As illustrated in Fig. S2, the exchange
angle will shift if the outer sphere reorganization energies of
[(GC),(GC)] and [(AT),(AT)] differ.

Since the reorganization energy of [(GC),(GC)] is a little
larger than that of [(AT),(AT)], the cross angle will shift to
a smaller value with the increase of λs. However, within the

range 0.5–1.5 eV, the crossover happens at a very small range,
from the twist angle (31°–32°).

We note that the outer sphere reorganization energy was
set to be not changing with the twist angle. A similar treat-
ment has been done in another reference [70]. What is more,
compared with DNA stretching, torsion deformation on DNA
structure usually has little effect on the rearrangement of
surrounding waters. Generally speaking, DNA stretching can
enlarge the space between two DNA base pairs, and the water
in major groove will be rearranged. For comparison, defor-
mation in twist has no effect on the space between two DNA
base pairs, and also has little effect on the width of the major
groove, since it is almost kept fixed by the hydrogen bonds
between the two bases [71]. Therefore, in our calculations,
the outer sphere reorganization energy does not change with
the twist angle.

B. Energy difference of nonadiabatic system determines
the crossover of charge transfer rate

We have demonstrated that two factors directly influence
the behavior of kCT: electron coupling Vda and reorganization
energy λ. The former determines the crossover behavior of
kCT, while the latter affects the absolute value of kCT and
causes a shift in the crossover angle. To further investigate
the underlying mechanism of the crossover behavior of kCT,
we will analyze the reasons behind the crossover behavior of
Vda. For convenience, we rewrite Eq. (4) as

Vda = 1

2

√
�E2

12 − (ed − ea)2. (6)

Though the dimers analyzed in this study are constituted
of homogeneous monomers, the energy difference ed − ea is
not zero because the two base pairs are not equivalent [49].
As shown in Figs. 1(c) and 1(d), GC-1 is polarized by GC-2
differently compared to GC-2 polarized by GC-1, and the
same for AT-1 and AT-2 shown in Figs. 1(e) and 1(f). The
magnitude of energy difference is shown in Fig. S3(a). It
can be found that they both show a linear behavior with the
increase of twist angle. Though the value for [(AT),(AT)] goes
cross the zero line around 25°, it does not account for the
minimum in Vda along the twist angle. Indeed, the minimum of
Vda is attributed to the changes in �E12. Thus, our subsequent
analysis focuses on the changes in �E12. As depicted in Fig.
S3(b), the minima in the curve of �E12 are the determining
factors for the minimum in the twist angle of Vda, which in
turn governs the position of the minimum in kCT along the
twist angle.

We have noticed that the site energies of the two
monomers, and electron coupling were also calculated by
Mantela et al. based on the Marcus theory, as shown in Figs.
13 and S11 in Ref. [15]. Despite the different methods applied,
the values of electron coupling obtained here are very close
to theirs, mostly ranging 0.0–0.15 eV [Fig. 2(b) and Fig.
S1]. Although the values of site energies (ed , ea) of the two
monomers differ depending on the DFT level used, the dif-
ference (ed − ea) between the site energies is also very close
(for [(GC),(GC)] dimer, Ref. [15]: 0.0–0.2 eV; this work:
0.1–0.2 eV; for [(AT),(AT)] dimer, Ref. [15]: 0.0–0.1 eV; this
work: 0–0.05 eV). Thus, our results are reasonably consistent
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FIG. 3. HOMOs of (a) GC and (b) AT base pairs. The electron
is centered on bases G and A, respectively. Orbital energies of the
two states ψ+ and ψ− for (c) [(GC),(GC)] and (d) [(AT),(AT)] with
the twist angle ranging 21–46°. The orbital with the higher energy is
the HOMO, and the orbital with the lower energy is the HOMO-1.
(e) Cartoon illustrates the exchange of ψ+ and ψ− as the twist angle
changes.

with the calculations in Ref. [15] for the range of structural
adjustments in their molecular dynamics simulations.

In the following, the HOMO and HOMO-1 of [(GC),(GC)]
and [(AT),(AT)] were analyzed in detail. As shown in
Figs. 3(a) and 3(b), the HOMOs of base pair GC and AT are
mainly located on purine bases G and A, respectively. Addi-
tionally, there are regions that have different phases (denoted
as blue and red) in the single base pair. For the neutral dimer
system, their HOMO and HOMO-1 can be formulated as a
combination of the HOMOs of two individual base pairs. To
clarify, we formulated these two orbitals of the dimer system
as ψ+ and ψ−, which is

ψ+ = c1iφd + c2iφa,

ψ− = c1 jφd + c2 jφa,

where φd and φa are the HOMOs of the adiabatic single base
pair, and i, j = 1, 2, i �= j. For the elements of the coefficient
matrix C, c1ic2i > 0, c1jc2j < 0. For states ψ+ and ψ−, the
one having lower orbital energy is the HOMO-1, and the
other is the HOMO. The matrix C and wave functions ψ+(−)

vary with the twist angles. The energies of these two states
are E(θ )+ = 〈ψ+|Ĥ|ψ+〉 and E(θ )− = 〈ψ−|Ĥ|ψ−〉, where
Ĥ is the Hamiltonian of the diabatic dimer [see Eq. (1)].

Whether E(θ )− is smaller or larger than E(θ )+ depends on the
twist angle.

As shown in Fig. 3(c), with the increase of twist angle
from 21° for dimer [(GC),(GC)], the orbital energy of state
ψ+ gradually increases and that of state ψ− decreases. For
twist angles smaller than 25°, state ψ− is the HOMO due to
its higher orbital energy. At the twist angle of 25°, there is a
crossover between these two states with the orbital energy of
ψ+ being greater than that of state ψ−. As a result, state ψ+
becomes the HOMO. It is similarly demonstrated in Fig. 3(d)
for the dimer [(AT),(AT)]. As the twist angle between dimer
[(AT),(AT)] increases from 21°, the orbital energy of state
ψ+ gradually decreases, while the orbital energy of state ψ−
increases. At twist angles smaller than 38°, the state ψ− is
the HOMO since it has a larger orbital energy. At the twist
angle of 38°, there is a crossover between these two states,
and the orbital energy of ψ− is larger than ψ+, making ψ−
the HOMO. At the exchange angle, the energy difference
between HOMO and HOMO-1 states is at its lowest. Since
the energy difference is the main driving force that promotes
the charge transfer process between adjacent base pairs, it is
reasonable that the charge transfer rate is also at a minimum
at the exchange angle.

To gain a deeper understanding of the interaction be-
tween the base pairs, we plotted the isosurface of HOMO
and HOMO-1 wave functions in Fig. S5. At the ideal twist
angle of 36°, the two well-separated parts of the HOMO of
[(GC),(GC)] that are located at the upper and lower base pairs
exhibit the same phase, while the two parts of the HOMO
of [(AT), (AT)] display opposite phase. This supports the
results of Fig. 3, where the HOMO of [(GC), (GC)] is ψ+,
while the HOMO of [(AT), (AT)] is ψ−. The exchange of
HOMO and HOMO-1 states is further directly illustrated in
Figs. S6(a)–S6(d) for [(GC),(GC)] at the twist angles of ∼25°
and in Figs. S6(e)–S6(h) for [(AT),(AT)] at the twist angles of
∼38°, respectively.

C. Structural origin of symmetry exchange

The variation between the exchange angles of [(GC),(GC)]
and [(AT),(AT)] originates from the structure difference of
bases G and A, where the HOMO of the single base pair is
located on. As shown in Figs. 3(a) and 3(b), the presence
of C2 = O1 in G results in two electrons of the C2 atom
participating in the double bond with O1, and the remaining
two outermost electrons form simple σ bonds with N1 and C1
respectively. N1 and C2 do not contribute electrons to the π

orbital. In the case of base A, C2 forms three σ bonds with
N2, C1, and N1 through sp2 hybridization. The remaining
outermost electrons of C2 then would form a π bond with N1,
leaving N1 without extra electrons to form an N-H bond with
another proton. This results in a different shape of HOMO for
single base pairs GC and AT [Figs. 3(a) and 3(b)]. As it is
known, the overlap of the same phase leads to a state of lower
energy. Thus, the HOMO-1 in the dimer system is arranged
in a way that maximizes the overlap of the same phase in the
contacted regions of the two HOMOs in a single base pair
[as illustrated by the cartoon in Fig. 3(e)]. We noticed that
the molecular orbitals contain nodes that separate the positive
and negative phase. Upon twisting in the dimer system, the
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contact regions between the two orbitals will vary as the twist
angle changes gradually. For the HOMO-1 of [(GC),(GC)]
(or [(AT),(AT)]), to maximize the overlap of the same phase
in the contacted regions in each GC (or AT) base pair, their
relative phase will adjust accordingly. As a result, there will
be a symmetry exchange between HOMO and HOMO-1 of
the dimer when the twist angle changes, and an approximate
parabola behavior will appear near the exchange twist angle,
as shown in Fig. 2. The electron coupling matrix element Vda

and corresponding charge transfer rate kCT increase as the
twist angle of the two base pairs deviates from the exchange
angle. The exchange angles of [(GC),(GC)] and [(AT),(AT)]
are 25° and 38°, respectively. Therefore, in the ideal structure
with a twist angle of 36°, the electron coupling matrix element
Vda between [(AT),(AT)] is smaller than [(GC),(GC)], leading
to a lower charge transfer rate kCT. However, this trend turns
to the opposite for twist angles below 30°.

It should be noted that when other deformations, such as
shift and slide, are present, the exchange angle may vary due
to structural changes, but the existence of the exchange angle
remains certain based on the previous structural analysis.

IV. CONCLUSIONS

In summary, we have theoretically shown that the charge
transfer rate of AT pairs significantly increases with a small
twist angle deviating from the ideal crystal structure. What
is more, it surpasses the charge transfer rate of GC pairs and

can be five orders larger than that of GC when stretching. By
performing frontier orbital analysis, we found that there is a
turnover of charge transfer rate between AT and GC, which
is a consequence of the symmetry exchange at different twist
angles. Our work sheds light on the sequence effect of the
charge transfer process and provides new ideas to resolve the
unusually large charge transfer rate involving AT pairs.

The DNA duplex is very flexible and can easily twist more
than 10° from its ideal crystal structure [66], which means
the charge transfer process via AT can prevail on GC in
vivo and in vitro conditions. Thus, the traditional view that
the charge transfer process in DNA is mainly or even solely
mediated by G+ needs to be reconsidered. The finding here
can be further verified by subsequent DNA single-molecule
manipulation experiments. We expect to observe a significant
increase in DNA conductivity upon twisting the A-rich single-
strand DNA. Overall, the effect of AT sequence on the charge
transfer of DNA should draw more attention.
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