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Work fluctuation theorems with initial quantum coherence
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Fluctuation theorems are fundamental results in nonequilibrium thermodynamics beyond the linear response
regime. Among these, the paradigmatic Tasaki-Crooks fluctuation theorem relates the statistics of the works
done in a forward out-of-equilibrium quantum process and in a corresponding backward one. In particular, the
initial states of the two processes are thermal states and thus incoherent in the energy basis. Here we aim to
investigate the role of initial quantum coherence in work fluctuation theorems, by considering a quasiprobability
distribution of work. To do this, we formulate and examine the implications of a detailed fluctuation theorem,
which reproduces the Tasaki-Crooks fluctuation theorem in the absence of initial quantum coherence.
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I. INTRODUCTION

Work is a fundamental nonequilibrium stochastic quantity,
which plays a relevant role in out-of-equilibrium processes
generated by changing some parameters of the system in
a certain time interval. In classical systems, when there is
equilibrium at the initial time, the work fluctuations satisfy
an integral fluctuation relation, the Jarzynski equality [1].
Furthermore, the statistics of the work done in the process is
related to its time reversal by a detailed fluctuation relation
given by the Crooks fluctuation theorem [2], when both the
forward and backward processes start from equilibrium states.
In particular, the integral fluctuation relation can be obtained
from the detailed one by integrating it. When the quantum
effects cannot be neglected, the detailed fluctuation relation
still holds if we describe the statistics of the work with the help
of a two-projective-measurement scheme, as it was originally
shown in Ref. [3], after the relevant works in Refs. [4,5]. This
is known as the Tasaki-Crooks fluctuation theorem (see, e.g.,
Ref. [6] for a review). However, in the presence of initial
quantum coherence in the energy basis, in this scheme, where
two projective measurements of the energy are performed
at the initial and final times to infer the work statistics, the
first measurement destroys the initial quantum coherence in
the energy basis and the protocol becomes invasive since the
measurement irreversibly changes the real process.

There have been several attempts to describe the work
statistics in the quantum regime (see, e.g., Refs. [7–15]). If
we require that the two-projective-measurement statistics is
also reproduced for incoherent initial states, a no-go theorem
[16] suggests that the statistics of the work can be represented
by a quasiprobability distribution. Furthermore, if some con-
ditions are satisfied, the work can be described by a class of
quasiprobability distributions [17,18], which includes those
of Refs. [9,10]. The initial states of the Tasaki-Crooks fluc-
tuation theorem are incoherent mixtures of the energy basis
and so are incoherent states. Then the effects coming from the
initial quantum coherence in the energy basis, e.g., quantum
contextuality, are absent in this case. For instance, the effects
of the initial quantum coherence can be taken in account by
using conditional probabilities evaluated via Bayes’ rule [19].

However, in this case the probability distribution achieved is
not linear with respect to the initial state, which is a funda-
mental requirement from our point of view. Thus, to preserve
linearity, we will allow the distribution to take negative values
obtaining a quasiprobability. In general, it is not clear how
any of the established fluctuation theorems change when the
system is prepared in nonequilibrium states; e.g., recently this
problem was also investigated by considering specific systems
(see, e.g., Ref. [20]). However, differently from this and sev-
eral other investigations concerning quantum coherence and
energy exchange (see, e.g., Refs. [21–23], to name a few), in
the present paper we base our analysis on a quasiprobability
approach.

Here we aim to investigate the effects of the initial quan-
tum coherence in the work fluctuation theorems in general.
After introducing some preliminary notions in Sec. II, we
discuss the time reversal of the quasiprobability distribution in
Sec. III. In particular, although the forward process can have
a noncontextual representation, its time reversal can exhibits
contextuality. Thus, we derive our main result in Sec. IV,
a detailed fluctuation theorem which holds in the presence
of initial quantum coherence. Specifically, it reproduces the
Tasaki-Crooks fluctuation relation in the absence of quantum
coherence and implies two different integral fluctuation theo-
rems (see Sec. V), one of which was introduced in Ref. [17].
To do this, we focus on initial states with thermal populations
and nonzero coherence in the energy basis, such as the coher-
ent Gibbs state.

II. PRELIMINARIES

We start our discussion by introducing some preliminary
notions, which are the Tasaki-Crooks fluctuation theo-
rem (Sec. II A), the quasiprobability distribution of work
(Sec. II B), and the quantum contextuality (Sec. II C).

A. Incoherent initial state: Tasaki-Crooks fluctuation theorem

We focus on a quantum coherent process generated by
changing some parameters of the system in the time in-
terval [0, τ ]. Thus, we get the time-dependent Hamiltonian
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H (t ) = ∑
εk (t )|εk (t )〉〈εk (t )|, where |εk (t )〉 is the eigenstate

with eigenvalue εk (t ) at time t ∈ [0, τ ], which generates the
unitary time-evolution operator Ut,0 = T exp[−i

∫ t
0 H (s)ds],

where T is the time order operator. The system is prepared
at the initial time t = 0 in an initial state ρ, which evolves
to the final state ρ ′ = Uτ,0ρU †

τ,0 at time t = τ . There is the
initial quantum coherence in the energy basis if there are
nonzero coherences (i.e., off-diagonal elements of the density
matrix) with respect to the energy basis. However, before
discussing the effects of the initial quantum coherence, in this
section we recall some results concerning an incoherent initial
state such that ρ = �(ρ), where we define the dephasing map
�(ρ) = ∑

i �iρ�i, with the initial projectors �i = |εi〉〈εi|
and εi = εi(0). For an incoherent initial state ρ the work can
be represented by the two-projective-measurement scheme
[3,6], which in general has the probability distribution

pTPM(w) =
∑
k,i

Tr(�iρ�i�
′
k )δ(w − ε′

k + εi ), (1)

where the final projectors are defined as �′
k = U †

τ,0|ε′
k〉〈ε′

k|Uτ,0

and ε′
k = εk (τ ).

The backward process is obtained by considering the back-
ward time-evolution from τ to zero, given by the unitary
operator Uτ−t,τ = U †

τ,τ−t , where t goes from zero to τ . This
backward process will start from an initial state ρ̄. The
two-projective-measurement scheme leads to the probability
distribution for the backward process

p̄TPM(w) =
∑
k,i

Tr(�̄′
k ρ̄�̄′

k�̄i )δ(w − εi + ε′
k ), (2)

where in general we define �̄′
k = Uτ,0�

′
kU

†
τ,0 = |ε′

k〉〈ε′
k| and

�̄i = Uτ,0�iU
†
τ,0 = Uτ,0|εi〉〈εi|U †

τ,0. If the initial state of the
forward process is a Gibbs state at a certain inverse tempera-
ture β, i.e., ρ = ρβ ≡ e−βH (0)/Z , where Z = Tr(e−βH (0) ), for
the forward process we get the Jarzynski equality [1,3,6]

〈e−β(w−�F )〉 = 1, (3)

which has also been experimentally verified (see, e.g.,
Ref. [24]), where the equilibrium free-energy difference reads
�F = −β−1 ln(Z ′/Z ), where Z ′ = Tr(e−βH (τ ) ). In this case,
if the initial state ρ̄ of the backward process is the Gibbs state
ρ̄ = ρ ′

β ≡ e−βH (τ )/Z ′, we get the Tasaki-Crooks fluctuation
relation [3,5,6]

e−β(w−�F ) pTPM(w) = p̄TPM(−w). (4)

In particular, by integrating Eq. (4) over w we achieve the
integral fluctuation theorem of Eq. (3). Our main aim is
to generalize the detailed fluctuation theorem of Eq. (4) in
the presence of initial quantum coherence. Since the two-
projective-measurement scheme erases the initial quantum
coherence, Eq. (4) still holds for any ρ and ρ̄ such that �(ρ) =
ρβ and �̄(ρ̄) = ρ ′

β , where �̄(ρ̄) = ∑
k �̄′

k ρ̄�̄′
k , and thus also

in the presence of initial quantum coherence. However, the
two-projective-measurement work does not satisfy the first
law of thermodynamics (see, e.g., Ref. [16]) and in this case
the work can be represented by a quasiprobability distribution.

B. Quasiprobability distribution of work

Given a quantum observable W , having the spectral de-
composition W = ∑

wnPn, the projective measurements with
projectors {Pn} lead to the probability distribution pobs(w) =∑

n v(Pn)δ(w − wn), where v(Pn) = Tr(Pnρ) is a probability
given by the Born rule, for the density matrix ρ. In general,
for an effect E , which plays the role of an event, the prob-
ability v(E ) = Tr(Eρ) results from Gleason’s theorem (see,
e.g., Ref. [25]). Here we are considering an out-of-equilibrium
process generated by changing some parameters in the time
interval [0, τ ]. The first law of thermodynamics leads to the
average work

〈w〉 = Tr{[H (H )(τ ) − H (0)]ρ}, (5)

where ρ is the initial density matrix, and given an oper-
ator A(t ) we define the Heisenberg time-evolved operator
A(H )(t ) = U †

t,0A(t )Ut,0. Although W = H (H )(τ ) − H (0) is a
quantum observable, in general its statistics does not repro-
duce the two-projective-measurement statistics for a Gibbs
initial state ρ = ρβ , so the Jarzynski equality in Eq. (3) is not
satisfied (as originally observed in Refs. [26,27]). Actually,
we can have two noncommuting quantum observables defin-
ing the work, which are H (0) and H (H )(τ ). They give two sets
of projectors {�i} and {�′

k}. In this case, Gleason’s theorem
cannot be used to achieve a distribution of work that is linear
with respect to the initial state. However, we can generalize
Gleason’s axioms so that they lead to quasiprobabilities, e.g.,
v(E , F ) = ReTr(EFρ), instead of the probabilities v(E ) (see,
e.g., the Appendix for details).

From these quasiprobabilities, we can write a quasiproba-
bility distribution. In general, the work will be represented in
terms of the events �i,� j, . . . ,�

′
k, . . . and thus we consider

a quasiprobability distribution of the form [18]

p(w) =
∑
i, j,...

v(�i,� j, . . . ,�
′
k, . . .)δ(w − w(εi, . . .)), (6)

where the support is given by w(εi, . . .), which is a function
of the eigenvalues of the initial and final Hamiltonians. The
moments of the work are 〈wn〉 = ∫

wn p(w)dw, where n is
an integer. Without loss of generality, for the quasiprobability
v(�i,� j, . . . ,�

′
k, . . .) we can focus on definite decomposi-

tions of the proposition �i ∧ � j ∧ · · · , since an affine combi-
nation of these quasiprobabilities gives any p(w) of the form
in Eq. (6). We note that in this case v(�i,� j, . . . ,�

′
k, . . .) is

the real part of the extended Kirkwood-Dirac quasiprobability
of Refs. [28,29]. As shown in Ref. [18], by requiring that
(W1) the quasiprobability distribution p(w) reproduces the
two-projective-measurement statistics, i.e., p(w) = pTPM(w)
when the initial state is incoherent in the energy basis, i.e.,
ρ = �(ρ), (W2) the average work is equal to Eq. (5), and
(W3) the second moment of work is equal to

〈w2〉 = Tr{[H (H )(τ ) − H (0)]2ρ}, (7)

we get a class of quasiprobability distributions of the form
[17,18]

pq(w) =
∑
i, j,k

ReTr(�iρ� j�
′
k )δ(w − ε′

k + qεi + (1 − q)ε j ),

(8)
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with q a real number. We note that the three conditions (W1)–
(W3) define the support of the quasiprobability distribution,
which otherwise is arbitrary without them and thus can repre-
sent anything. In particular, if (W3) is satisfied together with
(W1) and (W2), the support linearly depends on the initial and
final energy levels, leading to reasonable physical properties
of the work (see Ref. [18]).

C. Contextuality

Knowing the quasiprobability distribution, we can focus on
the problem if there is a noncontextual hidden-variable model
which satisfies the conditions about the reproduction of (W1)
the two-projective-measurement scheme, (W2) the average,
and (W3) the second moment. To introduce the concept of
contextuality at an operational level [30–32], we consider a set
of preparations procedures P and measurements procedures
M with outcomes k so that we will observe k with probability
p(k|P, M ). We aim to reproduce the statistics by using a set
of states λ that are randomly distributed in the set 
 with
probability p(λ|P) every time the preparation P is performed.
If, for a given λ, we get the outcome k with the probability
p(k|λ, M ), we are able to reproduce the statistics if

p(k|P, M ) =
∫




p(λ|P)p(k|λ, M )dλ, (9)

and the protocol is called noncontextual if p(λ|P) is a
function of the quantum state alone, i.e., p(λ|P) = p(λ|ρ0),
and p(k|λ, M ) depends only on the positive-operator-valued-
measurement element Mk associated with the corresponding
outcome of the measurement M, i.e., p(k|λ, M ) = p(k|λ, Mk ).
In our case, the outcome k corresponds to the work wk (which
can depend on λ), and if the protocol is noncontextual, the
work distribution can be expressed as

p(w) =
∑

k

p(k|P, M )δ(w − wk ), (10)

where p(k|P, M ) is given by Eq. (9) with p(λ|P) = p(λ|ρ0)
and p(k|λ, M ) = p(k|λ, Mk ), so that for a negative quasiprob-
ability of work we cannot have a noncontextual protocol.
For instance, the two-projective-measurement scheme gives
a probability distribution that is noncontextual, as observed
in Ref. [32]. Thus, a process that cannot be reproduced
within any noncontextual protocol exhibits genuinely non-
classical features. We discuss the contextuality in terms of
time-reversal processes in the next section, pointing to a con-
nection with detailed fluctuation theorems.

III. TIME REVERSAL

In general, a work quasiprobability distribution p̄(w) for
the backward process is obtained by taking into account that
the initial state is a certain density matrix ρ̄ and the events are
�̄i, �̄ j, . . . , �̄

′
k, . . . so that

p̄(w) =
∑
i, j,...

v̄(�̄i, �̄ j, . . . , �̄
′
k, . . .)δ(w − w̄(εi, . . .)). (11)

In detail, the work support is given by w̄(εi, . . .) and the
quasiprobability v̄(�̄i, �̄ j, . . . , �̄

′
k, . . .) is calculated with

respect to the initial density matrix ρ̄, e.g., v̄(�̄i, �̄
′
k ) =

ReTr(�̄i�̄
′
k ρ̄ ) if there are only two events, which are �̄i and

�̄′
k . A natural choice of the backward initial state ρ̄ can be

the final state of the forward process, i.e., ρ̄ = ρ ′. In this case,
among all the representations of the backward process, there
is always a quasiprobability distribution p̄(w) such that

p̄(w) = p(−w) (12)

for any quasiprobability distribution p(w) of the forward pro-
cess. In particular, given p(w) of the form in Eq. (6), p̄(w)
is obtained by performing a time reversal, i.e., by replacing
�i �→ �̄i, �′

k �→ �̄′
k , ρ �→ ρ̄, and w(εi, . . .) �→ w̄(εi, . . .).

In detail, if ρ̄ = ρ ′, for the quasiprobabilities we will get
v̄(�̄i, �̄ j, . . . , �̄

′
k, . . .) = v(�i,� j, . . . , �

′
k, . . .), i.e., they

are invariant under the time reversal. To prove it, it is enough
to note that the quasiprobability involves the real part of a
trace of the product of the projectors and the initial density
matrix, e.g., v̄(�̄i, �̄

′
k ) = ReTr(�̄i�̄

′
k ρ̄) = ReTr(�i�

′
kρ) =

v(�i,�
′
k ). Furthermore, by requiring that the work is odd

under the time reversal, we have w̄(εi, . . .) = −w(εi, . . .),
from which we get the time-reversal symmetry relation for
work in Eq. (12).

We note that Eq. (12) is not satisfied for the two-projective-
measurement probability distribution pTPM(w). Of course,
the probability Tr(�iρ�i�

′
k ) in Eq. (1) is of the form

vTPM(E , F ) = Tr(EFEρ), so that does not satisfy the Gleason
axiom in Eq. (A6). Let us focus on the forward class of
quasiprobability distributions in Eq. (8), which reproduces the
two-projective-measurement scheme when the initial state ρ

is incoherent with respect to the projectors �i, i.e., pq(w) =
pTPM(w) when ρ = �(ρ) for any q. Similarly, the back-
ward class satisfying conditions (W1)–(W3) is formed by the
quasiprobability distributions

p̃q(w) =
∑
i,k,l

ReTr(�̄′
k ρ̄�̄′

l�̄i )δ(w − εi + qε′
k + (1 − q)ε′

l ),

(13)

with q real, such that p̃q(w) = p̄TPM(w) when ρ̄ = �̄(ρ̄) for
any q. On the other hand, the time reversal of the quasiproba-
bility distribution pq(w) such that Eq. (12) holds reads

p̄q(w) =
∑
i, j,k

ReTr(�̄iρ̄�̄ j�̄
′
k )δ(w − qεi − (1 − q)ε j + ε′

k ),

(14)

which reproduces the two-projective-measurement scheme
p̄q(w) = p̄TPM(w) when ρ̄ = �̄(ρ̄), for q = 0, 1 but not for
all q [in particular, in Ref. [33] it was originally observed how
pq(w) does not satisfy the symmetry relation in Eq. (12) for
q 
= 0, 1 if we use p̃q(w) instead of p̄q(w) in this relation].
Thus, the forward class with the quasiprobability distributions
of Eq. (8) is not mapped into the backward class with the
quasiprobability distributions of Eq. (13) by performing the
time reversal. Specifically, we get p̃q(w) = p̄q(w) = pq(−w)
for q = 0, 1, but in general p̃q(w) 
= p̄q(w) = pq(−w) for
q 
= 0, 1. The symmetry relation in Eq. (12) relates pq(w)
to p̄q(w) and not to p̃q(w). Then the negativity of p̃q(w) is
not constrained by the negativity of pq(w) for q 
= 0, 1. This
result means that the (non-)negativity of the forward class
does not imply the (non-)negativity of the backward class
and vice versa. The negativity is related to genuine quantum
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features: If there is some non-negative distribution in the
forward (backward) class, the forward (backward) work statis-
tics can be reproduced with a noncontextual hidden variable
model which satisfies conditions (W1)–(W3). Let us show
it by giving an example of a forward protocol that is non-
contextual but shows contextuality in its time reversal. We
consider a one-dimensional system, with initial Hamiltonian
H (0) = x and final Hamiltonian H (τ ) = p2, where x is the
position and p is the momentum such that [x, p] = i. In this
case we consider the projectors �x = |x〉〈x| and �′

p = |p〉〈p|
and the sudden time evolution U0,τ = I . It is easy to show
that for q = 1/2 the quasiprobability distribution of work can
be expressed in terms of the Wigner function W (x, p) as (see
Ref. [18])

p1/2(w) =
∫

dx d pW (x, p)δ(w − p2 + x). (15)

We consider the initial wave function 〈x|ψ〉 = exp(−ax2 +
bx + c), for which we get W (x, p) � 0 and the protocol is
noncontextual. However, for this state we get the backward
quasiprobability distribution

p̃q(w) =
∫

d p d p′ṽ(p,w + qp2 + (1 − q)p′2, p′), (16)

where ṽ(p, x, p′) = Re〈p|ψ〉〈ψ |p′〉〈p′|x〉〈x|p〉. Then p̃q(w)
takes also negative values for any q, so there does not exist a
q such that p̃q(w) � 0 for all w and there is contextuality for
the backward process. Finally, we will aim to generalize the
detailed fluctuation theorem of Eq. (4) to quasiprobabilities
in the next section. Then, for a given pq(w) we consider the
time-reversed p̄q(w) with the same support of pq(−w) and
an appropriate initial state ρ̄ for the backward process. To do
this, we must also take into account quantum coherence as a
random variable, as done in Ref. [17].

IV. DETAILED FLUCTUATION THEOREM WITH INITIAL
QUANTUM COHERENCE

Given a dephasing map �, the quantum coherence of a
state ρ can be characterized by using the relative entropy of
coherence (see, e.g., the review in Ref. [34])

C�(ρ) = S(�(ρ)) − S(ρ), (17)

where we have introduced the von Neumann entropy S(ρ) =
−Tr(ρ ln ρ). Let us focus on the forward process. By consid-
ering the eigenvalues rn and the eigenstates |rn〉 of the initial
state ρ such that ρ = ∑

rnRn, where Rn = |rn〉〈rn|, we define
the probability distribution of coherence [17]

pc(C) =
∑
i,n

rnTr(Rn�i )δ(C + ln〈εi|ρ|εi〉 − ln rn) (18)

such that C�(ρ) = 〈C〉 = ∫
C pc(C)dC. We note that

rnTr(Rn�i ) = Tr(ρRn�i ) = v(Rn,�i ), which is non-negative
since [ρ, Rn] = 0 for all n. Thus, the state is ρ and the events
are Rn and �i. In the presence of initial quantum coherence,
the work can be represented by the quasiprobability
distribution pq(w). To derive a detailed fluctuation theorem,
we consider an initial state ρ such that its incoherent part
(with respect to the energy basis) is thermal, �(ρ) = ρβ . In

this case, we get the integral fluctuation relation of Ref. [17],

〈e−β(w−�F )−C〉 = 1, (19)

which is our starting point to derive the detailed fluctuation
theorem. Specifically, the average in Eq. (19) is calculated
with respect to the joint quasiprobability distribution

pq,q′ (w,C) =
∑

k, j,i,n

rnReTr(Rn� j�
′
k�i )δ(w − ε′

k + qεi

+ (1 − q)ε j )δ(C + q′ ln〈εi|ρ|εi〉
+ (1 − q′) ln〈ε j |ρ|ε j〉 − ln rn). (20)

We can easily check that the marginal distributions
are the quasiprobability distribution of work pq(w) =∫

pq,q′ (w,C)dC and the probability distribution of initial
quantum coherence pc(C) = ∫

pq,q′ (w,C)dw. To formulate
a detailed fluctuation theorem, we focus on the quantity
e−β(w−�F )−C pq,q′ (w,C). Only for q = q′, by considering
pq(w,C) = pq,q(w,C), we get that e−β(w−�F )−C pq(w,C) is
a joint quasiprobability distribution,

e−β(w−�F )−C pq(w,C) = p̂q(−w,C), (21)

which explicitly reads

p̂q(w, Ĉ) =
∑

k, j,i,n

e−βε′
k

Z ′ ReTr(�̄′
k�̄iR̄n�̄ j )δ(w − qεi

− (1 − q)ε j + ε′
k )δ(Ĉ + q ln〈εi|ρ|εi〉

+ (1 − q) ln〈ε j |ρ|ε j〉 − ln rn). (22)

The quasiprobability distribution p̂q(w, Ĉ) represents a back-
ward process, where the initial state is ρ̄ = ρ ′

β and the events

are �̄′
k , �̄i, R̄n = Uτ,0RnU

†
τ,0, and �̄ j . In particular, the pro-

jector �̄′
k selects the pure state �̄′

k with probability e−βε′
k /Z ′.

We note that one of the marginal distribution is equal to
the two-projective-measurement probability distribution for
the backward process starting from ρ̄ such that �̄(ρ̄) = ρ ′

β ,∫
p̂q(w, Ĉ)dĈ = p̄TPM(w), so that by integrating Eq. (21)

over C and noting that in general
∫

e−C pq,q′ (w,C)dC =
pTPM(w), we get the Tasaki-Crooks fluctuation relation in
Eq. (4). Concerning the variable Ĉ of the backward process,
its average is∫

Ĉ p̂q(Ĉ)dĈ = S(U †
0,τ ρ

′
βU0,τ ||ρβ ) − S(U †

0,τ ρ
′
βU0,τ ||ρ),

(23)

where p̂q(Ĉ) = ∫
p̂q(w, Ĉ)dw and the quantum relative en-

tropy is defined as S(ρ||η) = −S(ρ) − Tr(ρ ln η).
We aim to get a more symmetric detailed fluctuation rela-

tion, which implies Eq. (21). We are looking for a fluctuation
relation of the form ea·x p(x) = p̄(x̄), where x is a set of vari-
ables including the work w, e.g., x = (w,C, . . .), p(x) is the
forward distribution, and p̄(x̄) is the backward distribution of
x̄ = (−w, C̄, . . .). It is worth noting that the positive multi-
plying factor ea·x does not change the support of p(x); then
the backward distribution p̄(x̄) has the same support of p(x).
This suggests that the time reversal discussed in the preceding
section, i.e., p̄q(w) in Eq. (14) with an appropriate initial state
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ρ̄, will play some role. For simplicity, we consider q = 0, so
that, from Eq. (20), we get

p0(w,C) =
∑
k,i,n

rnRe Tr(Rn�i�
′
k )δ(w − ε′

k + εi )

× δ(C + ln〈εi|ρ|εi〉 − ln rn). (24)

Since the backward distribution on the right-hand side of a
detailed fluctuation relation needs to have the same support
of the left-hand side, we try to introduce a random variable C̄
and the joint time-reversed quasiprobability distribution of the
form

p̄0(w, C̄) =
∑
k,i,n

r̄nRe Tr(R̄n�̄i�̄
′
k )δ(w − εi + ε′

k )

× δ(C̄ + ln〈εi|ρ|εi〉 − ln rn) (25)

such that p̄0(−w,C) has the same support of p0(w,C).
The eigenvalues r̄n and the projectors R̄n are such that ρ̄ =∑

r̄nR̄n, where the initial state ρ̄ of the backward process can
be chosen appropriately in order to get a detailed fluctuation
relation. For example, for ρ = ρβ and ρ̄ = ρ ′

β we get the
detailed fluctuation theorem of Eq. (4). However, as just seen
in Eq. (21),

e−β(w−�F )−C p0(w,C) 
= p̄0(−w,C) (26)

for any ρ̄ and the two quasiprobability distributions are not re-
lated by a detailed fluctuation theorem. Of course, the equality
in Eq. (26) is achieved when the initial state is incoherent, i.e.,
ρ = �(ρ), so that p̄0(w, C̄) = p̂0(w, C̄) = p̄TPM(w)δ(C̄). To
get a fluctuation theorem we start to focus on the variable C̄,
which for the backward process has the marginal probability
distribution p̄(C̄) = ∫

p̄0(w, C̄)dw, which reads

p̄(C̄) =
∑
i,n

r̄nTr(R̄n�̄i )δ(C̄ + ln〈εi|ρ|εi〉 − ln rn). (27)

We guess that for the forward process the variable C̄ has the
probability distribution

p(C̄) =
∑
k,n

rnTr(Rn�
′
k )δ(C̄ + ln〈ε′

k|ρ̄|ε′
k〉 − ln r̄n). (28)

Thus, by introducing this new random variable, we consider
the joint quasiprobability distribution

p0(w,C, C̄) =
∑
k,i,n

rnRe Tr(Rn�i�
′
k )δ(w − ε′

k + εi )

× δ(C + ln〈εi|ρ|εi〉 − ln rn)

× δ(C̄ + ln〈ε′
k|ρ̄|ε′

k〉 − ln r̄n) (29)

and the time-reversed one

p̄0(w,C, C̄) =
∑
k,i,n

r̄nRe Tr(R̄n�̄i�̄
′
k )δ(w − εi + ε′

k )

× δ(C + ln〈ε′
k|ρ̄|ε′

k〉 − ln r̄n)

× δ(C̄ + ln〈εi|ρ|εi〉 − ln rn) (30)

so that p0(w,C, C̄) and p̄0(−w, C̄,C) have the same support.
It is easy to generalize Eqs. (29) and (30) for q 
= 0 and to
check that these two quasiprobability distributions are related
by the detailed fluctuation relation

e−β(w−�F )−C+C̄ pq(w,C, C̄) = p̄q(−w, C̄,C) (31)

if �(ρ) = ρβ , �̄(ρ̄ ) = ρ ′
β , and there is also the relation R̄n =

U0,τ RπnU
†
0,τ for all n with some permutation πn of the indices

(i.e., ρ ′ and ρ̄ are diagonal with respect to the same basis). We
note that ∫

e−C p̄q(w,C, C̄)dC = p̂q(w, C̄). (32)

Then the fluctuation theorem of Eq. (31) implies the relation
in Eq. (21) [it is enough to multiply Eq. (31) by e−C̄ and
then to integrate over C̄]. Given the initial state ρ, there are
several states ρ̄ such that �̄(ρ̄) = ρ ′

β , but in general there

can be a unique ρ̄ if we require also that R̄n = U0,τ RπnU
†
0,τ ,

which is ρ̄ = ∑
r̄nU0,τ RπnU

†
0,τ , where the eigenvalues r̄n are

the solutions of the linear equations∑
n

r̄n〈ε′
k|U0,τ RπnU

†
0,τ |ε′

k〉 = e−βε′
k /Z ′, (33)

with k = 1, 2, . . .. While the condition �̄(ρ̄) = ρ ′
β determines

the populations of ρ̄, the condition U †R̄nU = Rπn for all n
sets the coherences of ρ̄. However, these two conditions are
not always compatible, i.e., Eq. (33) can also have solutions
r̄n which are negative, r̄n < 0, for some n. In this case such
an initial state ρ̄ does not exist, since ρ̄ � 0. Furthermore,
we note that for an incoherent state ρ = �(ρ) there is co-
herence in the state ρ̄, namely, �̄(ρ̄) 
= ρ̄; thus for ρ = ρβ

the backward process starts from the initial state ρ̄ 
= ρ ′
β and

it is different from the Tasaki-Crooks backward process of
Sec. II A. However, if R̄n = U0,τ RπnU

†
0,τ is satisfied together

with �(ρ) = ρβ and �̄(ρ̄) = ρ ′
β , Eq. (31) implies Eq. (21)

for the trivial permutation πn = n, which implies the Tasaki-
Crooks fluctuation relation in Eq. (4). In general, for R̄n 
=
U0,τ RπnU

†
0,τ , the detailed fluctuation relation in Eq. (31) holds

if �(ρ) = ρβ and �̄(ρ̄) = ρ ′
β for

pq(w,C, C̄) =
∑

k,i, j,n,m

rnRe Tr(RnU
†
0,τ R̄mU0,τ�i�

′
k� j )δ(w − ε′

k + qεi + (1 − q)ε j )δ(C + q ln〈εi|ρ|εi〉 + (1 − q)

× ln〈ε j |ρ|ε j〉 − ln rn)δ(C̄ + ln〈ε′
k|ρ̄|ε′

k〉 − ln r̄m) (34)

and

p̄q(w,C, C̄) =
∑

k,i, j,n,m

r̄mRe Tr(U0,τ RnU
†
0,τ R̄m�̄i�̄

′
k�̄ j )δ(w − qεi − (1 − q)ε j + ε′

k )

× δ(C + ln〈ε′
k|ρ̄|ε′

k〉 − ln r̄m)δ(C̄ + q ln〈εi|ρ|εi〉 + (1 − q) ln〈ε j |ρ|ε j〉 − ln rn), (35)
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which are linear in the respective initial states. Thus, we
note that for ρ = ρβ we can consider a backward pro-
cess starting from the initial state ρ̄ = ρ ′

β and in this case
Eq. (31) reduces to Eq. (4) for q = 0. In general, Eq. (32)
still holds; thus Eq. (31) implies Eq. (21). We note that
although Eq. (31) defines a relation between quasiproba-
bility distributions, it suggests that for values of w, C,
and C̄ such that β(w − �F ) + C − C̄ > 0, the time-reversal
quasiprobability distribution p̄q(−w, C̄,C) is exponentially
suppressed and it is practically zero. Thus, these values
of w, C, and C̄ are practically absent in the statistics of
the time-reversed process represented by p̄q(−w, C̄,C), al-
though they are present for the forward process. This helps
to clarify how a thermodynamic time arrow can still emerge
from quasiprobabilities in the presence of initial coher-
ence, and it is affected by the latter. Furthermore, from
Eq. (34) we get a marginal quasiprobability distribution
p(C̄) = ∫

pq(w,C, C̄)dw dC, which explicitly reads

p(C̄) =
∑
k,m

Re Tr(ρ ′R̄m�̄′
k )δ(C̄ + ln〈ε′

k|ρ̄|ε′
k〉 − ln r̄m) (36)

and reduces to the probability distribution in Eq. (28) if the
condition R̄n = U0,τ RπnU

†
0,τ is satisfied. In particular, in the

next section we show that in this case a bound for the average
work is intimately related to the final quantum coherence.

V. INTEGRAL FLUCTUATION THEOREMS AND BOUNDS

From the detailed fluctuation theorem of Eq. (31) we
can derive two integral fluctuation relations. By multiplying
Eq. (31) by e−C̄ and integrating we get Eq. (19). Furthermore,
by integrating Eq. (31) we get

〈e−β(w−�F )−C+C̄〉 = 1. (37)

The integral fluctuation theorem of Eq. (19) has been for-
mulated in Ref. [17] and further discussed in Ref. [35]. In
particular, it implies the bound

β(〈w〉 − �F ) + 〈C〉 � 0. (38)

Concerning Eq. (37), we note that β(w − �F ) + C can be
replaced with a random variable σ , i.e., for any function of
two variables f (x, y),

〈 f (β(w − �F ) + C, C̄)〉 =
∫

f (β(w − �F ) + C, C̄)

× pq(w,C, C̄)dw dC dC̄

=
∫

f (σ, C̄)p(σ, C̄)dσ dC̄

= 〈 f (σ, C̄)〉, (39)

where

p(σ, C̄) =
∑
n,m,k

rnTr(�′
kRnU

†
0,τ R̄mU0,τ )δ(σ − βε′

k − ln Z ′

− ln rn)δ(C̄ + ln〈ε′
k|ρ̄|ε′

k〉 − ln r̄m). (40)

In particular, if R̄n = U0,τ RnU
†
0,τ , we get the probability

distribution

p(σ, C̄) =
∑
n,k

rnTr(�′
kRn)δ(σ − βε′

k − ln Z ′ − ln rn)δ(C̄

+ ln〈ε′
k|ρ̄|ε′

k〉 − ln r̄n). (41)

Thus, in this case the fluctuation relation in Eq. (37) is equiv-
alent to 〈e−σ+C̄〉 = 1 and by using Jensen’s theorem we get
〈σ 〉 − 〈C̄〉 � 0, which can be expressed as

β(〈w〉 − �F ) + 〈C〉 − 〈C̄〉 � 0, (42)

since 〈σ 〉 = β(〈w〉 − �F ) + 〈C〉. Equation (42) holds even
if R̄n 
= U0,τ RπnU

†
0,τ and p(σ, C̄) takes also negative values,

since in this case σ − C̄ can be replaced with a random vari-
able σ̄ having the probability distribution

p(σ̄ ) =
∑
n,m

rnTr(Uτ,0RnU
†
τ,0R̄m)δ(σ̄ − ln rn + ln r̄m), (43)

so that we obtain 〈e−σ̄ 〉 = 1 and, by using Jensen’s theorem,
〈σ̄ 〉 � 0, i.e., Eq. (42). Equations (38) and (42) give two lower
bounds for the average work 〈w〉. Which of the two is tighter
depends on the sign of 〈C̄〉. By noting that

〈σ 〉 − 〈C̄〉 = S(ρ ′||ρ̄) � 0, 〈σ 〉 = S(ρ ′||ρ ′
β ) � 0, (44)

〈C̄〉 can be expressed as the difference of quantum relative
entropies

〈C̄〉 = S(ρ ′||ρ ′
β ) − S(ρ ′||ρ̄). (45)

The same result is also achieved by averaging with respect
to the quasiprobability in Eq. (36). In particular, if the eigen-
values rn and r̄m are sorted in decreasing order, i.e., rn �
rn+1 and r̄m � r̄m+1, from von Neumann’s trace inequal-
ity we get Tr(ρ ′ ln ρ̄) � ∑

rn ln r̄n, from which S(ρ ′||ρ̄) �∑
rn ln(rn/r̄n), where the equality holds if R̄n = U0,τ RnU

†
0,τ ,

so that 〈C̄〉 is maximum and the bound of Eq. (42) is tighter
in this case. We note that 〈C̄〉 is related to the final quan-
tum coherence in the energy basis, quantified by C�̄(ρ ′) =
S(�̄(ρ ′)) − S(ρ ′). In particular, Eq. (45) can be written as

〈C̄〉 = C�̄(ρ ′) + S(�̄(ρ ′)||�̄(ρ̄)) − S(ρ ′||ρ̄). (46)

To prove it, it is enough to note that [36]

S(ρ ′||ρ ′
β ) = S(ρ ′||�̄(ρ̄)) = −S(ρ ′) − Tr[ρ ′ ln �̄(ρ̄ )]

= S(�̄(ρ ′)) − S(ρ ′) − S(�̄(ρ ′))

− Tr[�̄(ρ ′) ln �̄(ρ̄)]

= C�̄(ρ ′) + S(�̄(ρ ′)||�̄(ρ̄)). (47)

From Eq. (45) we get the bounds for 〈C̄〉,
−S(ρ ′||ρ̄) � 〈C̄〉 � S(ρ ′||ρ ′

β ), (48)

whereas from Eq. (46) we get

S(�̄(ρ ′)||�̄(ρ̄)) − S(ρ ′||ρ̄) � 〈C̄〉 � C�̄(ρ ′), (49)

since �̄ is a completely positive and trace-preserving map,
so that S(�̄(ρ ′)||�̄(ρ̄)) − S(ρ ′||ρ̄) � 0 and C�̄(ρ ′) � 0. The
bounds in Eq. (48) and in Eq. (49) can be saturated, de-
pending on the final state ρ ′. If ρ ′ = ρ̄, i.e., rπn = r̄n and
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R̄n = U0,τ RπnU
†
0,τ , then 〈C̄〉 = S(ρ ′||ρ ′

β ) = C�̄(ρ ′). In this
case, p(C̄) reduces to the probability distribution of co-
herence of ρ ′ with respect to the final energy basis and
p̄(C̄) = pc(C̄). In contrast, the lower bound in Eq. (49) can
be saturated only if C�̄(ρ ′) = 0, i.e., ρ ′ = �̄(ρ ′). Let us
focus on R̄n = U0,τ RπnU

†
0,τ . In this case the bound is zero

since, if ρ ′ = �̄(ρ ′), from Eq. (33) we get ρ̄ = �̄(ρ̄), from
which S(ρ ′||ρ̄) = S(�̄(ρ ′)||�̄(ρ̄)). Instead, the lower bound
of Eq. (48) is saturated if ρ ′ = ρ ′

β ; then 〈C̄〉 = −S(ρ ′||ρ̄) = 0
since ρ ′ = �̄(ρ ′) and thus ρ ′ = ρ̄. From Eq. (49), by noting
that both the lower and upper bounds are zero if ρ ′ = �̄(ρ ′)
and R̄n = U0,τ RπnU

†
0,τ , then, if R̄n = U0,τ RπnU

†
0,τ , we get

ρ ′ = �̄(ρ ′) ⇒ 〈C̄〉 = 0. (50)

However, 〈C̄〉 = 0 � ρ ′ = �̄(ρ ′).
Proof. To show it, we note that

〈C̄〉 = Tr(ρ ′ ln ρ̄ ) − Tr[�̄(ρ ′) ln �̄(ρ̄)]

=
∑

n

rπn ln r̄n −
∑

k

〈ε′
k|ρ ′|ε′

k〉 ln p′
eq,k, (51)

where p′
eq,k = e−βε′

k /Z ′. Let us consider Uτ,0 such that

Uτ,0|r1〉 = √
a|ε′

1〉 + √
1 − a|ε′

2〉, Uτ,0|r2〉 = √
a|ε′

2〉 −√
1 − a|ε′

1〉, and Uτ,0|rn〉 = |ε′
n〉 for n > 2. We focus

on a = 1 − η and η → 0. From Eq. (33), if πn = n
we get the solution r̄1 = p′

eq,1 + η and r̄2 = p′
eq,2 − η.

Furthermore, 〈ε′
1|ρ ′|ε′

1〉 = r1 + (r2 − r1)η and 〈ε′
2|ρ ′|ε′

2〉 =
r2 − (r2 − r1)η. Then

〈C̄〉 

[

r1

p′
eq,1

− r2

p′
eq,2

+ (r1 − r2) ln

(
p′

eq,1

p′
eq,2

)]
η, (52)

which can be negative or positive depending on the eigen-
values rn and the populations p′

eq,k . It is easy to see that
〈C̄〉 
 0 if r1 = P ≡ [p′

eq,1 + p′
eq,1 p′

eq,2 ln(p′
eq,1/p′

eq,2)]/[1 +
2p′

eq,1 p′
eq,2 ln(p′

eq,1/p′
eq,2)], although η > 0 and so ρ ′ 
=

�̄(ρ ′). Moreover, if r1 = P + δ with δ → 0, we get 〈C̄〉 

[1/p′

eq,1 + 1/p′
eq,2 + 2 ln(p′

eq,1/p′
eq,2)]δη; thus we get 〈C̄〉

negative or positive depending on the sign of δ. �
In general, for ρ such that �(ρ) = ρβ , e.g., from Eq. (44),

we get

β(〈w〉 − �F ) = C�̄(ρ ′) − C�(ρ) + S(�̄(ρ ′)||ρ ′
β ), (53)

extending the result achieved in Ref. [36] for the irreversible
work to states ρ 
= �(ρ) = ρβ . Thus, the bounds in Eqs. (38)
and (42) can be also easily derived from Eq. (53). In particular,
the right-hand side of Eq. (53) corresponds to the lower bound
for β(〈w〉 − �F ) recently derived in Ref. [19]. Thus, we note
that, when the quantum system is thermally isolated as in our
case, the bound of Ref. [19] reduces to Eq. (53) and gives the
exact value of the average work.

To further characterize our results, e.g., the two bounds
in Eqs. (38) and (42) deriving from the detailed fluctuation
relation in Eq. (31), we can focus on a physical example
experimentally studied in Ref. [24], which is a qubit with
Hamiltonian H (t ) = ω(t )[σ x cos ϕ(t ) + σ y sin ϕ(t )], where
ϕ(t ) = πt

2τ
, ω(t ) = ω0(1 − t/τ ) + ωτ t/τ , and σ x, σ y, and σ z

are the Pauli matrices. For studying the effect of the initial
coherence, we take the initial density matrices ρ = ρβ + cσ z

FIG. 1. Average work 〈w〉, in units of β, and the two bounds
coming from the fluctuation theorem. We set ωτ = 2ω0 and c =√

p0(1 − p0)/2, with p0 = eβω0/(eβω0 + e−βω0 ), βω0 = 1, and a
value of c̄ that minimizes the relative entropy S(ρ ′||ρ̄ ).

and ρ̄ = ρ ′
β + c̄σ z. Then, in Fig. 1 we plot the average work

and the lower bounds as a function of the duration time τ ,
illustrating the previous discussion with a physical process.
We note that although c̄ is chosen such that the state ρ̄ min-
imizes the relative entropy S(ρ ′||ρ̄), the bound in Eq. (42) is
not always tighter than the bound in Eq. (38), which does not
depend on the time evolution.

VI. CONCLUSION

The Tasaki-Crooks fluctuation theorem still holds in the
presence of initial quantum coherence if the populations
of the initial states of the forward and backward processes
are thermal and we consider the two-projective-measurement
scheme to infer the work statistics. However, this scheme
becomes invasive when there is initial quantum coherence,
e.g., it gives a different value for the average work. Here,
going beyond the two-projective-measurement scheme result,
we proved that a more general detailed fluctuation theorem
can be formulated by considering a quasiprobability distribu-
tion of work, which implies the two-projective-measurement
scheme Tasaki-Crooks fluctuation theorem. Furthermore, it
also implies two different integral fluctuation relations for
the forward process, bounding the average work done in
this process. Thus, our results aim to clarify the effects of
quantum coherence to the Tasaki-Crooks fluctuation theorem,
showing how the latter is affected by the initial quantum
coherence and changes form. Furthermore, it is worth noting
that this general detailed fluctuation relation involves a back-
ward quasiprobability distribution that does not necessarily
satisfy the reproduction of the two-projective-measurement
scheme. Thus, the contextuality of the backward protocol,
which is represented by suitable quasiprobability distributions
reproducing the two-projective-measurement statistics for in-
coherent initial states, is not constrained by the contextuality
of the forward one. In conclusion, we hope that our results
can help clarify the effects of the presence of initial quantum
coherence in work fluctuation theorems, which are not taken
into account by the two-projective-measurement scheme.
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APPENDIX: QUASIPROBABILITIES

We recall our notion of quasiprobability introduced in
Ref. [18]. In general, events are represented as effects, which
are the positive operators that can occur in the range of a
positive-operator-valued measurement, i.e., an effect is a Her-
mitian operator E acting on the Hilbert space H such that
0 � E � I . For a single event, the generalized probability
measures on the set of effects are functions E �→ v(E ) with
the properties

0 � v(E ) � 1, (A1)

v(I ) = 1, (A2)

v(E + F + · · · ) = v(E ) + v(F ) + · · · . (A3)

In Eq. (A3), E + F + · · · � I . A theorem [25] states that if
Eqs. (A1)–(A3) are satisfied, then the probability correspond-
ing to the event represented by E is v(E ) = Tr(Eρ) for some
density matrix ρ. For two events, we can define a function
v(E , F ) with the properties [18]

v(E , F ) ∈ R, (A4)

v(I, E ) = v(E , I ) = v(E ), (A5)

v(E + F + · · · , G) = v(E , G) + v(F, G) + · · · ,

v(G, E + F + · · · ) = v(G, E ) + v(G, F ) + · · · . (A6)

In Eq. (A6), E + F + · · · � I . If Eqs. (A4)–(A6) are satisfied
and if v(E , F ) is sequentially continuous in its arguments,
then the quasiprobability corresponding to the events E ∧ F
is a bilinear function; specifically, it is v(E , F ) = Re Tr(EFρ)

for some density matrix ρ (see Ref. [18] for details). Similarly,
for three events, we define a quasiprobability v(E , F, G) with
the properties

v(E , F, G) ∈ R, (A7)

v(I, E , F ) = v(E , I, F ) = v(E , F, I ) = v(E , F ), (A8)

v(E + F + · · · , G, H ) = v(E , G, H ) + v(F, G, H ) + · · · ,

v(G, E + F + · · · , H ) = v(G, E , H ) + v(G, F, H ) + · · · ,

v(G, H, E + F + · · · ) = v(G, H, E ) + v(G, H, F ) + · · ·
(A9)

and in general, for an arbitrary number of events, we define a
quasiprobability v(E , F, . . .) with the properties

v(E , F, . . .) ∈ R, (A10)

v(I, E , F, . . .) = v(E , I, F, . . .) = · · · = v(E , F, . . .), (A11)

v(E + F + · · · , G, . . .)

= v(E , G, . . .) + v(F, G, . . .) + · · · , (A12)

etc. In Eqs. (A9) and (A12), E + F + · · · � I . Analogously,
if Eqs. (A10)–(A12) are satisfied and if v(E , F, . . .) is
sequentially continuous in its arguments, then the joint
quasiprobability corresponding to the events E ∧ F ∧ · · · can
be expressed as an arbitrary affine combination of ReTr(Xiρ),
where the operators Xi are all the possible products of the
effects. For example, for two events we can consider only the
product X1 = EF , since X2 = FE gives the same quasiprob-
ability; for three events, we can consider the three products
X1 = EFG, X2 = FEG, and X3 = EGF ; and so on. Basically,
the quasiprobability is not fixed for more than two events since
the proposition E ∧ F ∧ · · · is not well defined. In particu-
lar, for more than two events, the quasiprobability depends
on how the events are grouped together. For instance, for
three events, a proposition E ∧ F ∧ G can be decomposed in
three different ways, which are E ∧ F and F ∧ G, F ∧ E and
E ∧ G, or E ∧ G and G ∧ F ; then there is a one-to-one corre-
spondence between the quasiprobabilities ReTr(Xiρ) and the
different decompositions. It is straightforward to see that this
correspondence holds also for an arbitrary number of events;
thus we can associate the quasiprobability v(E , F, G, . . .) =
ReTr(EFG · · · ρ) with the definite decomposition E ∧ F , F ∧
G, G ∧ · · · .
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