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While the Ising model is most often used to understand physical phenomena, its natural connection to combi-
natorial reasoning also makes it one of the best models to probe complex systems in science and engineering. We
bring a computational lens to the study of Ising models, where our computer-science perspective is twofold: On
the one hand, we show that partition function computation (#Ising) can be reduced to weighted model counting
(WMC). This enables us to take off-the-shelf model counters and apply them to #Ising. We show that one model
counter (TensorOrder) outperforms state-of-the-art tools for #Ising on midsize and topologically unstructured
instances, suggesting the tool would be a useful addition to a portfolio of partition function solvers. On the
other hand, we consider the computational complexity of #Ising and relate it to the logic-based counting of
constraint-satisfaction problems or #CSP. We show that known dichotomy results for #CSP give an easy proof
of the hardness of #Ising and provide intuition on where the difficulty of #Ising comes from.
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I. INTRODUCTION

The Ising spin glass model is a fundamental tool in statis-
tical mechanics to study many-body physical systems [1,2].
One important property of an Ising model is its partition func-
tion (also called its normalization probability) [3]. Spin-glass
models have also been recently leveraged in problems within
data science, e.g., community detection [4].

Similarly, weighted counting is a fundamental problem
in artificial intelligence, with applications in probabilistic
reasoning, planning, inexact computing, and engineering re-
liability [5–10]. The task is to count the total weight, subject
to a given weight function, of the solutions to a given set of
constraints [9]. Weighted counting is a core task for many
algorithms that normalize or sample from probabilistic dis-
tributions (arising from graphical models, conditional random
fields, and skip-gram models, among others [11]).

From a complexity-theoretic view, both weighted counting
and the computation of the Ising-model partition function
lie in the complexity class #P-Complete under standard as-
sumptions (e.g., weighted counting instances with rational,
log-linear weights) [1,12–14]. Although proving the difficulty
of #P-Complete problems is still open, it is widely believed
that #P-Complete problems are fundamentally hard. Member-
ship in #P-Complete means that the two problems are in some
sense equivalent: computing an Ising model partition function
can be done through a single weighted counting query with
only a moderate (meaning polynomial) amount of additional
processing, and vice versa.

In this work, we demonstrate that weighted counting
provides useful lenses through which to view the problem
of computing the partition function of an Ising spin glass
model. We focus here on two closely related formaliza-
tions of weighted counting: weighted model counting (WMC)
problems [9], and weighted constraint satisfaction problems

(w#CSPs). Section II introduces Ising models and weighted
counting.

Through one lens, viewing the partition function of an
Ising model as a WMC problem allows us to compute the
partition function in practice. The study of WMC problems
has largely focused on the development of practical tools
(called counters) for solving WMC instances. This has re-
sulted in a huge variety of counters [13,15–23], which, despite
the computational difficulty of counting, have been used to
solve large, useful applied problems in a variety of fields (e.g.,
informatics, infrastructure reliability, etc.) [24].

We show in Sec. III that powerful, off-the-shelf weighted
model counters can be used to compute Ising partition func-
tions. In particular, we find that the counter TensorOrder
[15,16] outperforms a variety of other counters and tra-
ditional approaches to computing the partition function
of Ising models for midsized square lattices and highly
disordered topologies, including direct tensor network ap-
proaches in computational physics [25,26]. TensorOrder’s
success on disordered topologies makes previously challeng-
ing Ising instances easier in practice. Thus, TensorOrder
shows promise as part of a portfolio of Ising parition func-
tion solvers. Moreover, TensorOrder is able to outperform
these approaches while still exactly computing the parti-
tion function, unlike other methods (e.g., CATN [25] and
Cotengra [26]) that, despite typically computing results
to machine precision, produce approximate counts with no
accuracy guarantees, which are desirable in safety-critical
applications. The key idea of TensorOrder is to divide the
computation of a WMC problem into two phases—a planning
phase of high-level reasoning, followed by an execution phase
of low-level computation—in such a way that well-known
high-performance computing libraries (FlowCutter [27] and
numpy [28]) can be used directly for each phase.
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Through another lens, viewing the partition function of an
Ising model as a w#CSP gives us foundational insights into
its computational complexity. It is useful to consider w#CSPs
here since their study has largely been from a complexity-
theoretic perspective and has led to deep results for the
computational complexity of counting (e.g., Theorem 1) [8].
In Sec. IV we highlight how this w#CSP dichotomy theorem
can be used to better understand the complexity and structure
of Ising model partition function computation. Specifically,
our analysis suggests that the difficulty of Ising partition func-
tion computation can be traced to the difficulty of answering
the following problem: A partial assignment of spins to lattice
sites defines a set of configurations. How does changing one
lattice site’s spin affect the probability of the set of configura-
tions agreeing with the partial assignment?

We conclude in Sec. V and offer ideas for future research
and development.

II. PRELIMINARIES

The Ising model is well known in computer science, and
it appears in a number of interesting applications due to its
expressiveness and dissimilarity from traditional computer
science problems [29]. The relationship between Ising models
and SAT is especially rich. Critical topological and hardness
insights in SAT can be related to topological features of Ising
models [30], and each problem has inspired many compu-
tational techniques for the other [31–33]. More than SAT,
combinatorial optimization has seen a rash of Ising-based and
Ising-inspired software and hardware techniques, particularly
in quantum computing [34,35]. In adiabatic quantum opti-
mization, the Ising model is used to represent a wide range of
discrete optimization problems [29], which can then be solved
using quantum devices [36]. These techniques find application
in AI as well [37]. Additionally, methods developed outside
statistical physics, such as engineering reliability methods,
have been used in the study of the Ising model [38].

To inform our discussion of Ising models, we give a versa-
tile yet formal definition of the Ising model. In particular, we
define the partition function of an Ising model.

A. Ising models

Definition 1. An Ising model is a tuple (�, J, h) where
(using R to denote the real numbers):

� is a set whose elements are called lattice sites

J : �2 → R is a function whose output J (i, j) is called the
interaction of i, j ∈ � and

h : � → R is a function, called the external field.

A configuration is a function σ : � → {−1, 1}, which as-
signs a spin (either −1 or 1) to each lattice site. The (classical)
Hamiltonian is a function H that assigns an energy to each
configuration, as follows:

H (σ ) ≡ −
∑

i, j∈�

J (i, j)σ (i)σ ( j) −
∑
j∈�

h( j)σ ( j). (1)

Notationally, J , σ , and h accept arguments as subscripts
and � is implicit. Thus, the Hamiltonian of an Ising model is

often written

H (σ ) ≡ −
∑
i, j

Ji jσiσ j −
∑

j

h jσ j . (2)

An Ising model can be interpreted physically as a set of
discrete magnetic moments, each with a “spin” of −1 or 1.
The entries of J indicate the strength of local interactions
between two magnetic moments. The signed entries of h
indicate the strength and orientation of an external magnetic
field. Also note that the set of Ising Hamiltonians can be seen
exactly as the set of degree-two polynomials over � with no
constant term (when no self-interaction is assumed). A key
feature of an Ising model is its set of ground states, which are
configurations that minimize the Hamiltonian (i.e., minimal-
energy configurations). Finding a ground state of a given Ising
model is famously NP-hard [1] (and a suitable decision variant
is NP-complete). This connection between Ising models and
Boolean satisfiability (SAT) has been especially important
for the study of SAT phase transitions, where the behavior
of randomized SAT problems can be understood through the
behavior of spin-glass models [39].

An important problem for Ising models is the computation
of the partition function:

Definition 2. The partition function (or normalization
probability) of an Ising model (�, J, h) with Hamiltonian H
at parameter β � 0 (called the inverse temperature) is

Zβ ≡
∑

σ :�→{−1,1}
e−βH (σ ). (3)

As its other name suggests, the partition function serves as
a normalization constant when computing the probability of
a configuration. These probabilities are given by a Boltzmann
distribution: for a configuration σ , we have Pβ (σ ) = e−βH (σ )

Zβ
.

There are several special cases of the Ising model that are
studied in research and practice. A few of the most common
ones are the following.

Ferromagnetic and Antiferromagnetic Ising Models. The
term “Ising model” is sometimes (especially historically)
used to refer to the ferromagnetic Ising model, which is
the special case where all interactions are non-negative,
i.e., where Ji j � 0 for all i, j ∈ �. Interactions where
Ji j < 0 are called antiferromagnetic.

2D Ising Models. In a 2D Ising model the elements of �

are vertices of a two-dimensional grid, and Ji j = 0 unless
vertices i and j are adjacent in the grid.

Sparse Interactions. In many Ising models J can be repre-
sented as a sparse matrix, i.e., J is 0 on most values. For
example, 2D Ising models are sparse.

No External Field. A common simplification is to assume
that there is no external magnetic field, which means
considering only Ising models where hi = 0 for all i ∈ �.

No Self-Interaction. In most studied cases (including this
paper) Jii = 0 for all i ∈ �. Interactions of a particle
with itself only contribute a constant additive factor to
the Hamiltonian.

Symmetric/Triangular Interactions. We can always assume
without loss of generality that, for all distinct i, j ∈ �,
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either Ji j = 0 or Jji = 0. Similarly, we can instead as-
sume without loss of generality that J is symmetric.
These assumptions are mutually exclusive unless J is
diagonal (which is uninteresting; see prior point).

Additionally, there is often interest in describing the phys-
ical connectivity of the lattice sites, as in 2D (planar) Ising
models. This physical connectivity is sometimes called the
topology of the model, and information about a model’s
topology is useful in analyzing it. Such topologies may be
represented as graphs, defined below.

Definition 3 ((Simple) Graphs). An undirected graph (or,
graph, for short) is a pair (V, E ) where

V is a set whose elements are called vertices.

E is a collection of sets of the form {v,w}, where v and w

are distinct elements in V . Each set {v,w} represents an
(undirected) edge between vertices v and w.

Typically, we restrict our attention to graphs that are finite
(i.e., V is finite) and simple (a vertex cannot have an edge with
itself, and no two vertices can share more than one edge).

B. Weighted counting problems

In computer science, the most foundational problems are
decision problems, simple yes or no questions. One well-
studied class of decision problems is the class of constraint
satisfaction problems (CSPs). Broadly speaking, CSPs are
problems in which one asks whether a solution exists that sat-
isfies some given constraints. One famous example is Boolean
satisfiability (SAT) in which one is given a Boolean formula
and asked whether the formula can be made true by any
assignment to its variables.

Connections between statistical models and CSPs are well
known in physics [40]; the solutions of CSPs can be mapped
to the ground states of spin glasses. By extension, counting
the number of solutions to CSPs can be mapped to partition
function evaluations in the zero-temperature limit. These deep
connections between spin glasses and CSPs are exploited by
celebrated counting algorithms such as the survey propagation
algorithm and the cavity method [41].

Computer scientists are often also interested in counting
problems, which focus on counting the number of solutions in
a solution space that satisfy certain constraints. For example,
one might wish to know the number of satisfying solutions to a
Boolean formula or the number of 3-colorings for a particular
graph. One might also be interested in weighted counting
problems, where one assigns weights to particular elements of
a solution space and sums the weights over the solution space.
Computation of the partition function of an Ising model is a
good example of this case. We assign a weight (e−βH (σ )) to
each configuration of the model and sum these weights over
all configurations to determine the partition function. This sort
of problem is common across many fields and, in many cases,
is computationally intractable.

In the following two subsection, we discuss two computa-
tional modes which generalize CSPs and SAT from decision
problems to weighted counting problems, w#CSPs and WMC.
As in the decision case, weighted counting problems describe

a general sort of problem, the w#CSP framework captures
many such problems, and WMC is a well-studied problem
expressible in the w#CSP framework. Casting Ising model
partition function computation in these two modes provides
deep theoretical insight and extends the range of techniques
that can be used to compute partition functions.

1. Weighted counting constraint satisfaction problems

Many (but not all) weighted counting problems can be
expressed as Weighted Counting Constraint Satisfaction Prob-
lems (w#CSPs). Framing weighted counting problems as
w#CSPs introduces a standard form, which allows work done
on the standard form to be applied to many different weighted
counting problems. This is especially evident when analyzing
the hardness of w#CSPs as we discuss later (see Theorem 1).

In defining w#CSPs, we use C to denote the complex
numbers and we use Z+ to denote the positive integers.

Definition 4 (Constraint Language). Let D be a finite set
and, for each k ∈ Z+, let Ak be the set of all functions F :
Dk → C. Then a constraint language F is a subset of

⋃
k∈Z+

Ak .

We write #CSP(F ) as the weighted #CSP problem corre-
sponding to F .

Definition 5 (Weighted #CSP: Instance and Instance Fun-
ction). Let F be a constraint language. Then an instance of
#CSP(F ) is a pair (I, n) where n ∈ Z+ and I is a finite set
of formulas each of the form F (xi1 , . . . , xik ), where F ∈ F
is a k-ary function and i1, . . . , ik ∈ [n] with each xi j being a
variable ranging over D. Note that k and i1, . . . , ik may differ
in each formula in I .

Given an instance (I, n), we define the corresponding in-
stance function FI : Dn → C to be the following conjunction
over I:

FI (y) =
∏

F (xi1 ,...,xik )∈I

F (y[i1], . . . , y[ik]). (4)

The output of the instance (I, n) is Z (I ) = ∑
y∈Dn

FI (y), analo-

gous to the partition function of an Ising model.
As we will see, representing problems as w#CSPs allows

us access to a rich body of theoretical and computational
work. In Sec. III we will see that converting a problem
to a w#CSP allows us to easily assess its computational
complexity—how the number of operations needed to solve
the problem scales with input size. Converting a problem
to a w#CSP also allows access to a slew of standardized
computational tools. For example, a common approach for
computing the partition function of an Ising model is to rep-
resent the problem as a tensor network. In fact, all w#CSPs
can be converted to tensor networks, so recognizing partition
function computation as a w#CSP makes the applicability of
tensor networks immediate. In Sec. IV we show that Ising
partition function computation is a w#CSP and discuss the
deep theoretical consequences.

2. Weighted model counting

All weighted counting problems (and their w#CSPs forms)
can be reduced to weighted model counting (WMC). By
converting a w#CSP to WMC, we can take advantage of
well-developed existing solvers which, in many cases, outper-
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form problem-specific methods. Propositional model counting
or the Sharp Satisfiability problem (#SAT) consists of count-
ing the number of satisfying assignments of a given Boolean
formula. Without loss of generality, we focus on formulas in
conjunctive normal form (CNF).

Definition 6 (Conjunctive Normal Form (CNF)). A for-
mula φ over a set X of Boolean variables is in CNF when
written as

φ =
m∧

i=1

Ci =
m∧

i=1

⎛
⎝ ki∨

j=1

li j

⎞
⎠, (5)

where every clause Ci is a disjunction of ki � |X | literals, and
every literal li j is a variable in X or its negation.

Given a truth-value assignment τ : X → {0, 1} (such as a
microstate of a physical system), we use φ(τ ) to denote the
formula that results upon replacing the variables x ∈ X of φ

by their respective truth values τ (x), and say τ is a satisfying
assignment of φ when φ(τ ) = 1. Thus, given an instance φ

of #SAT, one is interested in the quantity
∑

τ∈[X ] φ(τ ), where
[X ] denotes the set of truth-value assignments.

Literal weighted model counting (WMC) is a general-
ization of #SAT in which every truth-value assignment is
associated to a real weight. Formally, WMC is defined as
follows.

Definition 7 (Weighted Model Counting). Let φ be a for-
mula over a set X of Boolean variables, and let W : X ×
{0, 1} → R be a function (called the weight function). Let
[X ] denote the set of truth-value assignments τ : X → {0, 1}.
Analogous to the Ising partition function and w#CSP instance
output, we define the weighted model count of φ w.r.t. W is

W (φ) ≡
∑
τ∈[X ]

φ(τ ) ·
∏
x∈X

W (x, τ (x)). (6)

One advantage of WMC with respect to #SAT is that it
captures problems of practical interest such as probabilistic
inference [42] more naturally. Network reliability [43] and
Bayesian inference [10] are specific instances of probabilistic
inference problems. Thus, the development of practical WMC
solvers remains an active area of research, where algorithmic
advances can enable the solution of difficult combinatorial
problems across various fields.

In this paper we cast the Ising model partition function
computation as a well-understood problem of weighted model
counting, which, in turn, enables its computation via actively
developed off-the-shelf WMC solvers. Significantly, this pa-
per gives empirical evidence that the runtime of exact model
counters outperforms approximate state-of-the-art physics-
based tools currently used for partition function computations
[44] in some cases. In particular, some model counters (i.e.,
TensorOrder) do better for Ising instances with sufficiently
disordered topologies.

III. ISING WEIGHTED MODEL COUNTING

Computing the partition function of an Ising model
amounts to taking a weighted sum over possible states. In the
realm of model counting, this type of problem is expressible
as a weighted model counting (WMC) problem (Definition 7).
Reducing partition function computation to weighted model

TABLE I. Truth-table of formulas pi j = [(xi ⇔ x j ) ⇔ xi j] and
sign of σiσ j . Note that every assignment τ such that pi j (τ ) = 1 is
consistent with encoding sough after in Eq. (7).

xi x j xi j pi j σi σ j σiσ j Eq. (7)

0 0 1 1 − − + True
1 0 0 1 + − − True
0 1 0 1 − + − True
1 1 1 1 + + + True

0 0 0 0 − − + False
1 0 1 0 + − − False
0 1 1 0 − + − False
1 1 0 0 + + + False

counting allows us to take advantage of various dedicated
WMC solvers which can handle very large formulas [24]. In
this section we develop a succinct reduction from partition
function computation to WMC, and we show that dedicated
WMC solvers (in particular TensorOrder [15,16]) outper-
form existing tools for partition function computation (CATN
[25] and Cotengra [26]) for midsized square lattices and
sufficiently disordered topologies. This suggests that model
counters constitute a valuable addition to a portfolio of Ising
solvers.

A. Ising model partition function as WMC

We now reduce the problem of computing the partition
function of the Ising model, Zβ (Definition 2), to one of
weighted model counting (Definition 7). Formally, our reduc-
tion takes an Ising model and constructs an instance W (φ)
of weighted model counting such that Zβ = W (φ). The re-
duction consists of two steps. In Step 1 we construct a CNF
formula, φ, over a set X of Boolean variables, such that the
truth-value assignments τ ∈ {0, 1}X that satisfy the formula
correspond exactly to the configurations σ ∈ {±1}� of the
Ising model. In Step 2, we construct a literal weight function,
W , such that for every satisfying assignment, τ , the product of
literal weights,

∏
x∈X W (x, τ (x)), is equal to the Boltzmann

weight of the corresponding Ising model configuration σ .
Together, Step 1 and Step 2 ensure that Zβ = W (φ), which
we make explicit at the end of this section. We next show the
details of the two steps.

1. Step 1 of 2: The Boolean formula in CNF

To construct the Boolean formula φ in CNF, we first in-
troduce the set X of Boolean variables xi, with i ∈ �, and
Boolean variables xi j , with i, j ∈ � and i �= j.1 We use the
variable xi to represent the spin state σi ∈ {±1} for every
i ∈ �. We use the variable xi j to represent the interaction
σiσ j ∈ {±1} for every i �= j. By convention, we associate the
truth-value one with the positive sign, and the truth-value zero
with the negative sign. The semantic relation between truth-
value assignments τ ∈ {0, 1}X and Ising model configuration
σ ∈ {±1}� is formally encoded by the equations below and

1Whenever Ji j = Jji = 0, we can ignore variable xi j for i �= j.
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Table I:

σi = 2τ (xi ) − 1,for i ∈ �,

σiσ j = 2τ (xi j ) − 1, for i, j ∈ � : i �= j. (7)

The first equation ensures that truth-value assignments
τ (xi ) = 1 and τ (xi ) = 0 correspond exactly to spin states σi =
+1 and σi = −1 respectively. The second equation ensures
that truth-value assignments, τ (xi j ) = 1 and τ (xi j ) = 0, cor-
respond exactly to positive and negative interactions, σi = σ j

and σi �= σ j , respectively. As not every truth-value assignment
τ ∈ {0, 1}X describes a valid Ising configuration, we ensure
that the set of truth-value assignments that satisfy the relations
of Eq. (7) must also be such that τ (xi j ) = 1 exactly when
τ (xi ) = τ (x j ) (i.e., when the spins have equal sign σi = σ j),
and τ (xi j ) = 0 otherwise. This is consistent with the signs of
interactions, which are positive for equal spin states and neg-
ative otherwise. Hence, the set of assignments that describe
valid configurations via the encoding of Eq. (7) is exactly the
set of satisfying assignments of the Boolean formula:

φ ≡
∧

i, j:i �= j

pi j, (8)

with pi j = [(xi ⇔ x j ) ⇔ xi j]. We can equivalently express pi j

in CNF as the conjunction of the clauses (xi ∨ x̄ j ∨ x̄i j ), (xi ∨
x j ∨ xi j ), (x̄i ∨ x j ∨ x̄i j ), and (x̄i ∨ x̄ j ∨ xi j ). The correctness
of this CNF encoding can be shown by first noting that a
satisfying assignment of φ must satisfy all predicates pi j .
Then, from the truth table of predicate pi j depicted in Table I,
it follows that Eq. (7) maps every satisfying assignment τ of
φ to an Ising model configuration σ , and vice versa. Thus, the
satisfying assignments of φ and the configurations of the Ising
model are in one-to-one correspondence.

2. Step 2 of 2: The literal-weight function

To construct the literal-weight function W that assigns
weights to variables depending on the values they take, first
note that the Boltzmann weight of an arbitrary configuration
σ of the Ising model can be written as

e−βH (σ ) =
(∏

i∈�

eβhiσi

)
·
⎛
⎝ ∏

i, j∈�

eβJi jσiσ j

⎞
⎠. (9)

We construct W such that the first term in the right-hand side
of Eq. (9) is the product of literal weights W (xi, τ (xi )), for
every i ∈ �, and the second term of the same expression is
the product of literal weights W (xi j, τ (xi j )), for every i �= j.
Specifically, we introduce the literal-weight function:

W (xi, τ (xi )) = eβhi[2τ (xi )−1], for i ∈ �,

W (xi j, τ (xi j )) = eβJi j [2τ (xi j )−1], for i �= j,
(10)

and observe that when φ(τ ) = 1, or equivalently when Eq. (7)
maps τ to an Ising model configuration σ , we find that
the product of literal weights,

∏
x∈X W (x, τ (x)), is equal to

the Boltzmann weight e−βH (σ ) of the respective Ising model
configuration.

3. The partition function equals the weighted model count

Given the Boolean formula φ in Eq (8), and given the literal
weight function W in Eq. (10), we can verify the equivalence
between the partition-function value Zβ and the weighted

model count, W (φ), by writing the latter as a summation of
the form

∑
τ∈R

∏
x∈X W (x, τ (x)), where R = {τ : φ(τ ) = 1}

is the set of satisfying assignments of φ. Moreover, Eq. (7)
establishes a one-to-one correspondence between the satisfy-
ing assignments τ ∈ R and the configurations σ ∈ {±1}� of
the Ising model. Since

∏
x∈X W (x, τ (x)) = e−βH (σ ) for every

satisfying assignment τ ∈ R, we conclude that Zβ = W (φ).
Next, we review off-the-shelf weighted model counters and

evaluate their performance relative to state-of-the-art solvers
(developed by the physics community) used to compute Ising
partition functions.

B. Weighted model counters

Increasingly, model counters are finding applications in
fundamental problems of science and engineering, including
computations of the normalizing constant of graphical models
[45], the binding affinity between molecules [46], and the
reliability of networks [43]. Thus, the development of model
counters remains an active area of research that has seen
significant progress over the past two decades [16,47].

In terms of their algorithmic approaches, exact weighted
model counters can be grouped into three broad categories:
direct reasoning, knowledge compilation, and dynamic pro-
gramming. Solvers using direct reasoning (e.g., Cachet [48])
exploit the structure of the CNF representation of the input
formula to speed up computation. Solvers using knowledge
compilation (e.g., miniC2D [18]) devote effort to converting
the input formula to an alternate representation in which the
task of counting is computationally efficient, thereby shift-
ing complexity from counting to compilation. Solvers using
dynamic programming (e.g., DPMC [21] and TensorOrder
[16]) exploit the clause structure of the input formula to
break the counting task down to simpler computations. The
problem breakdown and subproblem recall is achieved by
using graph-decomposition algorithms in the constraint graph
representation of the formula.

In addition to exact solvers, there is a pool of approximate
model counters that seek to rigorously trade precision (up to
an admissible error and a level of confidence specified by the
user) for speed [49]. The numerical experiments in the next
section use representative solvers from the three groups of
exact solvers outlined, as well as an approximate solver.

C. Numerical experiments

We empirically demonstrate the utility of weighted model
counters in Ising model partition function computations
by comparison with two state-of-the-art approximate tensor
network contraction tools often used to compute partition
functions in physics. Note that contracting tensor networks
can be reduced to WMC and vice versa, so these physics
tools can be applied to the same range of problems as model
counters. The first tool comes from Ref. [25]. There, it was
shown that tensor network contraction and a matrix product
state calculus outperform other strategies in computational
physics to obtain machine-precision approximations of the
free energy, denoted as F . The free energy and the partition
function are related as F = −(1/β ) ln Zβ . Hereafter, we re-
fer to the publicly available implementation of their method
as CATN [50]. The latter can outperform various competitive

055301-5



SHAAN NAGY et al. PHYSICAL REVIEW E 109, 055301 (2024)

FIG. 1. Running time of the partition function computation for the exact weighted model counters, miniC2D [18], Cachet [48],
TensorOrder [16], and DPMC [21]; the approximate model counter, ApproxMC [52]; and the approximate reference tool from physics, CATN
[25]. Left: Two-dimensional square lattice with linear size L at β = 1. Right: Random graphs with average degree three at β = 1.

mean-field methods in physics with a small runtime over-
head, so we take CATN as a baseline for comparison in our
weighted counting-based experiments. It is worth highlighting
that, unlike CATN, model counters are exact or have accuracy
guarantees. In practice CATN produces machine-precision re-
sults, but it cannot promise to always do so.

The second state-of-the-art approximate tool from the
physics community that we compare against is Cotengra
[26]. This tensor contraction tool uses a variety of techniques
including hypergraph partitioning and Bayesian optimiza-
tion to construct efficient contraction trees. These contraction
trees are then approximated via a “compressed contraction”
strategy. The comparisons of Ref. [51] suggest Cotengra
outperforms CATN on square and cubic lattices in terms of
FLOPs (number of floating point operations), but our results
suggest this is not borne out in the actual runtime. However,
Cotengra does demonstrate a runtime advantage on random
graphs.

Our computational evaluation includes random graphs of
average degree three and two-dimensional L × L lattices,
where L is referred to as the linear size. Square lattices are
a standard type of model used to benchmark performance in
the Ising context [25]. Random graphs are also considered
because they challenges solvers’ abilities to exploit irregular
structure. We expect WMC solvers to perform well on ran-
dom graphs because they are designed to find any exploitable
structure even on random substrates.

Each experiment in Fig. 1 was run in a high-performance
cluster using a single 2.60 GHz core of an Intel Xeon CPU
E5-2650 and 32 GB RAM. Experiments in Fig. 2 were
run on a high-performance cluster using a single 2.60 GHz
core of an Intel Xeon Gold 6126 CPU and 32 GB RAM.
Each implementation was run once on each benchmark. An
experiment is deemed to be successful when there are no
insufficient memory errors or timeouts.

The results of the experiments and comparisons across
multiple tools are summarized in Fig. 1, with a larger
set of instances and the two competitive physics-based

tools in Fig. 2. Significantly, for every square lattice with
linear size less than 25, there is an exact weighted model
counter that outperforms the state-of-the-art approximate tool
(CATN). In particular, TensorOrder was consistently faster
than CATN in all shown midsized instances with L > 10
and on random graphs, as well as faster than Cotengra
for all random graphs and square lattices with L > 11. We
stress that partition function computations by model coun-
ters are exact or have accuracy guarantees. Overall, for
these instances, the dynamic-programming solvers (DPMC and
TensorOrder) displayed the best performance, especially for
random graphs. We attribute TensorOrder’s advantage on all
random benchmarks and most square lattices to the power of
dynamic-programming model counters, which not only excel
at finding optimal solution strategies in structured instances,
like the square lattice, but also display excellent performance
for randomly generated topologies given their sequential plan-
ning and execution phases that identify anything exploitable in
the problem instances while deferring long-range interactions
as much as possible. Also, miniC2D (knowledge compilation)
seems to be better suited than Cachet (direct reasoning),
though neither performed especially well for this Ising task.

Regarding ApproxMC, the approximate model counter
used, it fails on all benchmarks except those of extremely
small size because it requires that weighted model counting
problems be encoded as unweighted problems, greatly in-
creasing the number of variables and clauses in the formulas
it operates over.

Overall CATN, Cotengra, and TensorOrder were the
only solvers that did not timeout quickly. In addition, on
all benchmarks except large square lattices, TensorOrder’s
exact calculations were generally faster than both Cotengra’s
and CATN’s approximate computations, at times an order of
magnitude faster. We note that all three tools are tensor net-
work contraction-based; however, TensorOrder is a dynamic
programming solver that uses state-of-the-art graph decompo-
sition techniques to select contraction orderings. We take the
better performance of TensorOrder on the midsized bench-
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FIG. 2. Running time of the partition function computation for the exact weighted model counter TensorOrder [16] and the approximate
reference tools from physics, CATN [25] and Cotengra [26]. Note that TensorOrder outperforms both Cotengra and CATN for midsize
lattices. For the sizes we were able run, TensorOrder maintains a strong advantage on random graphs (210 spins with treewidth 31). Left:
Two-dimensional square lattice with linear size L at β = 1. Right: Random graphs of average degree 3 at β = 1.

marks and especially on random graphs, as evidence that its
contraction orderings are more robust than those used by CATN
and Cotengra. On the large square lattice benchmarks (L >

25), on the other hand, the running time of TensorOrder
increases since it spends more time looking for better graph
decompositions; the runtime of TensorOrder could be im-
proved by incorporating graph decomposition techniques that
are optimized for such highly structured graphs. For these
large benchmarks, the tree widths of TensorOrder’s decom-
positions ranged from 35 at L = 25 to 42 at L = 30.

Regarding the inverse temperature parameter in our exper-
iments, it is fixed at β = 1, as we consider the same Ising
model instances in the work of Pan et al. [25]. Typically,
weighted counting solvers use fixed-point arithmetic that may
lead to numerical errors due to decimal truncation. We did
not detect significant numerical errors for the Ising model
instances in this study; however, we expect numerical errors
may amplify for large inverse temperature values of β. In our
preliminary experiments, solvers’ runtimes were not found to
vary with β, supporting the choice to fix β.

Taking all results together, we believe that the computa-
tional advantage of weighted counters over state-of-the-art
tools in this study is partly due to their ability to detect and
take advantage of treelike structures of Ising model instances.
Thus, the computational advantage of weighted counters will
hold in graphs where the tree width stays fixed as the number
of spins increases across a variatey of interaction topolo-
gies. In contrast, for graphs where the tree width increases
as the number of spins increases, like the square lattice,
weighted counters will face the same challenges of every
other tool in combinatorics, exact or approximate. In sum,
our evaluation shows that weighted model counters (espe-
cially TensorOrder) outperform state-of-the-art tools in the
physics community in computating partition functions for
some Ising instances. In particular, model counters have an
advantage on instances with disordered topologies. This sug-
gests that TensorOrder would be of use in a portfolio of

partition function solvers. Additionally, exact model counters
are more robust than alternatives such as Cotengra and CATN,
which are approximate tools lacking guarantees of accuracy,
although these two approximate tools give machine-precision
results in practice.

IV. HARDNESS AND RELATIONSHIP TO WEIGHTED
CONSTRAINT SATISFACTION

Weighted model counting of CNF formulas, the problem to
which we reduced partition function computation in Sec. III,
is #P-complete [53] meaning that WMC is likely to be com-
putationally intractable. It is also known that computing the
partition functions of Ising models is itself #P-hard [54]. This
all means that the problem of computing Ising model partition
functions is at least as hard as WMC. In this section we
demonstrate how this #P-hardness can be easily derived from
a formulation of partition-function computation as a w#CSP
(Definition 5). While the hardness of computing Ising-model
partition functions is well known, most proofs are extremely
complex. The method we discuss below is a straightforward
dichotomy test that can be directly applied to many similar
problems without the difficulties of a more classical proof
(i.e., selecting an appropriate #P-hard problem to reduce from,
and constructing a clever reduction). Furthermore, we fold the
discussion of hardness of computing the Ising-model parti-
tion functions into a much broader discussion of evaluating
w#CSPs, and from this we gain a better understanding of what
makes partition functions so hard to compute—the difficulty
in relating the change of a single lattice site’s spin to a change
in probability across configurations.

In Appendix A we show that any problem expressible
as a w#CSP can be reduced to WMC. As in Sec. III, we
encode both variables’ values and satisfaction of constraints
as Boolean variables, and we introduce formulas so that all
valid assignments correctly relate constraints to configura-
tions. This generalizes the approach of Sec. III to arbitrary
w#CSPs.
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A. Introduction to computational complexity

We provide here a high-level overview of computational-
complexity theory—complexity theory for short—for count-
ing problems. Readers interested in a more rigorous treatment
of complexity theory might refer to Sipser’s Introduction to
the Theory of Computation [55].

One use of a general problem format such as w#CSP is
to be able to assess the computational complexity of prob-
lems representable in the format. A problem is a mapping
from problem instances to their associated outputs. When dis-
cussing problems, it is always important to be explicit about
the set of instances over which a problem is defined (often
called a problem’s “domain”). Hardness of a problem, as we
see below, is a property of a problem’s domain, which consists
of an infinite class of instances.

A problem’s computational (time) complexity describes
how the time (more formally the number of operations) re-
quired to solve a problem grows with the size of the input.
Algorithms with low computational complexity are called
scalable, while algorithms with high computational complex-
ity are not considered to be scalable. Thus, there is often
interest in knowing whether an algorithm with low compu-
tational complexity exists for a given problem [56].

A theoretical distinction is often made between problems
that can be solved in polynomial time and those that are not
believed to be solvable in polynomial time. There are many
counting problems whose solvability in polynomial time is
an open problem. The most famous example of such a prob-
lem is propositional model counting (#SAT), which counts
the number of assignments that satisfy a given formula in
Boolean logic. Other examples include computing the number
of maximum size cut sets of a graph (#MAXCUT), computing
matrix permanents for Boolean matrices, and counting the
number of perfect matchings of a bipartite graph [14]. In
the study of counting problems, we often discuss problems
in the complexity class FP (Function Polynomial-Time) and
problems which are #P-hard. Problems in FP are known to be
solvable in polynomial time, and problems which are #P-hard
are believed (but not provably known) to be impossible to
solve in polynomial time [14].

A useful tool in establishing membership of a problem in
FP or #P-hard is the idea of polynomial equivalence. Prob-
lems that can be converted to one another in polynomial time
are said to be polynomially equivalent. If two problems are
polynomially equivalent, a polynomial-time algorithm for one
problem can be used to construct a polynomial-time algorithm
for the other, and vice versa. If a problem is polynomially
equivalent to another problem in FP, both problems are in
FP. Similarly, if a problem is polynomially equivalent to
another problem that is #P-hard, both problems are #P-hard.

B. The w#CSP Dichotomy Theorem

A landmark result in complexity theory is the following
Dichotomy Theorem, which gives criteria for determining the

complexity class of a w#CSP [8]. Every w#CSP is either in
FP, meaning that it can be solved in polynomial time, or
#P-hard, which for our purposes means it is not believed to be
polynomially solvable. While the existence of this dichotomy
is itself theoretically significant in that it helps us understand
how computational hardness arises, this paper focuses on ap-
plying the theorem to determine the hardness of computing
partition functions. Note also that the Dichotomy Theorem
applies only to problems with finite constraint languages (Def-
inition 4). The conditions referenced in the following theorem
are discussed below and in greater detail in Appendixes B
and C.

Theorem 1 (Dichotomy Theorem for w#CSPs [8]). Let
F be a finite constraint language with algebraic com-
plex weights. Then #CSP(F ) is polynomially solvable if
the Block-Orthogonality Condition (Definition 13), Mal’tsev
Condition (Definition 23), and Type Partition Condition hold
(Definition 26). Otherwise, #CSP(F ) is #P-hard.

The statement of the w#CSP Dichotomy Theorem and its
conditions is complex, so it is useful to include some motiva-
tion. The three criteria given by the theorem follow naturally
when we attempt to construct a polynomial-time algorithm for
w#CSPs. One reason that w#CSPs are often computationally
expensive to solve is that the effect of a single assignment to a
given variable is hard to capture. In particular, given a problem
instance I and its associated n-ary formula FI (x), it is chal-
lenging to find a general rule that relates FI (x1, x2, . . . , xn) to
FI (x′

1, x2, . . . , xn). For this reason, current computational ap-
proaches require consideration of a set of assignments whose
size is exponential in n. The algorithm driving the w#CSP
Dichotomy Theorem demands that changing the assignment
of a particular variable changes the value of FI in a predictable
way. The criteria of the Dichotomy Theorem are necessary
and sufficient conditions for these assumptions to hold.

A detailed treatment of the conditions and the intuition the
dichotomy criteria capture can be found in the appendices.
Appendix B discusses the Block Orthogonality Condition, and
Appendix C explains the Mal’tsev and Type Partition Condi-
tions. Here we are as brief as possible while including enough
information to follow Sec. IV C, which invokes Theorem 1 on
Ising model partition function computation.

In the definitions below, we take t to be an arbitrary
member of {1, . . . , n}.

Definition 8 (F [t]
I ). Let F [t]

I : Dt → C be defined as

F [t]
I (y1, . . . , yt ) =

∑
yt+1,...,yn∈D

FI (y1, . . . , yn). (11)

F [t]
I describes the impact on Z (I ) of all assignments agree-

ing with a given partial assignment to x1, . . . , xt .
Definition 9 (F [t]

I (y, ·)). If we regard F [t]
I as a |D|t−1 × |D|

matrix, we may refer to its rows by F [t]
I (y, ·) as below. Here

y ∈ Dt−1 and D = {d1, . . . , d|D|}. Thus

F [t]
I (y, ·) =

[ ∑
w∈Dn−t

FI (y, d1,w), . . . ,
∑

w∈Dn−t

FI (y, d|D|,w)
]
. (12)

055301-8



ISING MODEL PARTITION-FUNCTION COMPUTATION AS … PHYSICAL REVIEW E 109, 055301 (2024)

We can group similar partial inputs y by linear dependence
of the rows F [t]

I (y, ·). We formalize that as follows.
Definition 10 (vy). Given y ∈ Dt−1 and a total order on D,

we define

vy = F [t]
I (y, ·)

F [t]
I (y, at )

(13)

for the least at ∈ D so that F [t]
I (y, at ) �= 0. We say vy = 0 if

no such at exists.
Definition 11 (S[t, j]). Given y, y′ ∈ Dt−1, we say that y and

y′ are equivalent, denoted y ≡t y′ if vy = vy′
. We denote

the equivalence classes induced by this equivalence relation
S[t,1], . . . , S[t,mt ].

We often use ≡ instead of ≡t , when t is clear from context.
In general, this allows us to write

Z (I ) = FI (a1, . . . , an)
∏

t∈{1,...,n}

(∑
b∈D

va1,...,at−1 [b]

)
. (14)

If our equivalence classes are well structured and few in num-
ber, we can compute this efficiently.

We are now nearly ready to state the Block Orthogonal-
ity Condition. Note that while the complete formulation of
the Dichotomy Theorem for w#CSPs is for complex-valued
constraints, we simplify the statements here to cover only the
real case. Readers can refer to [8] for coverage of the general
complex case or to [57] for the simpler non-negative case.

Definition 12 (Block-Orthogonal). Consider two vectors
a and b ∈ Rk , and define |a| = (|a1|, . . . , |ak|) and |b| =
(|b1|, . . . , |bk|). Then a and b are said to be block orthogonal
if the following hold:

|a| and |b| are linearly dependent (i.e. they are scalar mul-
tiples of one another).

For every distinct value a ∈ {|a1|, . . . , |ak|}, letting Ta =
{ j ∈ [k] : |a| j = a} be the set of all indices j on which
|a| j = a, we have

∑
j∈Ta

a jb j = 0.

Note that if two vectors a and b ∈ Rk are block orthogonal,
then |a| and |b| are linearly dependent, but a and b need not
be.

Definition 13 (Block-Orthogonality Condition). We say
that a constraint language F satisfies the block orthogonality
condition if, for every function F ∈ F , t ∈ [n], and
y, z ∈ Dt−1, the row vectors F [t](y, ·) and F [t](z, ·) are
either block orthogonal or linearly dependent.

The Dichotomy Theorem for w#CSPs (Theorem 1) re-
quires two other criteria: the Mal’tsev Condition and the
Type-Partition Condition. They are reviewed in Appendix C
and more thoroughly in [8], but they are unnecessary for the
remainder of the paper.

When possible, representing an arbitrary weighted count-
ing problem as a w#CSP (such as Ising partition function
computation), allows us to more easily assess its hardness.
This analysis can produce a polynomial-time algorithm to
solve a problem when the problem is found to be in FP. Note
that the question of determining whether or not a problem
with complex (or even real-valued) weights meets or fails

these dichotomy criteria is not known to be decidable [8].
While the Block-Orthogonality Condition is easy to check,
the Mal’tsev and Type-Partition Conditions, which impose
requirements on all FI ’s, are not. In the non-negative real case,
there is a separate but analogous dichotomy theorem, which
is known to be decidable [57]. Regardless, in many cases it
is not hard to determine manually whether a given problem
instance satisfies the criteria. An example in the case of the
Ising problem can be found in Lemma 2.

C. Ising as a w#CSP

For Ising models, it is possible to reduce computation of
the partition function to a w#CSP. In doing so, however,
we must be explicit about the instances over which such a
formulation is defined. The Ising problem corresponding to
#CSP(Ising) includes all instances whose topologies are (fi-
nite) simple graphs at any temperature. Note that there is no
requirement that h = 0.

Definition 14 (#CSP(Ising)). Let A1 be the set of functions
{ f : {−1, 1} → R | f (a) = λa | λ > 0}, and let A2 be the
set of functions { f : {−1, 1}2 → R | f (a, b) = λab | λ > 0}.
Take F = A1 ∪ A2. Then define #CSP(Ising) = #CSP(F ).

The functions in A1 correspond to the effect of the external
field (h) on the lattice sites, and the functions in A2 correspond
to interactions between lattice sites.

Often we restrict our constraint language to only include
rational-valued functions. This makes all the values we deal
with finitely representable, which is required for our problem
to be computable. For simplicity, we omit this detail from
our discussion of #CSP(Ising). In real-world computation,
values are expressed as floating points [58], and we accept
the small inaccuracies that entails. Thus, the instances we are
interested in in practice are rational-valued. Readers interested
in attempts to eliminate floating point inaccuracies might refer
to Schwarz [59].

Given the structural similarities between computation of
an Ising partition function and #CSP(Ising), the equivalence
of these problems should not be surprising. Recall that poly-
nomial equivalence is discussed at the end of Sec. IV A.

Lemma 1. #CSP(Ising) is polynomially equivalent to the
following problem: Given an inverse temperature and an Ising
model whose topology is a (finite) simple graph, compute the
associated partition function.

Proof. Given an Ising Model (�, J, h) and an inverse tem-
perature β � 0, we set

Fi, j ∈ F so that Fi, j (1, 1) = Fi, j (−1,−1) = eβJi, j and
Fi, j (1,−1) = Fi, j (−1, 1) = e−βJi, j ,

Fi ∈ F so that Fi(1) = eβhi and Fi(−1) = e−βhi .

Then we have an instance (I, n) of #CSP(Ising) where
n = |�| and I = {Fi, j (i, j) : i, j ∈ �} ∪ {hi(i) : i ∈ �}. See
that Z (I ) = Zβ , the solution to the instance of #CSP(Ising),
is equal to the partition function at the inverse temperature β.

Similarly, see that any instance of #CSP(Ising) can be con-
verted (in polynomial time) to an instance of partition function
computation of an Ising model by the reverse construction. �

Thus #CSP(Ising) and computing partition functions of
Ising models are polynomially equivalent problems. So we
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can easily determine the hardness of the problem of com-
puting the partition function of the Ising model by applying
the Dichotomy Theorem to #CSP(Ising). However, the Di-
chotomy Theorem for w#CSP applies only to finite constraint
languages. We have defined #CSP(Ising) with an infinite con-
straint language, so we cannot directly apply the Dichotomy
Theorem to #CSP(Ising).

To discuss hardness in a meaningful way, we con-
sider a simple finite subproblem of #CSP(Ising) (i.e., a
w#CSP whose constraint language is a finite subset of that
of #CSP(Ising)). If we show that this subproblem is #P-
hard, then #CSP(Ising) must also be #P-hard. Intuitively, if
#CSP(Ising) is believed to have no polynomial time solution
on a subset of its valid instances, then there should be no
solution for #CSP(Ising) that is polynomial time on the entire
set of valid problem instances. In general, if a subproblem
of a problem is #P-hard, then the problem itself is #P-hard
as well.

For example, one can consider weighted model counting
of Boolean formulas in CNF (Definition 6) as a subproblem
of WMC (Definition 7). Weighted model counting of CNF
formulas can be shown to be #P-hard, and from this fact we
can determine that WMC is #P-hard as well. Note that the
converse does not hold; not all subproblems of a #P-hard
problem are guaranteed to be #P-hard (e.g., partition functions
of planar Ising models can be computed in polynomial time
even though the general case is #P-hard [1]).

The instances of our subproblem of #CSP(Ising) corre-
spond to Ising models with no external field (h = 0) whose
interactions J are integer multiples of some positive a �= 1.
We construct this subproblem as follows: Let a′ �= 1 be a pos-
itive rational number, and define a = log a′. Define Fa = { fa},
where fa : {−1, 1}2 → R is

fa(x, y) =
{

ea x = y
e−a x �= y

. (15)

Clearly, Fa is a subset of the constraint language used
to define #CSP(Ising), so #CSP(Fa) is a subproblem of
#CSP(Ising).

Lemma 2. #CSP(Fa) does not satisfy the Block-
Orthogonality Condition

Proof. We will show that #CSP(Fa) does not satisfy the
Block-Orthogonality Condition, and thus that it is #P-hard.
Consider F [2] as a matrix,

F [2] =
[

ea e−a

e−a ea

]
. (16)

Clearly, the rows of F [2] are not linearly dependent ( ea

e−a =
e2a �= e−2a = e−a

ea ). Furthermore, |F [2](0)| and |F [2](1)| are
not linearly dependent, so the rows of F [2] are not block-
orthogonal. We conclude that #CSP(Fa) does not satisfy the
Block-Orthogonality Condition. �

Since #CSP(Fa) does not satisfy the Block-Orthogonality
Condition, it is #P-hard by our earlier Dichotomy Theorem.
The next theorem follows.

Theorem 2. #CSP(Ising) is #P-hard.
To summarize, we first saw that computing the partition

function of Ising models whose interactions are integer mul-
tiples of some positive rational a �= 1 is #P-hard. We then

determined that computing the partition function of Ising
models in general is #P-hard. These results followed imme-
diately from a straightforward application of the Dichotomy
Theorem for w#CSPs rather than a laborious bespoke reduc-
tion. Furthermore, our application of the Dichotomy Theorem
provides some intuition on where the difficulty of Ising parti-
tion function computation comes from (i.e., the large number
of St,· equivalence classes, corresponding to the difficulty in
relating the change of a single lattice site’s spin to a change
in probability across configurations). This connection is made
more apparent by the explanation of the Block-Orthogonality
Condition in Appendix B.

Insofar as hardness of subproblems is concerned, our
w#CSP formulation does not cover all cases. We might also
consider the case where we restrict Ising models’ interactions
to take on values of either a or 0. In many physical systems
of interest, only a single type of interaction with a fixed
strength can occur (e.g., in models of ferromagnetism with
only nearest-neighbor interactions) [60]. This formulation of
the Ising problem is unfortunately not easily expressible as a
w#CSP, since constraint functions can be applied arbitrarily
many times to the same inputs. While the w#CSP approach is
not applicable here, it is known that even in this restricted case
computing the Ising partition function is #P-hard. This fol-
lows from a reduction of #MAXCUT to polynomially many
instances of Ising model partition function computation [54].
This reduction from #MAXCUT gives a stronger statement
than our application of the w#CSP Dichotomy Theorem, but
it requires much more work than applying an out-of-the-box
theorem. Specifically, the instances of Ising partition func-
tion computation are used to approximate the integer-valued
solution to #MAXCUT, and the solution to #MAXCUT is
recovered once the error of the approximation is sufficiently
small (<0.5).

There is also often interest in hardness when we restrict
our attention to planar Ising models [1]. This case too is not
easily represented as a w#CSP, since w#CSPs do not give us
control over problem topologies. However, it is known that the
partition functions of planar Ising models (with no external
field) are polynomially computable [1]. The typical approach
is to reduce the problem of computing the partition function
to a weighted perfect matching problem and apply the Fisher-
Kasteleyn-Temperley (FKT) Algorithm. This solution is given
in great detail in [1].

The inability of w#CSP to capture these Ising subproblems
demonstrates the limitations of the w#CSP framework and
opportunities to expand beyond them. For example, there has
been recent work on Holant Problems, a class of problems
broader than w#CSP, which adds the ability to control how
many times variables may be reused [61]. The Holant frame-
work still does not allow the degree of specificity needed to
easily capture some Ising formulations, although it is perhaps
a step in the right direction. While these problem classes
and their accompanying dichotomy theorems are intended to
answer deep theoretical questions about the source of compu-
tational hardness, applying them to real-world problems gives
very immediate and useful hardness results. Application to
real-world problems also suggests where the expressiveness
of problem classes like w#CSP can be improved. As the
expressiveness of these problem classes increases, so does
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our ability to determine the hardness of precisely defined
subproblems [61].

V. CONCLUSIONS

The principal aim of our work has been to demonstrate the
utility of casting Ising-model partition-function computation
to standard forms in the field of computer science (i.e., w#CSP
and WMC). Because these standard forms are well studied,
they provide immediate theoretical and computational results
without the need for laborious, handcrafted techniques as in
Jerrum [54] and Pan [25].

By representing partition-function computation as a
w#CSP, we were able to determine the computational com-
plexity of computing Ising model partition functions with
minimal effort. While lacking the flexibility of bespoke
reductions, the w#CSP framework serves as a very easy, out-
of-the-box way to determine the hardness of some problems
for Ising models. This w#CSP representation also provided
some intuition on where the difficulty of Ising partition-
function computation comes from (i.e., the difficulty in
relating the change of a lattice site’s spin to a change in
probability across configurations).

From our #wCSP formulation, we were inspired to develop
a reduction from Ising-model partition-function computation
to weighted model counting (WMC), a well-studied problem
for which many off-the-shelf solvers exist. Some exact WMC
solvers, most notably TensorOrder, were able to outper-
form state-of-the-art approximate tools used for computing
partition functions on midsized and disordered benchmarks,
running in a tenth of the time in many cases. TensorOrder’s
success on disordered topologies makes previously challeng-
ing Ising instances easier in practice. TensorOrder (and
weighted model counters more generally) shows promise as
part of a portfolio of Ising parition function solvers. Moreover,
Tensororder is capable of handling more general constraints
and higher rank tensors than required to compute Ising model
partition functions, suggesting its use for more complex mod-
els (e.g., Potts models). Furthermore, as weighted model
counters continue to improve, Ising-model partition-function
computation performed using weighted model counters will
improve in lockstep.

While our work offers effective strategies for partition
function computation in most cases, the zero-temperature
limit (β → ∞) remains challenging for both exact and ap-
proximate tools. Nonetheless, Liu et al. [2] recently showed
that if one replaces the usual sum and product binary op-
erators for ordinary real numbers with the max and sum
operators respectively (i.e., if one operates over the tropical
algebra), then partition function computations is feasible in
the zero-temperature limit. We believe that the computational
complexity analyses and Ising reductions to weighted model
counters offered in our study for finite β in partition function
computations may pave the way for future tropical algebra
counters, especially as they rely on the common language of
tensor network contractions [15,16].

While we have focused primarily on the Ising model in this
paper, the same type of analysis is easily done for Potts models
and other related models. Our hope is that by demonstrating
the utility of the w#CSP and WMC frameworks in this setting,

readers will be encouraged to apply them to other settings
and problems of interest in statistical physics, engineering
reliability, or probabilistic inference.

Furthermore, we believe that weighted counters could be
applied in the computation of the partition function of non
classical models such as the quantum Ising model. The main
justification is that computing the ground state degeneracy and
density of states for both classical and quantum Hamiltonians
is computationally equivalent [62]. A systematic study of the
computational complexity of the partition function of non-
classical models and the promise of using existing weighted
counters in this context is left as a promising avenue for future
research.

In addition, the approach of Sec. III may complement
emerging strategies in quantum simulation. Many techniques
in this area are limited to restricted topologies (e.g., Tindall
[63] is effective only over short-range interactions), so the
application of weighted model counters may support broader
simulation in the future.

We provide all code, benchmarks, and detailed data from
benchmark runs at [64].
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APPENDIX A: REDUCING W#CSPS TO WEIGHTED
MODEL COUNTING

Every instance of a weighted counting constraint-
satisfaction problem (w#CSP, Definition 5) can be reduced to
an equivalent instance of weighted model counting (WMC,
Definition 7) expressed in conjunctive normal form (CNF,
Definition 6). One particular reduction for computing the par-
tition function of the Ising model is given in Sec. III. In this
Appendix, we give a more general reduction from an aribtrary
w#CSP to WMC.

Lemma 3. For every constraint language F , there is
a polynomial-time reduction reduction from #CSP(F ) to
WMC.

Proof. Consider a constraint language F with a do-
main D = {0, 1, . . . , |D| − 1}, and the associated problem
#CSP(F ). Consider an instance (I, n) over the variables
x1, . . . , xn. Let D = �log2(|D|)�. We reduce (I, n) to a WMC
instance as follows.

We first define the set X of Boolean variables in the WMC
instance.
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x j,1, . . . , x j,D: For each of the n variables x j in the input
instance, we add D corresponding Boolean variables
x j,1, . . . , x j,D to X . These variables encode the value of
each x j . In particular, the value of x j corresponds to the
binary number that results from concatenating the values
of Boolean variables: x j,D · · · x j,1.

x(i1,...,ik ),d : For each formula F (xi1 , . . . , xik ) in I , we add
|D|k Boolean variables x(i1,...,ik ),d , one for each d ∈ Dk .
These variables encode the value of the input variables
(xi1 , . . . , xik ) of each formula F (xi1 , . . . , xik ) in I .

We now introduce the following formulas.

First, we must restrict the allowed values of the variables
x j,1, . . . , x j,D so that the value of x j is in D. Specifically,
we want to disallow the binary number x j,D · · · x j,2x j,1

from exceeding |D| − 1. The most straightforward way
to express this condition is that x j,D · · · x j,2x j,1 should
not be greater than the binary representation of |D| − 1,
written BD · · · B2B1, with respect to the following strict
lexicographic order (<) on binary strings of equal length:

0 < 1

0ωa < 1ωb for arbitrary binary strings ωa and ωb of
equal length

0ωa < 0ωb and 1ωa < 1ωb if ωa < ωb for arbitrary
binary strings ωa and ωb of equal length.

For a, b ∈ {0, 1} and binary strings of equal length ωa

and ωb, we have that aωa < bωb if a < b or if a = b
and ωa < ωb. We now construct inductively a formula
φ(am · · · a1, bm · · · b1) that checks whether am · · · a1 <

bm · · · b1, defined as follows:

φ(am · · · a1, bm · · · b1) (A1)

=
⎧⎨
⎩

(am < bm) m > 1
∨((am = bm) ∧ φ(am−1 · · · a1, bm−1 · · · b1))

(am < bm) m = 1
(A2)

= (am < bm) (A3)

∨((am = bm) ∧ (am−1 < bm−1))

∨((am = bm) ∧ (am−1 = bm−1) ∧ (am−2 < bm−2))

∨ · · ·

=
∨

p∈[m]

⎛
⎝

⎛
⎝ ∧

q∈[m],q>p

(aq = bq )

⎞
⎠ ∧ (ap < bp)

⎞
⎠ (A4)

=
∨

p∈[m],ap=0

⎛
⎝

⎛
⎝ ∧

q∈[m],q>p

(aq = bq)

⎞
⎠ ∧ (ap < bp)

⎞
⎠ (A5)

=
∨

p∈[m],ap=0

⎛
⎝

⎛
⎝ ∧

q∈[m],q>p

(aq = bq)

⎞
⎠ ∧ (bp = 1)

⎞
⎠. (A6)

The last two simplifications come from the fact that ap <

bp can only be true if ap = 0 and bp = 1.
Next, we construct a Boolean formula to capture
¬φ(BD · · · B2B1, x j,D · · · x j,2x j,1).
Now define

φ j = ¬φ
(
BD · · · B2B1, x j,D · · · x j,2x j,1

)
, (A7)

and note that terms in φ j checking equality can be
replaced with positive and negative literals over
x j,D, . . . , x j,2, x j,1 determined by the values of
BD, . . . , B2, B1. As the negation of a DNF formula,
φ j is a CNF formula.

We now have a formula φ j that is satisfied exactly when
x j,D · · · x j,2x j,1 � |D| − 1.

Next, we want to relate the variables that encode the inputs
to the constraint functions (i.e. x(i1,...,ik ),d ) to the variables
encoding the value of x j (i.e. x j,1, . . . , x j,D). To do this,
we introduce the following shorthand:

φ j,d =
∧

q∈[D]

l j,q,d , (A8)

where d ∈ D with the binary representation dD · · · d1,

and l j,q,d = {x j,q dq = 1
¬x j,q dq = 0.

Evidently, φ j,d is true exactly when x j = d . We also
introduce the following formulas:

ψF (xi1 ,...,xik ) =
∧

d∈Dk

⎛
⎝x(i1,...,ik ),d ⇒

∧
p∈[k]

φip,d p

⎞
⎠ (A9)
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=
∧

d∈Dk

⎛
⎝ ∧

p∈[k]

(¬x(i1,...,ik ),d ∨ φip,d p

)⎞⎠ (A10)

=
∧

d∈Dk ,p∈[k]

⎛
⎝¬x(i1,...,ik ),d ∨

∧
q∈[D]

l j,q,d p

⎞
⎠ (A11)

=
∧

d∈Dk ,p∈[k]

⎛
⎝ ∧

q∈[D]

(¬x(i1,...,ik ),d ∨ l j,q,d p

)⎞⎠ (A12)

=
∧

d∈Dk ,p∈[k],q∈[D]

(¬x(i1,...,ik ),d ∨ l j,q,d p

)
(A13)

and

γF (xi1 ,...,xik ) =
∨

d∈Dk

x(i1,...,ik ),d , (A14)

which together force x(i1,...,ik ),d to be true exactly when
the value assigned to (xi1 , . . . , xik ) is d. Specifically,
ψF (xi1 ,...,xik ) ensures that if x(i1,...,ik ),d is true, then the
value assigned to (xi1 , . . . , xik ) is d. Since the value as-
signed (xi1 , . . . , xik ) will be equal to exactly one d ∈ Dk ,
x(i1,...,ik ),d can be true for at most one d ∈ Dk . Moreover,
from γF (xi1 ,...,xik ), we have that x(i1,...,ik ),d is true for at least
one d ∈ Dk . Thus, x(i1,...,ik ),d will be true exactly when the
value assigned to (xi1 , . . . , xik ) is d.

All together, we write

� =
⎛
⎝ ∧

j∈[n]

φ j

⎞
⎠

∧
∧

F (xi1 ,...,xik )∈I

(
ψF (xi1 ,...,xik ) ∧ γF (xi1 ,...,xik )

)
. (A15)

This formula � is the formula whose weighted count our
WMC reduction of the (I, n) instance will compute.

Finally, we need a weight function W . For each
x j,q, W (x j,q, 1) = W (x j,q, 0) = 1. For each x(i1,...,ik ),d ,
W (x(i1,...,ik ),d , 0) = 1 and W (x(i1,...,ik ),d , 1) = F (d ).

All together, X , �, and W constitute the WMC instance
produced by the reduction. Correctness of the reduction
follows by construction. The variables x j,D, . . . , x j,1 give a
binary encoding of the value of x j , thanks to φ j . For each
formula F (xi1 , . . . , xik ) ∈ I , the literals x(i1,...,ik ),d indicate the
value of the arguments of F , and the weight assigned to
each literal x(i1,...,ik ),d is exactly the value of F (d ). The total
weight of an assignment to the variables of � is a product
of these weights, which is precisely the product of the values
taken by the formulas in I for the corresponding assignment
to x1, . . . , xn. So the weight W on each assignment over the
Boolean variables is equal to the value of FI on the corre-
sponding assignment to x1, . . . , xn. Since there is a bijection
between assignments to the Boolean variables satisfying �

and assignments to x1, . . . , xn, we can show W (�) = Z (I ).
Thus the WMC instance that the reduction produces is equiv-
alent to the #CSP(F ) instance (I, n) as desired. �

Note that we have D ∗ n variables of the form x j,q and at
most |D|K ∗ |I| variables of the form x(i1,...,ik ),d , where K is
the maximum arity of the constraints used in I . There are n
formulas of the form φ j in �, each with D literals. There are
|I| formulas of the form ψF (xi1 ,...,xik ) in �, each with at most

|D|K ∗ K ∗ D CNF clauses, each clause having two literals. Fi-
nally, there are |I| formulas of the form γF (xi1 ,...,xik ), each with
at most |D|K literals. The reduction of (I, n) is exponential
only in K , the maximum arity of the functions appearing in I .

If the arities of the constraints comprising F are bounded,
then the reduction is polynomial. Any finite constraint
language F has bounded arity, but many useful infinite con-
straint languages have bounded arity as well. In the case of
#CSP(Ising), the functions in the associated (infinite) con-
straint language have arity at most 2.

For many particular problems, a more compact reduction
can be found. For example, when there is symmetry in the
constraints F in F (i.e., when the constraints are not injective),
more efficient encodings of the constraints’ inputs can be
used.

APPENDIX B: HARDNESS AND RELATIONSHIP
TO WEIGHTED CONSTRAINT SATISFACTION

In Sec. IV B we took a very brief look at the Dichotomy
Theorem (Theorem 1), but we omitted much of the intuition
behind its criteria. In this Appendix we develop the Block
Orthogonality Condition more carefully, giving insight into
the reason for the criterion. The Mal’tsev and Type Partition
Conditions are handled in Appendix C.

As previously mentioned, the three criteria given by the
Dichotomy Theorem follow naturally when we attempt to
construct a polynomial-time algorithm for w#CSPs. One rea-
son that w#CSPs are often computationally expensive to
solve is that the effect of a single assignment to a given
variable is hard to capture. In particular, given a problem
instance I and its associated n-ary formula FI (x), it is chal-
lenging to find a general rule that relates FI (x1, x2, . . . , xn) to
FI (x′

1, x2, . . . , xn). For this reason, current computational ap-
proaches require consideration of a set of assignments whose
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size is exponential in n. The algorithm driving the w#CSP
Dichotomy Theorem demands that changing the assignment
of a particular variable changes the value of FI in a predictable
way. The criteria of the Dichotomy Theorem are necessary
and sufficient conditions for these assumptions to hold.

We now establish some definitions to help us describe the
effect of an assignment on the value of FI . Recall the definition
of an instance of a w#CSP (Definition 5). An instance of
#CSP(F ) is written as (I, n) with n a positive integer and I a
finite collection of formulas each of the form F (xi1 , . . . , xik ).
Here each F ∈ F is a k-ary function, i1, . . . , ik ∈ [n], and each
variable xi j ranges over D. Note that k and i1, . . . , ik may
differ in each formula in I . Given an instance (I, n), we define
FI : Dn → C as follows, where y ∈ Dn:

FI (y) =
∏

F (xi1 ,...,xik )∈I

F (y[i1], . . . , y[ik]). (B1)

So FI is a mapping that takes an assignment y to the variables
(x) and returns a value in C, where the value assigned to each
xi j is given by y[i j]. The output of the instance (I, n) is the sum
over all assignments Z (I ) = ∑

y∈Dn FI (y), as in Definition 5.

Note the similarity between this sum of products and our Ising
partition function (Definition 2).

Our first step is to break up the computation of Z (I ) so
that we can understand the effect each individual variable
assignment has on its value. We would like to be able to split
Z (I ) into a sum of smaller sums, each restricted to a particular
partial assignment. Then we can consider how differences
between these partial assignments affect their contributions to
Z (I ).

In the development below, we take t to be an arbitrary
member of {1, . . . , n}.

Definition 15 (F [t]
I ). Let F [t]

I : Dt → C be defined as

F [t]
I (y1, . . . , yt ) =

∑
yt+1,...,yn∈D

FI (y1, . . . , yn). (11)

So F [t]
I describes the impact on Z (I ) of all assignments

agreeing with a given partial assignment to x1, . . . , xt . We
can decompose Z (I ) into a sum of such terms. Thus Z (I ) =∑
a∈D

F [1]
I (a), and in general, we have that Z (I ) = ∑

y∈Dt

F [t]
I (y).

We now consider F [t]
I as a |D|t−1 × |D| matrix, where

F [t]
I (y, d ) = F [t]

I (y1, . . . , yt−1, d ) for y ∈ Dt−1 and d ∈ D:

F [t]
I =

⎡
⎢⎣ F [t]

I (y1, d1) · · · F [t]
I (y1, d|D|)

...
...

...

F [t]
I (y|D|t−1

, d1) · · · F [t]
I (y|D|t−1

, d|D|)

⎤
⎥⎦ (B2)

=

⎡
⎢⎢⎢⎣

∑
w∈Dn−t

FI (y1, d1,w) · · · ∑
w∈Dn−t

FI (y1, d|D|,w)

...
...

...∑
w∈Dn−t

FI (y|D|t−1
, d1,w) · · · ∑

w∈Dn−t

FI (y|D|t−1
, d|D|,w)

⎤
⎥⎥⎥⎦. (B3)

Writing F [t]
I as a matrix invites us to consider the following question: How does changing the assignment of a single variable

change the contribution of a partial assignment to the instance’s output Z (I )? In our notation, how does changing d affect the
value of F [t]

I (y, d ) for a given y?
Definition 16 (F [t]

I (y, ·)). If we regard F [t]
I as a |D|t−1 × |D| matrix, we may refer to its rows by F [t]

I (y, ·) as below. Here,
y ∈ Dt−1 and D = {d1, . . . , d|D|}. Thus

F [t]
I (y, ·) =

[ ∑
w∈Dn−t

FI (y, d1,w), . . . ,
∑

w∈Dn−t

FI (y, d|D|,w)
]
. (12)

We now have a way to relate similar partial assignments. In
particular, for each partial assignment y, the vector F [t]

I (y, ·)
captures the contributions to Z (I ) of partial assignments to the
first t variables that agree with y on the first t − 1 variables.
These vectors are now our objects of interest.

The set of such vectors F [t]
I (y, ·) is quite large, since there

are |D|t−1 choices for y. We would like to reduce the compu-
tation and information needed to manage this set. We make
the observation that if two vectors F [t]

I (y, ·) and F [t]
I (y′, ·) are

scalar multiples of one another, then if we know F [t]
I (y, ·)

and a nonzero entry of F [t]
I (y′, ·), we can compute F [t]

I (y′, ·)
easily. This motivates us to introduce an equivalence relation
on our set of partial assignments y. Given y, y′ ∈ Dt−1, we
say that y ≡ y′ if the vectors F [t]

I (y, ·) and F [t]
I (y′, ·) are scalar

multiples of one another. This notion is formalized below in
Definition 12.

If we have a small number of equivalence classes and if it is
easy to determine to which equivalence class a partial assign-
ment y ∈ Dt−1 belongs to, then using this equivalence relation
would make it easier to compute and manage the F [t]

I (y, ·)
vectors. The dichotomy criteria of Theorem 1 guarantee both
these desiderata.

If we want our partition to be useful, we need to assign
to each equivalence class a representative element. Then for
each y in the equivalence class, we can compute F [t]

I (y, ·)
by scaling this representative. We construct such a vector of
dimension |D| as follows.

Definition 17 (vy). Given y ∈ Dt−1 and a total order on D,
we define

vy = F [t]
I (y, ·)

F [t]
I (y, at )

(13)
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FIG. 3. Diagram of contributions of partial assignments to Z (I ). The colors of each vector denote its equivalence class, thus a1 ≡ a3. When
computing F [2]

I (a3, a2), we can use va1 , which we already know from F [2]
I (a1, ·). In this way, we need only check one partial assignment to

two variables (a3, a1) to determine F [2]
I (a3) when we otherwise would have needed to check three. As we work further down the tree, repeated

applications of this shortcut result in an exponential speedup (assuming we have sufficiently few equivalence classes, guaranteed by the criteria
of Theorem 1).

for the least at ∈ D so that F [t]
I (y, at ) �= 0. We say vy = 0 if

no such at exists.
Observe that for an arbitrary y ∈ Dt−1, we have that

F [t]
I (y, ·) = F [t]

I (y, at ) · vy. In addition, given y, y′ ∈ Dt−1, if
y ≡ y′ as discussed earlier, then vy = vy′

. This motivates the
following formalization of the equivalence relation discussed
above.

Definition 18 (S[t, j]). Given y, y′ ∈ Dt−1, we say that y and
y′ are equivalent, denoted y ≡t y′ if vy = vy′

. We denote
the equivalence classes induced by this equivalence relation
S[t,1], . . . , S[t,mt ].

We often use ≡ instead of ≡t , when t is clear from context.
We now have a way to discuss symmetries between partial
assignments in Dt−1. We can consider computing Z (I ) in this
framework to understand what advantages we have gained.
This computation can be visualized as in Fig. 3. We regard
Z (I ) as F [0]

I () and compute it recursively, traversing the tree
in Fig. 3 in a depth-first traversal.

Consider the vector v = F [1]
I (·)

F [1]
I (a1 )

∈ D|D|, where a1 is the

least element of D such that F [1]
I (a1) �= 0 as in Definition 11.

We denote entries of v as v[a] = F [1]
I (a)

F [1]
I (a1 )

. Observe

Z (I ) = F [0]
I () =

∑
a∈D

F [1]
I (a) (B4)

=
∑
a∈D

F [1]
I (a1)

F [1]
I (a)

F [1]
I (a1)

(B5)

=
∑
a∈D

F [1]
I (a1)v[a] (B6)

= F [1]
I (a1)

∑
a∈D

v[a]. (B7)

So to compute Z (I ), one needs to compute F [1]
I (a1) and v.

We first compute F [1]
I (a1). As per Definition 11, consider the

least a2 ∈ D so that F [2]
I (a1, a2) �= 0 and write va1 = F [2]

I (a1,·)
F [2]

I (a1,a2 )
.

Then

F [1]
I (a1) =

∑
b∈D

F [2]
I (a1, b) (B8)

=
∑
b∈D

F [2]
I (a1, a2)

F [2]
I (a1, b)

F [2]
I (a1, a2)

(B9)

=
∑
b∈D

F [2]
I (a1, a2)(va1 [b]) (B10)

= F [2]
I (a1, a2)

∑
b∈D

va1 [b]. (B11)

In order to finish computing F [1]
I (a1), we must compute

F [2]
I (a1, a2) and va1 . We continue walking down our tree in

this way until we reach the leaves where F [n]
I = FI is easily

computable. When we compute our vy vectors, we find each
entry as per Definition 11 by visiting unexplored branches
of the tree in a depth-first fashion. However, we can apply
the equivalence relation ≡ to avoid computing vy when it
is known from earlier computation of an equivalent partial
assignment. This speedup is explained next in the context of
the top level of our tree.

After computing F [1]
I (a1), we must compute v. For each

a′
1 ∈ D such that a1 ≡ a′

1, we have that

v[a′
1] = F [1]

I (a′
1)

F [1]
I (a1)

(B12)

= 1

F [1]
I (a1)

F [2]
I (a′

1, a2)
∑
b∈D

(va′
1 [b]) (B13)

= 1

F [1]
I (a1)

F [2]
I (a′

1, a2)
∑
b∈D

(va1 [b]). (B14)

Since we have already computed va1 in our computation
of F [1]

I (a1), we need only compute F [2]
I (a′

1, a2) to determine
v[a′

1]. This reduces the number of partial assignments of
length 2 we must explore to determine v[a′

1] by a factor of
n (see Fig. 3). As we proceed with our computation of various
vy and F [t]

I (·), the ability to reuse previously computed v’s
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substantially reduces the search space we must explore (sup-
posing the number mt of equivalence classes of ≡t is small
enough [mt << |D|t−1 for each t ∈ {1, . . . , n}]).

More generally, we may write

Z (I ) = FI (a1, . . . , an)
∏

t∈{1,...,n}

(∑
b∈D

va1,...,at−1 [b]

)
, (B15)

and as we have just seen, the computation of each va1,...,at−1

is made easier each time we have (a1, . . . , at−1, d ) ≡
(a1, . . . , at−1, d ′) for distinct d, d ′ ∈ D.

For this approach to be useful, we must be able to deter-
mine in polynomial time to which equivalence class S[t, j] a
given y belongs (so that we can reuse vy). The Dichotomy
Theorem criteria are precisely the conditions required for the
collection of these data to be determined in polynomial time.

While the complete formulation of the Dichotomy The-
orem for w#CSPs is for complex-valued constraints, we
simplify the statements here to cover only the real case. In-
terested readers can refer to [8] for coverage of the general
complex case or to [57] for the simpler non-negative case.
First, we go over the three criteria of the Dichotomy Theorem.

The Block-Orthogonality Condition guarantees that the
number mt of equivalence classes of ≡t is not too large.

Definition 19 (Block-Orthogonal). Consider two vectors
a and b ∈ Rk , and define |a| = (|a1|, . . . , |ak|) and |b| =
(|b1|, . . . , |bk|). Then a and b are said to be block orthogonal
if the following hold:

|a| and |b| are linearly dependent (i.e. they are scalar mul-
tiples of one another).

For every distinct value a ∈ {|a1|, . . . , |ak|}, letting Ta =
{ j ∈ [k] : |a| j = a} be the set of all indices j on which
|a| j = a, we have

∑
j∈Ta

a jb j = 0.

Note that if two vectors a and b ∈ Rk are block orthogonal,
then |a| and |b| are linearly dependent, but a and b need not
be.

Definition 20 (Block-Orthogonality Condition). We say
that a constraint language F satisfies the block orthogonality
condition if, for every function F ∈ F , t ∈ [n], and
y, z ∈ Dt−1, the row vectors F [t](y, ·) and F [t](z, ·) are
either block orthogonal or linearly dependent.

The Dichotomy Theorem for w#CSPs (Theorem 1) re-
quires two other criteria: the Mal’tsev Condition and the
Type-Partition Condition. These conditions make comput-
ing membership in S[t, j] tractable. They are reviewed in
Appendix C and more thoroughly in [8].

APPENDIX C: THE MAL’TSEV
AND TYPE PARTITION CONDITIONS

Recall the discussion from Sec. IV B. We consider there a
problem instance (I, n) and the associated instance function
FI . For each t < n, we partition the partial assignments Dt−1

into equivalence classes S[t, j] based on the contributions of
each partial assignment to Z (I ). We take mt to be the num-
ber of these equivalence classes for each t . The discussion
then proceeds with an analysis of these objects to determine

conditions under which a problem is polynomially solvable.
Section IV B introduces the Block-Orthogonality Condition.
Here we review the remaining two conditions: the Mal’tsev
Condition and the Type-Partition Condition.

The Block-Orthogonality Condition given in Sec. IV B
gives us that mt is reasonably small. This means that the
speedup we get from using the equivalence relation will be
substantial, provided we are able to easily identify equivalent
partial assignments.

To make this identification, we require that membership
in S[t, j] is computable in polynomial time. This requirement
is guaranteed by the Mal’tsev Condition. In particular, the
Mal’tsev Condition, by requiring the existence of Mal’tsev
polymorphisms (defined below) for each S[t, j], guarantees the
existence of a witness function for each S[t, j] whose evaluation
time is linear in t . For our purposes, a witness function for a set
is a function that verifies whether a given input is an element
of that set. Further details about such witness functions and
their construction is given in [8].

Understanding the Mal’tsev Condition requires us to define
polymorphisms and Mal’tsev polymorphisms.

Definition 21 ((Cubic) Polymorphism). A cubic poly-
morphism (polymorp-hism, for short) of � ⊂ Dt is
a function φ : D3 → D such that, for all u, v,w ∈ �,
(φ(u1, v1,w1), . . . , φ(ut , vt ,wt )) ∈ �.

Definition 22 (Mal’tsev Polymorphism). A Mal’tsev poly-
morphism of � ⊂ Dt is a polymorphism φ : D3 → D of
� such that, for all a, b ∈ D, we have that φ(a, a, b) =
φ(b, a, a) = a.

Definition 23 (Mal’tsev Condition). We say that a con-
straint language F satisfies the Malt’sev Condition if, for
every instance function FI of #CSP(F ), all the equivalence
classes S[t, j] associated with FI share a common Mal’tsev
polymorphism.

With the Mal’tsev Condition, we know that there exists
a tractable witness function for each S[t, j]. Given sufficient
information about each S[t, j], we might hope to compute such
witness functions. However, we will in general not know mt ,
nor will we know much about each S[t, j]. The existence of a
shared Mal’tsev polymorphism, along with the Type-Partition
Condition below, allows us to overcome this lack of informa-
tion. When these conditions are satisfied, we can determine
each mt and construct witness functions for each S[t, j] without
requiring prior knowledge or construction of each S[t, j].

We present the Type-Partition Condition below. A com-
plete coverage can be found in [8].

Definition 24 (Prefix). Let n, m ∈ Z+ with n � m be
given. Let v = (v1, . . . , vn) ∈ Rn be given. We say a vector
w ∈ Rm is a prefix of v if, for all j � m, w j = v j . Thus
v = (w1, . . . ,wm, vm+1, . . . , vn), so w appears as a prefix
of v.

Definition 25 (typeF ). Let a function F : Dn → C with
n � 2 be given. Let P([m]) denote the power set of
{1, . . . , m}. We define the map typeF :

⋃
k∈[n] Dk → P([m])

so that for each y ∈ ⋃
k∈[n] Dk , we have typeF (y) = { j ∈ [m] :

y is a prefix of an element of S[n, j]}.
Definition 26 (Type-Partition Condition). We say that a

constraint language F satisfies the Type-Partition Condi-
tion if, for all instance functions FI in #CSP(F ) with arity
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n � 2, for all t ∈ [n], l ∈ [t − 1], and y, z ∈ Dl , we have
that the sets typeF [t]

I
(y) and typeF [t]

I
(z) are either equal or

disjoint.
All together, the criteria for the dichotomy theorem give

us the ability to make real use of our equivalence relation
≡t . The Block-Orthogonality Condition guarantees that we
do not have too many equivalence classes. The Mal’tsev and
Type-Partition Conditions together let us construct witness
functions that we use to identify which equivalence class a

given partial assignment belongs to. With a guarantee that
our equivalence relation is useful and the ability to determine
elements’ equivalence classes, we are able to use the method-
ology described in Sec. IV B to determine Z (I ) in polynomial
time.

This provides some intuition that the dichotomy theorem
criteria are sufficient for a problem to be in FP. For a proof
that w#CSPs that do not obey the dichotomy theorem criteria
are #P-hard, refer to [8].
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