PHYSICAL REVIEW E 109, 054107 (2024)

Diffusion enhancement and autoparametric resonance

Johann Maddi, Christophe Coste, and Michel Saint Jean
Laboratoire “Matiere et Systemes Complexes” (MSC), UMR 7057 CNRS, Université Paris—Diderot (Paris 7), 75205 Paris Cedex 13, France

M (Received 22 January 2024; accepted 10 April 2024; published 6 May 2024)

The possibility of an autoparametric resonance in an isolated many-particle system induces a specific behavior
of the particles in the presence of thermal noise. In particular, the variance associated with a resonant mode, and
consequently that of the associated particles, is strongly increased compared to what it would have in the absence
of parametric resonance. In this paper we consider a dimer submitted to a periodic potential for which there are
only two modes, the center of mass motion and the internal vibration mode. This is the simplest system which
is dynamically rich enough to exhibit an autoparametric excitation of the internal vibrations by the center of
mass motion. The consequences of this autoparametric excitation on the particles diffusion will be discussed
according to the stiffness of the interaction and to the initial energy of the dimer, the relevant parameters which

characterize this dynamics.
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I. INTRODUCTION

How can the thermal diffusion of a system be enhanced by
an underlying periodic potential? The answer to this question
is not obvious since all the studies concerning the diffusion
of a single particle in a periodic potential (for a review,
see chapter 11 in [1]), whether symmetrical [2-4] or not
[5,6], static [7,8], pulsating [9], or fluctuating [10], exhibit
in contrast a slowing down of its diffusion. Indeed, crossing
the energy barriers Ep associated with the periodic potential
results in a smaller diffusion coefficient D than the free diffu-
sion coefficient Dy. The activated diffusion coefficient reads
D = Dye~Es/%sT (Kramer Relation) where Dy = kgT /2my (m
the particle mass, y the damping coefficient, and T the ther-
modynamic temperature) [11,12]. However, this diffusion can
be increased by applying a force and becomes maximum when
this force reaches a depinning threshold, which allows one to
overcome the potential barriers [13].

The diffusion of a system of interacting particles is some-
what different. Let us consider a chain of interacting particles
confined along a straight line in such a way that they cannot
cross each other. Without any periodic longitudinal (that is,
along the direction of the chain) potential, the thermal mo-
tions of the chain are described by the Single File Diffusion
(SFD) theory. The particles transport is strongly subdiffusive,
with a mean square displacement of the particle position
that scales as #'/? [14—19]. In the presence of an underlying
potential, various mechanisms resulting in an increasing of
this transport have been identified according to the physical
situations encountered. The focus is then put on the role
played by the commensurability between the period of the
system and that of the potential on the increase of this mo-
bility. Another mechanism invoking a transfer of fluctuations
from an incommensurable and fluctuating over time potential
to a chain of interacting particles has been more recently
suggested to explain the enhancement of their thermal dif-
fusion [20]. A similar enhancement has been observed in an
asymmetric potential such that the curvature at the maxima
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is smaller than the curvature at the minima, with a spatial
period of the potential that is twice the distance between
particles [21].

Other studies devoted to the diffusion of a system of two
particles in elastic interaction on a periodic potential, either
with [22-24] of without [25] a constant applied force, are
the first to mention the importance of the dynamics of the
center of mass on the relative motion, because of the nonlinear
coupling induced by the underlying potential. This physi-
cal effect, early mentioned to explain the strong dependence
of the desorption mechanisms of long molecules with their
transverse modes of vibration [26], was used to analyze the
peaks observed in the variations of the diffusion coefficient
D(F') with the applied force F' and their dependence with the
dimer stiffness. While for a rigid (weakly deformed) dimer
in a potential D(F') has a unique peak when the force F is
close to the depinning threshold [24,27-30], the dynamics of
the center of mass becomes more complex when the stiffness
of the dimer decreases. The evolution of D(F') as a function
of the force F' and the relevant interpretation differ from one
study to another. For instance, the simulations of Braun et al.
[23] showed that D(F') has one peak for an incommensurable
system and two for a commensurable one. According to these
authors, these two peaks result from the commensurability
of the system with the potential. The studies carried out by
Heinsalu et al. [24] give a different result. According to the
stiffness K and the damping coefficient y, the variation of
D(F) may present one or two peaks in the commensurable
case, but two peaks may also be observed with incommensu-
rable systems. For these authors, the number of peaks results
from the ratio between elastic and dissipated energies.

The origin of the single peak or of the one associated with
the weakest force when two peaks are observed is consen-
sually attributed to a depinning effect. In order to interpret
the appearance of a second peak, Braun et al. suggested,
without much precision, that the second peak could be due
to the coupling between the center of mass motion and the
dimer internal vibration [23]. This idea was then deepened by
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Heinsalu et al., who considered that the second peak was due
to the parametric resonance of the internal vibration induced
by the center of mass motion and to the applied force [24].
According to them, the second peak would appear for the
applied force such that the induced translation speed would
correspond to a forcing frequency that would match the inter-
nal vibration frequency. Among the arguments put forward
to validate this hypothesis, the authors suggested the sen-
sitivity of peaks to variations of the dimer stiffness K and
the dissipation y. Indeed, if the dimer is too soft, the two
peaks merge and the diffusion becomes that of the almost free
particles constituting the dimer. Similarly, if the dissipation
is large enough to annihilate the parametric resonance, the
second peak vanishes. Moreover, this mechanism would be to-
tally independent of the commensurability of the system. So,
while the existence of this second particular force is clearly
explained, the fact that it induces an increase in the center of
mass diffusion is not detailed. Note, finally, that a few years
earlier, studies in the absence of applied force of the diffusion
of the center of mass of a dimer according to its length and
stiffness had shown that an Arrhenius law was followed only
in the commensurable case, this diffusion being even greater
than that of a particle in the incommensurable case [29,31].
This discrepancy of results and of analyses results probably
because of the large number of parameters controlling the
parametric resonance and thus the dimer diffusion.

This article focus on the specific influence of the para-
metric resonance of vibration modes on the diffusion of the
dimer. In order to deal with all possible dynamic situations,
including those where the mass center of the dimer is trapped
in a potential well, we use the word “diffusion” in a very broad
sense. When the dimer is trapped, the fluctuations of position
remain bounded at all times, our observable is the variance
of these fluctuations, and it is in this sense that we study the
diffusion of the dimer.

To get rid of the effects of commensurability and tilt, our
simulations have been performed for a dimer whose length
is equal to the period of the static potential and without any
constant applied force. In a first part we shall quickly recall the
known results concerning the parametric resonance of such a
dimer [32,33]. Particular emphasis will be placed on the pre-
cise identification of the stiffness values and the initial energy
of the system for which the dimer is in its instability domain.
The cases of a dimer “trapped” in the wells of potential and
that of a “sliding dimer” moving over the periodic potential
will be successively considered. In a second part the results
obtained concerning the diffusion of the center of mass and
the relative motion mode in the parametric resonance regime
previously identified will be presented. We will point out that
parametric resonance greatly amplifies the relative motion
diffusion and discuss the dependence of these fluctuations
increasing according to the initial energy E of the dimer and
to the stiffness K.

II. AUTOPARAMETRIC RESONANCE OF A DIMER

We study a system of two identical interacting particles
of mass m that move along the x axis. They are located at
positions x; and x, and their interaction is modeled by a linear
spring of stiffness k and equilibrium length d. In the presence

of an underlying commensurate sinusoidal potential U (x|, x7)
of period d, the equations of motions are

mx; = k(xy —x1 —d) — 2nUy/d)sin(Qwx,/d), (1)

mi, = k(x;y —x, +d) — 2nUy/d)sinQRraxy/d), (2)

where ¥; = d%x; /dr.

We rescale the variables using d/2x as the unit length and
Uy as the unit energy, so that \/md?2 /472U, is the unit time.
We introduce the normal modes as

X1+ X2 X2 — X
X = — T, = -7 3
3 y 5 (3)
in dimensionless units, where x is the center of mass (CM)
coordinate and y is the relative motion (RM). With these
variables, the equations of motion become

X = —sinxcosy, 4)

y = —2Ky — cosxsiny, 5)

where K = kd?/4m?Uy is the dimensionless stiffness. Here
the underlying potential is

Ux,y)=2(1 —cosxcosy), (6)

so that it induces a nonlinear coupling between the eigen-
modes. It is this coupling which induces the parametric
resonance of the system.

Three main dynamic regimes of the dimer may be iden-
tified according to the initial energy E, of the system [33].
When Ej < 4, the dimer is trapped, the CM motion x(¢) and
the RM y(#) oscillate in their respective (effective) well. When
Ey > 4, the CM trajectory may extend over several potential
energy wells. When the CM trajectory evolves monotonously
with time, we will speak of a sliding regime. The third dy-
namical regime will be called the jumping regime. In a trapped
configuration, it corresponds to large enough deformations of
the dimer for the particles to oscillate in nonadjacent potential
wells. In a sliding configuration, the CM trajectory ceases to
be monotonous and alternates between oscillations and trans-
lations over more than one spatial period of the underlying
potential. Whatever the considered regime, it was shown that
the RM may be parametrically excited by the oscillations of
the CM in the case of a trapped dimer or by its translation
in the case of the sliding dimer [29,32]. In contrast, the CM
cannot be excited by the oscillations of the RM [32]. So in the
following we shall focus on the conditions of the RM para-
metric resonance. This resonance is said to be autoparametric
since no external operator acts upon the system.

In order to determine the domain in the parameter space
(K, Ey) of parametrically unstable RM, the linear stability
analysis is sufficient [29,32]. Therefore we assume |y(r)| < 1
so that Eqs. (4) and (5) now read

X = —sinx, @)

y = —2Ky — ycosx. 8)

When the dimer is trapped (Ey < 4), the CM motion is very
well described by x(¢) = asinw,t where w, = 1 — a?/16 is
the Borda frequency. Injecting this expression in the RM
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equation, we obtain

2 2
V= a)2+a—cos2a)xt v, w? =2K + 1+a_ .9
y 4 y 4

We recognize a Mathieu equation, which describes the dy-
namics of an oscillator whose natural frequency is modulated
with time [34,35]. This oscillator reaches its instability do-
main as soon as the frequency w, is close to the frequency
wy. Note that this condition implies a small enough stiffness.
The extent of the instability domain depends upon the forcing
amplitude [34]. The instability condition is given by

/8> |0} —w}] = E/8=K >K. (10)

The last inequality comes from the fact that at lowest order in
the CM amplitude a we have Ey = a® [32].

When Ej > 4, the trajectory of the CM of a dimer in
its “sliding regime” is basically a straight line. When Ej is
close to 4, this trajectory is modulated since the CM motion
becomes sensitive to the underlying potential, but we have
shown that this modulation has only a small influence on the
limits of instability domain [32]. So the CM trajectory x(t)
is well approximated by x(¢) = Vit where V), = Eé/ 2(1 -
1/Ey) is the mean velocity of the CM [29,32], which takes into
account the mean energy shift 2 induced by the underlying
potential. Proceeding as before, the equation of motion of the
RM now reads

y = (2K + cos Vyt)y. (11)
The condition of instability is now given by
1/2 > 2K — (Vu/2)*| = Eo/8 > K > (Ey—4)/8.
(12)

In what follows we define K;” = Ey/8 and K;° = (Ep — 4)/8.
Both boundaries in the parameter space (K, Ey) are straight
lines, and the lower boundary extends the straight line (10)
found in the trapped case.

The calculated boundaries of the parametric instability
domain have been compared with numerical simulations of
the full nonlinear system of Eqs. (4) and (5). In Fig. 1 we
classify the behaviors of the dimer in the parameter plane
(Ep, K). This map extends that of Ref. [33] and include results
from 8.5 x 103 simulations. The calculated boundaries (10)
and (12) are plotted as thick straight lines, and they match
perfectly with the simulation data.

III. TRANSIENT ENHANCEMENT OF DIFFUSION

In order to take into account the effect of a thermal bath
on the dimer, we introduce a dissipation coefficient y and
statistically independent Gaussian random forces p(t) and
2 (t) on the particles, so that the equations of motions for the
modes (4) and (5) now become

X = —sinxcosy — yx + . (t), (13)

¥ = —2Ky —cosxsiny — yy + (), (14

where we define pu,(t) = [p1(t) + n2(1)1/2 and p,(t) =
[p2(t) — w1(2)]/2. These random forces are such that

(mi®) =0, (uiOp;)) =20y8;8¢ —1'),  (15)

0.158 0.317 0.475 0.633 0.792 0.950
K

FIG. 1. Dimer behavior map in the parameter space (K, Ey)
where K is the stiffness of the harmonic interaction and E| the initial
energy of the dimer, injected in the CM motion. The initial energy
of the RM is 1073E,. The dark blue (dark gray) areas represent a
parametrically stable RM. The light blue (light gray) areas repre-
sent a parametrically unstable RM. The green area (medium gray)
represents jumping motions of the system. The orange line is the
instability threshold Kj, the yellow line is the instability threshold
K=, and the upper magenta line is the instability threshold K.

where the index i € {x,y} and where (-) means statistical
average. In our dimensionless units ® = kzT /Uy where kg is
Boltzmann constant and 7 the thermodynamic temperature,
and y is the dimensionless dissipation coefficient built with
the unit time.

The system of coupled nonlinear Langevin equations (13)
and (14) is then numerically integrated [36,37]. The relevant
observables are the variances of the position of the CM o 2(x)
and of the relative motion amplitude az(y). These variances
are function of the time ¢, but we do not indicate this de-
pendency for the sake of brevity. In this section we focus on
their evolution with time when the initial energy Ey of the
dimer and the stiffness K of the harmonic interaction vary.
The statistical averages are made on 150 simulations for each
pair of parameters (K, Ey) considered. All simulations were
carried out in the underdamped regime (y < 1), since high
dissipation suppresses the effect we want to highlight.

Because of the dissipation the energy of the dimer is not
conserved and the representative point in the map of Fig. 1
follows a trajectory of decreasing energy at constant stiffness
K. Therefore, whatever its initial energy E, the dimer eventu-
ally reaches at long times its thermodynamic equilibrium in a
trapped state. We will return to the subject in more detail in
Sec. III B 2.

It should also be stressed that when the energy of the
system is below 4, the diffusion of the dimer is sensitive to the
anharmonicity of the underlying potential. As an example, we
plotin Fig. 2 the variances of a particle trapped in the potential
(x*> — x*/12) [the expansion of (6) up to x* for vanishingly
small y] for several values of its initial energy and compare
it to the variance of the same particle in the same conditions
but in a quadratic potential x. It is important to remark that
the variance in a quartic potential strongly depends upon the
initial energy of the particle in contrast with the case of the
quadratic potential. Moreover, between the initial ballistic
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FIG. 2. Variance o*(x) of a single particle as a function of time,
in dimensionless units, in the potential (x> — x*/12). The dissipation
is y = 1.3 x 1073, and the thermal energy is ® = 7.0 x 1073, The
dashed blue line is the variance of the particle in an harmonic poten-
tial. The initial energy Ey of the particle is 0.02 (red, dark gray), 0.40
(black), 0.92 (magenta, medium gray), and 1.40 (cyan, very light

gray).

regime and the eventual equilibrium regime, the variance in
the quartic potential is significantly higher than in the har-
monic potential. This transient growth of fluctuations is all
the greater and appears all the earlier as the initial energy is
higher. As we shall see, this behavior differs significantly from
that implied by the parametric resonance of the dimer when
it is initially in the sliding regime (Ey > 4). This transitory
amplification of the variance decreases with damping. Note
also that the variance o2(y) exhibits the same characteristics;
in particular the earliest growth is associated with the system
of higher initial energy.

A. Transient enhancement of a trapped dimer diffusion

A dimer is initially trapped if Ey < 4. As seen in Fig. 1, for
sufficiently low stiffness and high enough initial energy the
system may be in a jump configuration. In this section we do
not consider this case and defer its discussion in Sec. III C.
To be specific, we consider the simulations that have been
performed for nine different initial configurations indicated on
the behavior map in Fig. 3. In order to facilitate the reading,
from now on the stiffness will be numbered in ascending
order, and the initial energies will go in ascending order from
yellow crosses, orange disks, and red squares. The plots of the
variances o(x) and o2(y) are shown in Fig. 4 as a function
of time, with the same color code as the relevant initial energy
used in the simulations.

When the initial conditions are in the stable area, the initial
energy is high enough for the variance o(x) to be similar to
that of a single particle in an anharmonic well, as evidenced
by the comparison between Fig. 2 and the relevant plots
in Fig. 4 (K5, yellow solid line and K3, yellow and orange
solid lines). The long time limit for o%(x) is found to be
®/2 [the unusual factor 2 results from the definition of the
CM in Eq. (3)], and the variances depend only slightly on
stiffness. For the RM, the variance o%(y) is very close to that
of an harmonic oscillator diffusing in an harmonic potential
well, as evidenced by the comparison of the relevant plots

0.47

0.3- |

0.1 |

010 015 020

K

FIG. 3. Representative points for the initial energy E, and the
stiffness K; in the parameter space for the simulations described
in Fig. 4. The stiffnesses are indexed in increasing order, with
Ky, =0.04, K, =0.10, and K3 = 0.16. The initial energies are
Ey = 0.40 (yellow, very light gray, crosses), Ey = 0.92 (orange,
medium gray, disks), and Ey = 1.40 (red, dark gray, filled squares).

with the dotted cyan plot. Consistently, the long time limit
for o%(x) is found to be ®/2(2K + 1) whatever the initial
energy Ey. These plots will serve as a reference for identifying
specific effects due to the parametric resonance on the RM
variance.

The observed behaviors are very different when the initial
configuration of the dimer is such that the RM is paramet-
rically unstable. Indeed, let’s look at the variances o%(y) for
the three red systems, which all have an initial energy above
the instability limit. All of them exhibit a transient behav-
ior (roughly on three orders of magnitude in time) with a
variance that is much higher (up to two orders of magnitude
at the maximum) than the variance of a trapped oscillator
with the same stiffness, but without the parametric reso-
nance. In this transient, oscillations are seen that correspond
to the slow modulation of the RM amplitude induced by
the autoparametric resonance. This variance then decreases
exponentially. Because of the dissipation, eventually the sys-
tem exits the parametric instability zone, and its variance
reaches the asymptotic value ®/2(2K + 1) for a thermal en-
ergy ®. Schematically the time evolution of o2(y) may be
described by four successive sequences: a ballistic regime,
a rapid increase due to RP followed by a decrease due to
damping, and nally a thermodynamic equilibrium regime at a
long time.

More precisely, the greater the part of the instability area
crossed, the greater the increase in the RM variance. Indeed,
as seen from the representative points of the initial conditions
in Fig. 3, when the stiffness decreases from K3 to K; while the
initial energy is constant, the distance (in the parameter plane)
to the instability limit increases. Since the dissipation is the
same for all simulations in Fig. 4 the time spent by the sys-
tem in the unstable zone certainly increases with decreasing
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FIG. 4. Plots of the variances o%(x) (top plots) and o2(y) (bottom plots) as a function of time ¢ for the initial conditions of Fig. 3, and for
® =7.0x 1073 and y = 1.3 x 1073. The stiffnesses increase from left to right. The blue (resp. cyan) dashed lines correspond to the diffusion

of a single particle in an harmonic well of frequency 1 (resp. /2K + 1).

stiffness. For a given initial energy, the maximum of the RM
variance decreases with the dimer stiffness (consider the red
plots). In the same fashion, the variances o%(y) for the sys-
tems with stiffness Kj, which are all initially parametrically
unstable, all exhibit an enhanced transient whose maximum
value is the greater the higher the initial energy compared
to the instability boundary. These observations evidence that
the variance enhancement is a cumulative effect, which is a
first characteristic of the parametric instability [32]. A second
characteristic of the parametric resonance of a trapped system
is that the increase in the RM variance appears all the earlier
the initial energy is large.

The effect of parametric resonance on the CM variance
o2(x) is smaller but observable. We have seen that when
the system is initially in the stable area, this variance is
basically that of an effective particle trapped in an anhar-
monic potential. In contrast, the variance for systems that
are parametrically unstable such as those with stiffness K
and initial energy corresponding to the orange and red dots
in Fig. 3 exhibit qualitative differences with the variance of
a particle in an anharmonic well. This is seen in Fig. 5.
The yellow plot corresponds to a low-energy dimer that is
parametrically stable, and its variance is found to be roughly
the same as that of a particle in an anharmonic well. For
the other higher initial energies (orange then red plots) the
dimer is parametrically unstable, and its variance exhibits
modulations that make it clearly different from the variance of
a particle in an anharmonic well. The link with the parametric
resonance is all the more clear since these modulations are
synchronous with the beginning of amplification of the RM
variance.

When the damping increases, these effects gradually dis-
appear. Two physical mechanisms can be invoked. Greater
dissipation implies a faster decrease in energy, and therefore
all else equal to a shorter stay in the parametrically unstable
zone of the behavior map. This reduces all the more the
influence of parametric resonance, which we have seen was
a cumulative phenomenon. Moreover, a parametric forced
oscillator is less unstable because it is more dissipative, with
constant parametric forcing. Figures 6 and 7, which are re-
spectively obtained for a dissipation that is ten times higher

1074

1078

10710L

10° 10t 102 10°
Time

FIG. 5. Variances o2(x) as a function of time, in dimensionless
units. The dissipation is y = 1.3 x 1073, the thermal energy is ® =
7.0 x 1073, and the dimer stiffness is K, = 0.1. The dashed blue line
is the variance of the particle in an harmonic potential. Yellow (light
gray) solid line, parametrically stable dimer (Ey = 0.40). Red (dark
gray) solid line, parametrically unstable dimer (Ey = 1.40).
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FIG. 6. Same as Fig. 4, but for a dissipation y = 1.3 x 1072

and 100 times higher than that of Fig. 4, give evidence of such

behavior.

B. Transient enhancement of a sliding dimer diffusion

An initially sliding dimer has an initial energy Ey > 4.
Because of the dissipation, the sliding velocity of the CM

1073
AT
o?(x) 10 //“
a2 |
1077
10° 10! 102 10°
1073
X0 R B ey
2 24
oy
2 /
1077}/
10° 10' 102 10°
Time

decreases, hence its kinetic energy, until the dimer becomes
trapped. In Sec. I B 1 we estimate in a simple fashion the
relevant timescales for this energy decrease. The dimer diffu-
sion exhibits peculiar effects if, for a given stiffness K of the
interaction, the dimer energy enters the parametrically unsta-
ble strip in the behavior map (see Fig. 1). In Sec. IIIB 2 we

1073 1073
PR ﬁﬂa,ay.m:.,x::,:‘.:; e
10°° 107°
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1077 1077 //
10 10 102 10° 10 10 10> 10°%
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VSR (o TaN S
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FIG. 7. Same as Fig. 4, but for a dissipation y = 1.3 x 107"
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4

FIG. 8. Three sets of initial conditions in the parameter plane (K, Ej) such that the corresponding systems never reach a jump configuration
when their energy decreases due to dissipation. The dark blue areas represent a parametrically stable RM. The light blue areas represent a
parametrically unstable RM. The corresponding variances are plotted in Fig. 9 for the leftmost set, in Fig. 10 for the center set, and in Fig. 11
for the rightmost set. The relevant numerical values of the stiffness K and the initial energy Ey are given in the captions.

document the behavior of those systems that are stiff enough  regime is discussed in Sec. III C for systems that are initially
not to enter in a jumping regime when the RM becomes sliding and for systems with low enough stiffness to be in a
parametrically unstable. The behavior of systems with ajump  jump regime with an initial energy below 4.
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FIG. 9. Plots of the variances o%(x) (top plots) and o2(y) (bottom plots) as a function of time, in logarithmic scales, for the initial
conditions displayed in the leftmost map of Fig. 8, for ® = 7.0 x 1073 and y = 1.3 x 1073, The stiffnesses are K; = 2.3747, K, = 2.7705, and
K3 = 3.163. The initial energies are Ey = 16 (yellow, light gray, solid line), £y = 23 (orange, medium gray, solid line), and Ey = 30 (red, dark
gray, solid line). The green dashed lines correspond to the diffusion of a single free particle; the cyan dashed lines to the diffusion of a single
particle in an harmonic well of frequency +/2K + 1. The times 7; of Eq. (21) are indicated by dashed lines of the same color as the relevant
plot, the time 7p by a black dotted line.
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FIG. 10. Plots of the variances o2(y) as a function of time, in logarithmic scales, for the initial conditions displayed in the center map of
Fig. 8. The stiffnesses are K| = 1.5831, K, = 1.9789, and K3 = 2.3747. For a given stiffness, the energies increase in order yellow (light gray),
orange (medium gray), then red (dark gray). The initial energies are Ey = 32/3, Ey = 82/6, and Ey = 17 for K;; T Ey = 44/3, Ey = 107/6,
and Ey = 21 for K5; and E, = 56/3, Ey = 131/6, and E, = 25 for Kj3. All other features are the same as for Fig. 9.

1. Characteristic times

A simple approach is sufficient to provide reliable esti-
mates of the characteristic times for the energy decrease of
an initially sliding dimer. The CM equation of motion, if we
neglect the thermal noise, is

X = —sinx — yx. (16)

Let t be the characteristic time for the CM to cover a spatial
period of the periodic potential. Since the dissipation is small,
we know 7 < 1/y, as shown by the fact that, in the plots
of the variances as functions of time, the quick oscillations
are not resolved. We can therefore take a time average of
the previous equation, setting ({f(¢))) = (l/t)ftl’Lr f(u)du,
to get

() = =y ((0).

The initial value is ((x))(0) = V), from the very definition of
the CM initial velocity V),. Atatime ¢ > t, the time-averaged
velocity is ((x))(#) = Ve "'. If we take into account the
contribution of the underlying potential, at time ¢ the energy
of the CM is

(Ex = 2))(1) = ((0)*() + ((2(1 = cosx)) ~ (Eg — 2)e™ ",
(18)

a7

where the last expression results from V), = E(;/ 2(1 — 1/Ey),
already stated in Sec. II. Roughly speaking, the initial energy
is corrected by the mean energy 2 of the underlying potential.
We also note that ((E, — 2))(t) — 0 when t — oo. Physi-
cally, this means that the dimer leaves the sliding regime. The
result of Eq. (18) s a good approximation as long as the dimer
is sliding. In this case the dimer reaches a given energy E¢ in

a typical time
1 Ec—2
Te~——1In(== .
2)/ EO -2

From this general formula, we may define the trapping time
Tw, when the dimer becomes trapped in a potential well, if we
take Ec = 4, so that

T Ly 2
~ ——1In .
Yy T\ Ey -2

When the initial energy is higher than the upper parametric
instability £, which for a given stiffness K is seen to be

19)

(20)

E; = 8K from Eq. (12), the RM will undergo a parametric
instability at a time 7; such that E¢c &~ E;, so that

1 8K — 2
T; ~ ——1In .
2)/ E0—2

21

These two characteristic times are indicated in the variance
plots displayed in Sec. III B 2 and are seen to provide good
estimates.

2. Diffusion of sliding system without jumping

We display in Fig. 8 three sets of initial conditions such
that the corresponding systems are not found in a jump con-
figuration when their energy decreases due to dissipation. We
will first comment the variances displayed in Fig. 9, which
correspond to the systems of highest stiffness and highest
initial energies that are indicated in the leftmost map of Fig. 8.

Let us consider the systems with initial representative
points below the lowest instability line, which are those of
lowest energies (the three yellow crosses) and those of stiff-
ness K3 and medium energy (the orange disk of stiffness
K3). When time goes on, their energy decreases and they
stay parametrically stable. In all cases, as long as the energy
is greater than 4, the variance for the CM is that of a free
particle, and the variance for the RM is that of a free oscillator.
When the energy of system becomes smaller than 4, these
variances evolve respectively towards those of a particle and
of an oscillator trapped in an anharmonic potential.

In contrast, the three systems of highest energy in Fig. 8
(left map, red squares) are initially above the instability band
and cross it entirely when their energy decreases because of
dissipation. Obviously, the RM variance o2(y) deviates very
strongly from that of a trapped oscillator as soon as the system
enters the area of parametric instability. The variance o2 (y)
reaches a maximum then slowly decreases. When the system
is initially at the edge of the border of instability domain
(red square, stiffness K3), the parametric forcing induces large
beats, which result in a thickening of the representative curve
for o2(y) observed in the corresponding plot in Fig. 9. Note
that the maximum variance is roughly the same for the three
systems of largest energy, but that the characteristic time 7;
required to reach this maximum decreases with the stiffness.
Then the systems continue to lose energy so that the variances
decrease and eventually reach the thermodynamic equilibrium
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FIG. 11. Plots of the variances o>(y) as a function of time, in logarithmic scales. The initial conditions are displayed in the rightmost map
of Fig. 8. The stiffnesses are K; = 1.1874, K, = 1.5831, and K3 = 1.9789, from left to right. The initial energies are Ey, = 10 (yellow, light
gray, solid lines), Ey = 15 (orange, medium gray, solid lines), and E, = 20 (red, dark gray, solid lines). For the top plots, the temperature
is ® = 7.0 x 1073, and the dissipation is y = 1.3 x 1073. For the center plots, the temperature is ® = 7.0 x 1073, and the dissipation is
y = 6.5 x 1073, For the bottom plots, the temperature is ® = 7.0 x 107!, and the dissipation is y = 1.3 x 1073.

value ®/2(2K + 1) when their energy is close to the thermal
energy ©.

Let us remark that the behavior of o%(x) is only a weak
echo of that of o(y). The variances of the CM for the four
systems that evolve in a parametrically stable area (orange
disk of stiffness K3 and the three yellow crosses in the leftmost
map of Fig. 8) are those of a free particle at small time and
evolve toward those of a particle trapped in an anharmonic
potential as soon as their energies reach 4. The variances of
the highest energy systems (red squares in the leftmost map
of Fig. 8) keep track of energy exchanges with the RM. As
soon as the system enters its instability domain, its variance
shifts to slightly higher value than that of a free particle.

Let us consider the systems of stiffness K; and highest
energies (orange disk and red square). Both entirely cross the
instability domain. The maximum reached by o>(y) is the
same for both systems, which suggests that the distance [in

the parameters plane (K, Ey)] traveled by the representative
point of the system in the instability band determines the
maximum value of the RM variance. It is noticeable that the
orange curve, which describes the variance of a system with
lower initial energy than the red curve, exhibits the growth
due to parametric instability much earlier than the red curve,
in agreement with the estimated characteristic time (21). This
is exactly the inverse of the temporal evolution for the variance
of a trapped dimer, as we saw in Sec. IIT A. Indeed, for a
trapped dimer, the growth of variance due to the anharmonic
character of the trapping potential is made earlier as the initial
energy is larger.

When the initial energy of the system is in the middle of
the instability domain (orange disk with stiffness K5), the in-
fluence of the parametric resonance on o%(y) is seen from the
very beginning of the motion. The duration of the parametric
forcing being much less than for the system with the same
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FIG. 12. Representative points for the initial energy Ey and the
stiffness K in the parameter space for the simulations described
in Sec. IIC. The dark blue (dark gray) areas represent a para-
metrically stable RM. The light blue (light gray) areas represent a
parametrically unstable RM. The green (medium gray) area repre-
sents jumping motions of the system. The corresponding variances
are plotted in Fig. 13, and the relevant numerical values of the
stiffness K and the initial energy E are given in the captions.

stiffness and higher initial energy (red square), the maximum
in the variance is also smaller, as shown by the orange and red
variance plots for stiffness K, in Fig. 9.

In order to confirm this analysis we display in Fig. 10
the variances o2(y) for the set of initial conditions indicated
by the representative points in the center map of Fig. 8. In
contrast with the set displayed in the leftmost and rightmost
maps, the colors do not indicate an equal initial energy but an
equal distance to the instability curve, for a given stiffness.

In contrast with the plots of o>(y) displayed in Fig. 9, and
despite the fact that from left to right the stiffnesses and the
initial energies are 50% higher, all sets of variance plots in
Fig. 10 are roughly the same. The variations of o2(y) as a
function of time are very similar, with of course a long time
limit at thermodynamic equilibrium that depends on the dimer
stiffness and reads ®/2(2K + 1). The three yellow systems,
which are initially parametrically stable, do not show any
increase in their variances. The three red systems, which are
initially above the instability band and cross it fully, evidence
the largest increase, in their variance but this increase occurs
later than for the three orange systems originally in the middle
of the instability band. It can be noted, however, that the
maximum variance weakly decreases with the stiffness K,
and that the quick oscillations in the variance are of greater
amplitude when K increases.

More precisely, in order to discuss the influence of the
stiffness K on the RM variance, let us consider the systems
with initial representative point given by the rightmost map in
Fig. 8. The initial configurations of these systems are similar
to those of the leftmost map except for lower stiffnesses.
The relevant RM variances oz(y) as a function of time are
plotted in Fig. 11 for two dissipations y and two temperatures
®. We have seen in the above discussion that the maximum
of the variance depends on the extent of the instability do-
main crossed by the representative point of the system as
its energy decreases. This extent is the same for the highest
initial energies (red squares), being equal to the width of the
instability band. The corresponding variances (top plots of

Fig. 11) evidence almost no variation with the stiffness of the
maximum variance. However, if we consider the three center
plots of Fig. 11, which are obtained with a five times greater
dissipation, we see that an increase of the stiffness by a factor
1.65 induces a decrease of the maximum of the variance by
two orders of magnitude.

Let us now consider the evolution of variance curves as a
function of time when we increase the temperature ®. To this
aim we may compare the top and bottom plots of Fig. 11 since
the only difference between the relevant systems is a temper-
ature 100 times greater for the bottom plots. Obviously, the
initial ballistic behavior and the asymptotic long time value of
the variance are proportional to ®. But the transient increase
of the variance is such that its maximum value of o2(y)
is independent of the temperature, as we observed for the
trapped configurations. This again suggests that the variance,
although of thermal origin, has a temporal variation driven
by two completely independent mechanisms, the thermal bath
and the parametric resonance.

C. Diffusion when the dimer crosses the jump area

In this section we discuss the last qualitatively different
configurations, that is, those that correspond to systems that
can enter a zone of jumps when their energy decreases. The
representative points of these configurations are shown in the
map of Fig. 12. Every dimer has an initial energy greater
than 4, and its stiffness is low enough for a jump regime to
take place when the parametric resonance conditions are met.
Nevertheless, the representative points have been chosen to
display significant differences between the initial conditions,
since three systems are in the jumping unstable zone from the
beginning of their motion while the others are initially in a
parametrically stable area.

The corresponding plots of the variances o>(x) and o>(y)
as a function of time are given in Fig. 13 and should be com-
pared to the variances displayed in Fig. 9. The most important
difference with systems that do not undergo jumping is that
the value of the maximum variance does not depend on the
distance anymore [in the parameters plane (K, Ey)] traveled
by the representative point of the system in the instability
band. The variances oz(y) of the systems with stiffness K3
all exhibit the same maximum value. Of course, the start of
variance growth occurs the sooner the system is closer to the
instability area, but the maxima are roughly the same.

Another striking feature of the variance plots is that they
do not reach the thermodynamic limit ®/2(2K + 1) for the
variances o'2(y), except for the highest stiffness K3. When the
stiffness decreases (stiffnesses K, and K;), the maximum of
the variance remains the same, but now the particles can be
eventually trapped in potential wells more than one spatial
period apart. The variance o%(y) for these metastable config-
urations is consistently higher than what should be expected
for particles in adjacent wells.

This is confirmed if we plot the mean energy of the dimer,
statistically averaged on 150 simulations, as a function of time
as done in Fig. 14. The thermodynamic limit is ®/2, but for
the lowest stiffnesses (K, and K) the system is in a metastable
state of (slightly) higher energy. Of course, a possible issue
could be a too short simulation time, but we think that the long
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FIG. 13. Plots of the variances o%(x) (top plots) and o2(y) (bottom plots) as a function of time, in logarithmic scales, for the initial
conditions displayed in Fig. 12, for ® = 7.0 x 1073 and y = 1.3 x 1073, The stiffnesses are K; = 0.0079, K, = 0.1979, and K3 = 0.3958, in
increasing order from left to right. The initial energies are Ey = 5.20 (yellow, light gray, solid line), E, = 6.58 (orange, medium gray, solid
line), and Ey = 8.00 (red, dark gray, solid line). The green dashed lines correspond to the diffusion of a single free particle, the cyan dashed
lines to the diffusion of a single particle in an harmonic well of frequency /2K + 1. The times 7; of Eq. (21) are indicated by dashed lines of
the same color as the relevant plot, the time 7 by a black dotted line.

time stationary behaviors observed in the plots of the CM and We can get further insight in the dynamics of the dimer
RM trajectories displayed in Fig. 15 and Fig. 16 evidence that if we plot some trajectories as a function of time for a given
we have indeed reached a (quasi) equilibrium state. temperature and a given dissipation. This is done in Fig. 15
1 1 1
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FIG. 14. Mean energy of the dimer as a function of time, in logarithmic scales, for ® = 7.0 x 107 and y = 1.3 x 1073. The stiffnesses
are K; = 0.0079, K, = 0.1979, and K3 = 0.3958, in increasing order from left to right. The initial energies are E; = 5.20 (yellow, light gray,
solid line), Ey = 6.58 (orange, medium gray, solid line), and E, = 8.00 (red, dark gray, solid line). The blue dashed line correspond to the
thermodynamic equilibrium.
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FIG. 16. Same as Fig. 15, but for the RM trajectories as a function of time (linear scales).
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for the CM trajectories. We see that at larger stiffnesses, the
final position of the CM is widely dispersed among potential
wells. This is consistent with the increase in the variances
o%(x) plotted in Fig. 13 that are seen at high stiffnesses. If
we consider trajectories of the RM, as shown in Fig. 16,
they exhibit a completely opposite behavior. In this latter
case, a large dispersion of the RM trajectories is observed at
small stiffnesses. This is consistent with the large long time
value of the variance o2(y) displayed in Fig. 13 and with the
metastable thermodynamic state evidenced by the statistically
averaged energy of the dimer in Fig. 14 (note that since all
potential wells are equivalent, this energy do not depends on
the equilibrium position of the CM).

These behaviors are fully consistent with the detailed anal-
ysis of the jumping regime undertaken in Ref. [33]. We have
shown that two distinct jumping regimes happen. At large
stiffness, the dimer is not deformed but the CM trajectory
is almost random, so that if we add dissipation the eventual
position of the CM is widely dispersed. At small stiffness, in
contrast, the dimer is very deformed, and the jumping regime
corresponds to configurations in which the dimer particles are
not in adjacent potential wells.

IV. CONCLUSION

In this study we have investigated the behaviors of the
variances of the translation mode and relative displacement
mode describing the dynamics of a dimer diffusing over a
commensurate underlying periodic potential. A particular fo-
cus has been put on the influence of the parametric resonance
of the relative motion induced by the center of mass motion
on the diffusion, and on its feedback on the center of mass
motion.

Because of the dissipation, the system loses its energy and
follows a trajectory of constant stiffness but decreasing energy
in the parameters plane (initial energy Ey, stiffness K), down
to the thermodynamic equilibrium. We have shown that the
evolution of variances is closely related to this trajectory.
According to the initial values (Ep, K) the dimer is either
parametrically stable at all time, or parametrically unstable
during part of its movement, when the relevant representative
point in the parameter plane crosses its instability domain.

When the dimer is initially unstable and out of a jump-
ing zone, the parametric resonance of the RM induces a

strong and transient increase of its variance. The amplitude of
the increase depends on the extent of the instability domain
crossed, and the larger the domain crossed, the greater the
variance increase. This transient decreases with the damping
coefficient. When the system leaves its parametric instability
zone, but the energy remains high, the CM and RM modes
diffuse as a particle in an anharmonic potential well. The
resulting variances exhibit an unusual enhancement with re-
spect to diffusion in a quadratic potential, which depends on
the energy of the system when it leaves the instability area
and is the greater the higher this energy. Eventually, at very
long time, all initial energy above the thermal energy is lost,
and both modes diffuse as effective particles in a quadratic
potential.

The situation differs when the system crosses the entire
area of instability including a jumping zone. In this case, the
evolution with time of variances differs considerably from
the previous one. New factors come into play, in particular
dimer deformations and potential elastic energy stored in
these deformations, in such a way that the system may stay
in a metastable configuration.

Such effects of the parametric resonance on the diffusion
of modes may be also observed on larger systems which
have many modes of vibration [38]. A forthcoming paper will
discuss our observations for a trimer in which two modes of
vibration may be excited by the translation mode and for a
large chain in which the small frequency distance between
modes allows new specific behaviors.

Last, let us note that some attempts of theoretical analysis
of these behaviors have been made. The theoretical analysis
of the diffusion of a particle whose dynamics obeys a linear
Mathieu equation in the presence of a Gaussian thermal noise
was made a few years ago [39-42]. It shows that the high-
time stationary value of the mean square displacement of the
particle position increases as the system approaches its zone of
instability and diverges on the instability boundary. However,
this model is valid only for a linear Mathieu equation with
a forcing amplitude and frequency considered constant in
time. Therefore the obtained variance is stationary. Our case
of autoparametric resonance is much more complex because
the equations describing the coupling between the modes are
nonlinear and because their characteristic parameters change
with time.
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