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State-resolved modeling of electronic excitation in weakly ionized oxygen mixtures
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Electronic excitation and ionization in oxygen-argon mixtures are analyzed using a three-temperature elec-
tronic state-resolved model and evaluated using recent experimental data from reflected shock experiments.
A detailed description of the model formulation and parameter selection is provided. Excellent agreement is
obtained between model predictions and experimental measurements of O2 number density during dissociation in
mixtures of 2%–5% O2 dilute in argon. Next, electron number density measurements are leveraged to infer a rate
constant for the heavy particle impact excitation of argon, facilitating improved modeling of net ionization and a
clearer understanding of the electronic excitation kinetics of oxygen. The electronic state-resolved model is then
assessed using measured data for three electronic states of atomic oxygen. The model successfully reproduces the
multistage behavior observed in the measured time histories and yields new insights into the multistage behavior
that revises previous interpretations. For several experiments, the modeling choices involved in the calculation of
escape factors significantly influence the predicted time histories. A global sensitivity analysis considering nearly
300 parameters is then conducted to identify which model parameters most sensitively influence the predicted
excited state populations. Excitation of the measured states from the metastable levels and collisional excitation
between the three measured states are important across all conditions. The excited state populations demonstrate
complex sensitivities involving a large number of collisional and radiative processes, highlighting the importance
of adopting a detailed modeling approach when interpreting excited state measurements.
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I. INTRODUCTION

During atmospheric reentry, a strong bow shock is formed
in front of the spacecraft that compresses and heats the
freestream flow, initiating complex physicochemical pro-
cesses in the gas surrounding the vehicle. A key complexity
of these hypersonic flows is that the timescales of internal
mode excitation, chemical reactions, and flow advection are
all similar, meaning that the flow is in a thermochemical
nonequilibrium state. Accurate modeling of this nonequilib-
rium behavior is required for predictions of radiative [1] and
convective [2] heat flux, radio communications blackout [3],
and vehicle radiative signatures [4].

Nonequilibrium thermochemistry is most commonly mod-
eled in vehicle-scale computational fluid dynamic (CFD)
calculations using a multitemperature model [5]. This type
of model is based on the framework of mode approxi-
mation, where separate energy conservation equations are
solved to account for nonequilibrium between different en-
ergy modes of the gas. Within the mode approximation, the
distribution of particle internal energies—rotational, vibra-
tional, electronic—is assumed to follow Boltzmann statistics.
However, the true energy distribution function is generally
non-Boltzmann, and this distinction affects the rates of dis-
sociation, ionization, and thermal relaxation, which, in turn,
affect engineering quantities of interest like heating.
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State-resolved modeling provides a more accurate alterna-
tive to multitemperature models by removing the assumption
of a Boltzmann distribution and directly resolving the pop-
ulations of individual internal energy levels. Significant
advancements in the understanding of molecular vibrational
relaxation and dissociation have been enabled by state-
resolved models that use rate coefficients determined from
scattering calculations on ab initio potential energy surfaces
[6]. State-resolved modeling of electronic excitation and ion-
ization is comparatively less mature since it is far more
difficult to determine the necessary rate coefficients using
ab initio techniques, particularly for collisions involving two
heavy particles. As a result, experimental measurements play
an essential role in not only the validation of electronic state-
resolved models but also their development.

The nonequilibrium electronic excitation of atomic oxygen
is of particular interest since atomic radiation is a major con-
tributor to vehicle heating during high-speed Earth entry. In
addition, it has recently been shown that all of the dominant
associative ionization reactions in hypersonic air flows oc-
cur primarily through the interaction of electronically excited
atoms [7]. Thus, atomic electronic excitation is an essential
precursor to the formation of free electrons behind strong
shock waves in air.

The current study is motivated by recent measurements
of electronically excited oxygen atoms in shock tube exper-
iments [8–11] that provide a unique and valuable opportunity
to study the excitation and ionization kinetics of highly
excited oxygen atoms. The experiments have previously
been studied using simplified electronic state-resolved mod-
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FIG. 1. Grotrian diagram of O I with absorption transitions lever-
aged for number density measurements marked with orange upward
arrows. Wavelengths of the illustrated transitions are given in nm.

els; however, these models lacked the necessary fidelity to
fully describe the system behavior. In this paper, the ex-
periments are studied using a detailed state-resolved, or
collisional-radiative (CR), model that is developed following
a comprehensive review of the rate parameters available to
model each process. The developed model enables an in-depth
study of the observed excitation dynamics, improving upon
the current understanding of excited state oxygen kinetics and
informing the interpretation of future excited state measure-
ments.

The probed states are the fourth, fifth, and sixth excited
levels of atomic oxygen, seen in Fig. 1 with orange arrows
indicating the wavelength of laser radiation used to measure
their populations. These states are radiatively and collisionally
coupled to a large number of other electronic levels at both
higher and lower energies. Because the states are close to
the continuum, they are also strongly affected by ionization
processes. Due to the large number of transitions involving
the measured states, it is not intuitively obvious which ones
are the most important to predictions of the measured states.
To address this, a large-scale sensitivity analysis involving
several hundred rate parameters is performed to isolate which
processes most strongly influence the populations in the mea-
sured states.

The paper begins with a description of the shock tube
flow modeling approach, followed by a thorough discussion
of the developed collisional-radiative model. Next, the model
is assessed and refined using measurements from shock tube
experiments that probe the number densities of O2, electrons,
and three different atomic oxygen electronic states. The sensi-
tivity analysis methodology and results are then presented and
discussed, followed by a summary and conclusion.

II. GOVERNING EQUATIONS

All of the analyzed experiments are performed in pressure-
driven shock tube facilities behind reflected shocks. A

FIG. 2. Space-time diagram of the reflected shock experiments
being analyzed. Regions are labeled using numbers, and dominant
wave systems are labeled using colored lines.

space-time diagram of the reflected shock wave system is
shown in Fig. 2. Numbers are included to denote the various
Regions that are separated by the waves emanating from the
diaphragm rupture at the origin of the x-t diagram. One ad-
vantage of reflected shock experiments is that the stagnation
of the test gas in Region 5 enables increased time resolution
compared to incident shock experiments where the gas is typ-
ically advecting downstream at several kilometers per second.
The experimental measurements of excited oxygen atoms,
collectively referred to as O*, were performed in test gas
mixtures of 99% argon and 1% O2. Argon dilution allows for
higher temperatures to be maintained throughout the test time
without significant energy loss to dissociation or vibrational
excitation.

The shock tube experiments are simulated via spatial inte-
gration of the one-dimensional steady Euler equations given
in Eq. (1) in the reference frame of the reflected shock

d

dx

⎡
⎢⎢⎢⎢⎣

ρpu
ρu2 + P

ρu(h + 1
2 u2)

ρuevib

ρueeex

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

mpωp

Sm,dP

−Qrad + ρSh,dP

Svib

Seex

⎤
⎥⎥⎥⎥⎦, (1)

where x is the distance downstream of the shock, u is the
flow velocity in the reflected shock reference frame, ρp is the
density of pseudospecies p, mp is the mass of a particle of
pseudospecies p, P is the pressure, ρ is the total mass den-
sity, h is the specific enthalpy, evib is the specific vibrational
energy, and eeex is the specific electron-electronic energy. A
pseudospecies is a general class of particles that evolves via
its own continuity equation; pseudospecies in the current work
encompass both species and individually resolved electronic
states. The pseudospecies in the present model include the
individual electronic states of O2, O, Ar, and Ar+, as well
as the species O+, O+

2 , and e−. The specific electronic states
being considered are specified in Sec. III A. The source terms
are given on the right-hand side of Eq. (1) and include ωp, the
pseudospecies source term, Qrad, the rate of radiative energy
loss, Sm,dP and Sh,dP, the momentum and energy source terms
due to nonideal pressure rise, Svib, the vibrational energy
source term, and Seex, the electron-electronic energy source
term.
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The vibrational energy, evib, is calculated using the Boltz-
mann fractions evaluated at Tvib for each vibrational state.
Electron-electronic energy, eeex, is the sum of the free elec-
tron energy given by ee = nekBTeex and the energy of the
bound electronic states that are not explicitly tracked in the
collisional-radiative model. For the present model, this in-
cludes the electronic states of O+

2 and O+, which are assumed
to be Boltzmann populated at Teex. The electronic energy,
eex, which refers to the energy of the individually tracked
electronic states, is directly calculated using the populations
of each electronic state.

Endothermic processes in the gas behind a reflected shock
can lead to significant deceleration of the reflected shock
due to the density increases and cooling of the gas [12]. In
the experiments analyzed in the present study, the test gas
is 1% oxygen in argon. Dilution in argon is performed to
minimize the test gas temperature and density changes caused
by endothermic vibrational relaxation and dissociation of the
O2. Because the density change is negligible in the analyzed
experiments, shock deceleration may be reasonably neglected
and the initial condition of the test gas at the measurement lo-
cation can be approximated using the reflected shock velocity
that is calculated from the measured incident shock velocity
and the no penetration boundary condition at the end wall.

A source term, Sm,dP, is introduced to the right-hand side
of the momentum equation to ensure that pressure in Region
5 remains constant, a condition which is expected in the limit
of weak Region 2 flow gradients [13] like those of the an-
alyzed experiments. The momentum equation is reduced to
dP/dx = 0 by setting the momentum source term to Sm,dP =
ρu(du/dx) as derived by Baluckram et al. [14].

In real reflected shock experiments, the pressure often in-
creases linearly throughout the test time. To incorporate a
nonideal pressure rise in the momentum equation, a second
term is added to the momentum source term that imposes the
desired pressure behavior,

Sm,dP = d

dx

(
ρu2

) + 1

u

(
dP

dt

)
meas.

, (2)

where the factor of 1/u accounts for the transformation of
spatial to temporal coordinates dx = udt and ( dP

dt )meas. is the
measured nonideal pressure rise. Note that Sm,dP, as defined
in Eq. (2), reduces the momentum conservation equation to
dP/dx = 1/u(dP/dt )meas..

Due to the fast timescales of the experiment, pressure
changes are modeled as isentropic compression as in [12,15].
Energy addition due to nonideal pressure rises is therefore
given by dh = νdP, where ν = 1/ρ is the specific volume.
The resulting energy source term due to nonideal pressure
rise, Sh,dP, is

Sh,dP =
(

dP

dt

)
meas.

. (3)

A. Energy mode coupling

Four pools of energy are considered in the present model:
heavy particle translational-rotational, vibrational, electron-
electronic, and the electronic energy of the individually
resolved electronic states. The electronic energy is handled

TABLE I. Selected vibrational-translational relaxation time, τvt ,
expressions for O2.

Collider Pτvt,s (atm-s) Ref.

Ar 4.7×10−15 exp
(

200

T 1/3
tr

) T 5/6
tr

1−exp(− 2240
Ttr

)
[15]

O2 8.4×10−15 exp
(

170

T 1/3
tr

) T 5/6
tr

1−exp(− 2240
Ttr

)
[15]

O 1.85×10−8 exp(2.08×10−5Ttr ) [19]a

aThe Millikan and White correlation [20] is used for temperatures
below 3000 K [21].

via a system of master equations and its treatment is described
in Sec. III. Vibrational and electron-electronic energies are
modeled using the mode approximation discussed in Sec. I
and evolve through the solution of their own conservation
equations that are detailed in this section.

1. Vibrational energy

Vibrational energy evolves through relaxation with the
heavy particle and free electron translational modes and
through chemical reactions:

ρu
devib

dx
= Svib = −Sev + Svt + Svc. (4)

Electron-vibrational relaxation, Sev , is modeled using the
Bethe-Teller equation [16],

Sev =
∑
s∈M

ns
εvib,s − εe

vib,s

τev,s
, (5)

where M is the set of molecular species and τev,s is the
electron-vibrational relaxation time modeled using the expres-
sion from Laporta et al. [17]. The average vibrational energy
per particle of a species s is εvib,s, and εe

vib,s is the average
vibrational energy per particle of s evaluated at Teex.

The source term for vibrational-translational relaxation,
Svt , is also calculated using the Bethe-Teller equation,

Svt =
∑
s∈M

ns
εh
vib,s − εvib,s

τvt
, (6)

with the mixture averaged vibrational relaxation time, τvt ,
calculated following Gnoffo et al. [18] with the collider-
specific vibrational relaxation times given in Table I. There are
several vibrational-translational relaxation times available for
the interactions of the different species considered here [14].
Experimentally derived relaxation times are used for O2-O2

and O2-Ar relaxation [15], while O2-O relaxation is modeled
using the relaxation time of Grover et al. [19].

Vibrational relaxation is strongly affected by the choice
of vibration-dissociation coupling model for the dissociation
of O2. In several of the analyzed experiments, the vibra-
tional temperature remains suppressed below Ttr for the entire
test time. This vibrational nonequilibrium affects the rate of
dissociation, which must be modeled accurately to enable
meaningful comparisons with the excited state data. Based on
recent experimental and computational studies of O2 dissoci-
ation [12,15,22], the modified Marrone and Treanor (MMT)
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TABLE II. Cross sections for electron-neutral collision cross section used in Eq. (9) and the temperatures over which they have been fit.

Species, s σe,s (10−20 m2) Temperature (K) Ref.

Ar 0.08156[ln(Teex )]3 − 1.166[ln(Teex )]2 + 3.678[ln(Teex )] + 4.055 300–40 000 K Fit to [28]
O −0.01011[ln(Teex )]3 + 0.2431[ln(Teex )]2 − 1.260[ln(Teex )] + 2.142 300–50 000 K Fit to [29]
O2 2 + (6×10−4)Teex 5000–15 000 K [18]

model with variable non-Boltzmann (VNB) correction is used
to model the vibration-dissociation coupling in O2-O2, O2-O,
and O2-Ar collisions using the rate coefficients and MMT
model parameters from [6,15]. Extension of the MMT-VNB
model for excited state dissociation is discussed in Sec. III B 3.
For nondissociation reactions, molecular species are assumed
to be created and destroyed at the average energy of that
species [23]. This applies to associative ionization, charge
exchange, and electronic excitation exchange reactions. The
resulting expression for the vibrational energy change due to
chemical reactions, Svc, is

Svc =
∑
s∈M

nex∑
i

nr∑
r

〈εvib〉rω
r
s(i), (7)

where nex is the number of excited states of a molecular
species s and nr is the number of chemical reactions. The
source term for a species s in electronic state i due to reaction
r is ωr

s(i). The average vibrational energy of the s(i) molecules
created or destroyed in a reaction r is 〈εvib〉r .

2. Electron-electronic energy

The electron-electronic energy evolves through relaxation
with the other energy modes, chemical reactions, and radiative
emission. Unlike the vibrational mode, the electron-electronic
energy mode is influenced by radiative processes, electronic
excitation, and ionization. Exchanges between the electron-
electronic energy mode and the energy of the individually
resolved electronic states is mediated by electron impact ex-
citation (Se−cie) and ionization (Se−cii) source terms, while
radiative losses are captured in the free-bound (S f br) and
free-free (S f f r) radiative emission source terms. Changes to
the electron-electronic energy during chemical reactions are
accounted for in the Sec source term:

ρu
deeex

dx
= Seex

= Set + Sev + Se−cie + Se−cii − S f br − S f f r + Sec.

(8)

The relaxation term between electron and translational-
rotational energy, Set , is given as

Set = 3

2
kB(Ttr − Teex )

√
8kBTeex

πme

∑
s∈H

2me

ms
nensσe,s(1 + gr,s),

(9)

where σe,s is the momentum-transfer cross section for
electron-heavy particle collisions [24], and gr,s is the rota-
tional loss factor used in [25]. The values of gr,O2 and gr,O+

2

are set to 10.0, a value first used in [26] for N2 and later used
for O2 by [27] based on the similar rotational excitation cross
sections of the two species. Rotational loss factors are zero for

the atomic species. Momentum transfer cross sections for Ar
and O collisions with electrons are taken from the B-Spline
R-Matrix (BSRM) calculations presented in [28] and [29].
The momentum transfer cross sections that were calculated
in both studies are in close agreement with previous experi-
mental cross-sectional measurements. Equation (9) requires a
cross section that is a function of temperature, not collision
energy, so the energy-dependent cross sections are averaged
over a Maxwellian electron energy distribution function at
Teex following [30] to arrive at the temperature-dependent
expressions in Table II. For argon, the BSRM momentum
transfer cross section is for the ground state, while for oxygen,
the cross sections are reported for the 3P, 1D, and 1S states.
The state-specific oxygen cross sections are summed using the
Boltzmann fraction in each state at Teex to compute σe,O.

Electron-ion cross sections are treated using the Debye
cutoff approximation, which leads to Eq. (10) from [31] with
the factor of 4/3 implemented by [32]

σe,s = 4

3

4.39×10−10

T 2
eex

ln

(
1.24×107T 1.5

eex√
ne

)
[m2]. (10)

Relaxation between the free electrons and the individually
resolved electronic states in Eq. (8) are mediated by Se-cie

and Se-cii, which represent the electron energy change due to
collisionally induced electronic excitation and ionization by
electron impact. The expressions for Se-cie and Se-cii have been
reported by several authors including Jo et al. [1] and Aiken
[33].

The electron translational energy decreases over time due
to free-bound and free-free, or bremsstrahlung, emission. The
gas is assumed to be optically thin to free-free emission,
and emission due to radiative and dielectronic recombination
to the ground state of argon is assumed to be completely
self-absorbed due to the high concentration of ground-state
argon atoms. Radiation from free-bound radiative transitions
to excited state argon atoms is assumed to completely escape
the gas based on the low concentration of excited argon atoms
[24,34]. All free-bound emission involving recombination of
an O+ atom is also assumed to escape the gas completely [35].
Electron-electronic energy source terms due to free-bound
source terms are elaborated in [33] and free-free radiative
losses are modeled using the expressions from [9,24].

The final term in the electron translational energy equa-
tion is Sec, the source term due to chemical reactions defined
in Eq. (11),

Sec =
∑

s∈HB

ωsεeex,s + ωAI
e εeex,e

+
∑
s∈M

nex∑
i

ωdiss,e
s(i) (D0,s(i) − εrot,s(i) − εvib,s(i) ), (11)
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TABLE III. Species and excited states considered in the present model.

Species Electronic states Ref.

O2 X 3	−
g , a 1
g , b 1	+

g , c 1	−
u , A′ 3
u , A 3	+

u , B 3	−
u –

O 3PJ , 1D2 , 1S0 , 5S◦ , 3S◦,...(40 levels) [35]

Ar 1S0 , 2[3/2]◦2, 2[3/2]◦1, 2[1/2]◦0, 2[1/2]◦0,...(31 levels) [24]

O+ 4S3/2, 2D◦, 2P◦, 4P, 2D –

O+
2 X 2�g, a 4�u, A 2�u, b’4�g, b 4	−

g –

Ar+ 3P◦
3/2 , 2P◦

1/2 [24]
e− – –

where HB is the set of heavy species with electronic states
that are assumed to follow a Boltzmann distribution at the
electron-electronic temperature, ωAI

e is the source term for
electrons due to associative ionization and ωdiss,e

s(i) is the source
term for s(i) molecules due to electron impact dissociation.
Species in HB are assumed to be created or destroyed at
the average electron-electronic energy of that species, εeex,s.
For electron impact dissociation, molecules are assumed to
be created or destroyed at the average rotational and vibra-
tional energy. The average loss of electron translational energy
during dissociation of a molecule s(i) is thus the difference
between the dissociation energy of the s(i) molecule, D0,s(i),
and the average rovibrational energy of an s(i) molecule,
εrot,s(i) + εvib,s(i).

III. COLLISIONAL-RADIATIVE MODEL

A. Atomic and molecular model

The developed collisional-radiative model is designed for
studying shock tube experiments in O2-Ar mixtures from
5000 to 14 000 K and at pressures ranging from 0.15 to 1 atm.
Dissociation and ionization are significant under these condi-
tions, motivating consideration of the seven species listed in
Table III.

The six electronic states of O2 below the O2(X) dissocia-
tion limit are considered, along with the O2(B 3	−

u ) state that
is involved in the Schumann-Runge system. The state group-
ing scheme for atomic oxygen was originally implemented
by Bourdon et al. [35] and has also been used in [36,37].
The state grouping scheme enables accurate predictions of
the net ionization and recombination rates, which require the
resolution of electronic states close to the ionization limit. The
excited states of the molecular and atomic oxygen ions listed
in Table III are assumed to be Boltzmann populated at Teex;
i.e., HB = {O+, O+

2 }.
The state model from Kapper and Cambier [24] is imple-

mented for the electronic states of atomic argon and includes
the first 31 states of Ar, ungrouped, and neglects all higher
excited states. Excited states of the argon atom can have one
of two core configuration quantum numbers, jc, equal to either
3/2 or 1/2. It is assumed that the argon atom in a given
electronic level is ionized to the Ar+ excited state with the
same jc following [24,34]. Two excited states of Ar+ must be
considered to incorporate this effect.

Table III represents 83 pseudospecies conservation equa-
tions that are considered in the collisional-radiative model.
The considered species and their excited states interact

through a wide variety of collisional and radiative elementary
processes that are described in Secs. III B and III C, respec-
tively.

B. Collisional processes

Collisional processes can be mediated by a heavy particle
or electron and include collision-induced excitation (CIE),
collision-induced ionization (CII), and chemical reactions.

1. Electron-induced processes

Electrons dominate the excitation kinetics when their num-
ber density and average translational energy are sufficiently
high, as is the case in many hypersonic flows at velocities
exceeding those of Earth orbit. As a result, electron impact
excitation and ionization (E-CIE and E-CII) have been stud-
ied extensively in previous works [35,38,39], and several
complete data sets of electron impact cross sections exist
for air species and argon [28,29,40–42]. Experimental cross-
sectional measurements have been performed at a wide variety
of collision energies for excitation and ionization involv-
ing select states of Ar and O; however, the measurement
uncertainties are often large, complicating the validation of
computational predictions [43].

In the present model, the cross sections calculated in [28]
and [29] are integrated over a Maxwellian electron energy dis-
tribution, and the resulting rate coefficients are implemented.
These data cover the electron impact excitation transitions
involving the lowest 19 states of Ar and the lowest 11 states
of O. Electron impact transition rates involving higher atomic
levels are approximated using the fit to the Drawin [44] cross
section presented in [37]. The E-CIE of O2 is treated using
the cross sections collected by Park [42], integrated over a
Maxwellian electron energy distribution. Annaloro and Bul-
tel’s analytical rate expression is used for the remaining E-CIE
transitions in O2 [45]. The excitation rate coefficient between
the two fine-structure levels of Ar+ is calculated using the
cross sections published by Kwon and Cho [46].

Electron impact ionization rate coefficients for the
metastable states of atomic oxygen are calculated using the
Arrhenius forms presented in [36], and the ionization rate
coefficients for ground-state argon are calculated using the
cross sections published by [28]. Ionization rate coefficients
for the higher electronic states of O are approximated using
the rate expression given in [25]. Electron impact ionization
rate coefficients for the excited states of Ar are calculated
using the cross-sectional formula and associated parameters
from Deutsch et al. [47,48]. The rate coefficient expressions
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TABLE IV. Selected rate coefficients for heavy particle impact excitation. The symbol M indicates the colliding heavy particle.

Species i j M Type T (K) or ε (eV) Ref.

O 1 2 O σ (ε) 2–10 eV [49,50]
1 2 Ar kQ 195–673 K [51]
1 2 O2 kQ 195–673 K [51–53]

1–2a 3 O k(T ) – [54,55]
1–2 3 Ar kQ 298 K [56]
2b 3 O2 kQ 255–375 K [52]
4 5 Ar σ (ε) 0–8 eV [57]
6 7 Ar kQ 298 K [58]
6 7 O2 kQ 298 K [59]

Remaining k(T ) – [54]
Ar 1 { j | A1 j > 0} All k(T ) 10 000–11 200 K Present work

2–4 3-5 All k(T ) – [24,34]
{(i, j) | Ai j > 0} All k(T ) – [60]

10 11 Ar kQ 298 K [61]
7 8 Ar kQ 298 K [61]

Remaining k(T ) – [54]
O2 1 2 O kQ 700–1700 K [62]

1 2 O2 kQ 100–450 K [63]
1 2 Ar kQ 298 K [64]
1 3 O2 kQ 300–800 K [65]
1 3 Ar kQ kQ = kQ,O2(a)+Ar [64,66]
2c 3 O kQ 700–1700 K [62]
2 3 O2 kQ 650–1650 K [67,68]
2 3 O2 kQ 298 Kc [66]
2 3 Ar kQ 298 K [69,70]

2, 3 4 Ar kQ 298 K [66,71]
3 4, 5, 6 O, O2 kQ 298 K [66]
3 5, 6 Ar kQ kQ = kQ,O2(c)+Ar [66,71]

Remaining k(T ) – [54]

aExcitation of O(3P → 1S) and O(1D → 1S) by O(3P) are treated using Lemal’s analytical formula instead of quenching rates because
O(1S) + O(3P) leads to O(1D) + O(1D) [55].
b1 → 3 is neglected since the product channel for O(1S) + O2(X) leads to O(3P) + O2(A,a,c) [52,72].
cVolynets et al. [62] did not report a definite product channel for the quenching of O2(b), but [70] found that most quenching partners de-excite
O2(b) to form O2(a), and not O2(X).
dPark [66] assumes a constant value of σ (ε) for optically forbidden transitions when extrapolating room temperature quenching data.

published by Teulet et al. [41] are applied for the ionization
of O2 excited states by electron impact. The selected rate
coefficients for dissociative recombination and dissociation by
electron impact are discussed in Sec. III B 3.

2. Heavy-particle-induced processes

Heavy particle impact excitation (HP-CIE) and ionization
(HP-CII) have received considerably less attention than the
corresponding processes involving electrons, particularly at
the high temperatures relevant to hypersonic flows. Table IV
presents an overview of the HP-CIE rate constants and cross
sections implemented into the model and the temperature or
energy range over which they were measured, calculated, or
inferred.

A small number of computational studies of HP-CIE or
quenching have been performed for the species considered
here, most of which are concerned with comparisons to ex-
perimental quenching rate coefficients at low temperature
[73–75]. One exception is the excitation of O(3P → 1D)
via collisions with O(3P), studied in [49] and [50] using

one-dimensional quantum scattering calculations for collision
energies, ε, from threshold to 10 eV. Another exception is the
cross-sectional calculation for O(3P) + O(3P) → O(1D) +
O(1D) in [76].

Experimental cross sections of HP-CIE are also very
scarce. To the authors’ knowledge, the only published experi-
mental cross sections for HP-CIE of atomic oxygen are given
in [77] for excitation between the 5S◦ and 3S◦ states under im-
pact by O2, N2, Ar, and Xe. The cross sections for excitation
by collision with O2 and Ar are integrated to obtain the rate
constants that are implemented into the model. Rate constant
expressions derived from the results of the aforementioned
computational and experimental studies are given in Table V.

Many other relevant HP-CIE transitions have been studied
in the vast literature devoted to determining rate coefficients
for quenching, the reverse of HP-CIE; however, the rate
constants are typically measured at room temperature. If a
temperature dependence is determined, it is typically valid
only below 1000 K [53]. Where available, quenching rates for
O and O2 are implemented into the present model. Table IV
provides the temperature or range of temperatures at which
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TABLE V. Arrhenius parameters for integrated theoretical and experimental cross sections [k = AT n exp(−θ/T )].

Reaction A (m3/s) n θ (K) Ref.

O(3P) + O(3P) → O(3P) + O(1D) 1.37×10−19 0.4546 21 506 [50]
O(3P) + O(3P) → O(1D) + O(1D) 6.10×10−18 0.0158 46 044 [76]
O(5S◦) + O2(X ) → O(3So) + O2(a)a 3.32×10−18 0.0219 16 009 [77]
O(5S◦) + Ar → O(3So) + Ar 3.12×10−19 0.0448 9412 [77]

aProduct assumed to be O2(a) based on the observed threshold energy.

each rate coefficient was determined. For the rate coefficients
measured at 298 K that have no published temperature de-
pendence, the rate coefficient is extrapolated by assuming that
the cross section is constant with respect to collision energy.
This results in quenching rate coefficients, kQ, of the form

kQ(T ) = kQ,298K ×
√

T
298K ; this extrapolation technique has

also been applied in [66,78].
Most of the implemented rate coefficients for the HP-

CIE of O2 are taken from the review by Park [66], or from
quenching rate coefficients collected by Capitelli et al. [52].
However, more recent data for the excitation of O2(X → a)
and O2(a → b) in collisions with O(3P) are taken from the
recent quenching experiments in [62] that probed tempera-
tures up to 1700 K. Excitation occurs more rapidly using
the newly determined rate coefficients, in comparison to the
rate coefficients extrapolated from room temperature that are
reported by Park.

Rate coefficients have been published only for electronic
transitions in heavy particle collisions for the ground and
metastable electronic states of O2 and O. Calculating the exci-
tation or quenching rate coefficients of higher-lying electronic
states is often intractable due to the rapid increase of state
density with energy. Experimentally, it is difficult to produce
stable and long-lived populations of high-lying electronic
states, many of which have very short radiative lifetimes. In
the cases where removal rates have been measured, isolating
product channels proves challenging due to the large number
of energetically accessible removal pathways. For this rea-
son, the majority of published removal rates for metastable
argon are not implemented, with the exception of several from
Sadeghi et al. [61] where the products are specified.

For the transitions where rate coefficient data are unavail-
able, several theoretical expressions are available to approx-
imate the necessary HP-CIE rate constants [32,36,45,60].
These models offer convenient closed-form expressions for
excitation rate constants between any two states; however, the
rate coefficients predicted by the various models are spread
across four orders of magnitude [1,54]. For the transitions
of O2 and O where no data are available, the cross-sectional
expression from Park [32], given in Eq. (12), is adopted with
the value of σ0 = 1.21×10−24 m2 based on findings from
Lemal et al. [54]:

σ
hp−cie
s(i, j)+M (ε) = σ0

(
ln(ε/εi j )

ε/εi j

)
. (12)

Several research groups studying argon ionization behind
strong shock waves have inferred rate coefficients for excita-
tion from Ar(1S) to the higher radiatively coupled levels. The
cross-sectional scale factors inferred over the years have been

tabulated in [24] and are scattered across nearly two orders of
magnitude. In the present work, the rate coefficients for these
transitions are determined by scaling the rate coefficients
used by Kapper and Cambier [24] to match measurements
of electron number density in 1% mixtures of O2 dilute in
argon. Excitation rates involving the 4s states of argon are
modeled using the rate coefficients from Kapper and Cambier,
and Drawin’s formula is used for HP-CIE between pairs of
radiatively coupled excited states of argon [24,34]. For the
HP-CIE between excited states of argon that are not radia-
tively coupled, the logarithmic cross section suggested by [54]
is implemented.

Experimentally measured cross sections for ionization in
the impact of two ground-state argon atoms are implemented
from [79]. Heavy particle impact ionization of the excited lev-
els of argon is modeled using the expression from Drawin and
Emard [60]. Heavy particle impact ionization of O and O2 is
modeled using the rate coefficient expression from Annaloro
and Bultel [45],

khp−cii
s(i, j)+M =

√
8kbTtr

πμ
σ0a1

(−εi j

kBTtr

)a2

exp

(−εi j

kBTtr

)
, (13)

where a1 = 0.39534, a2 = 0.3546, and μ is the reduced mass
of the colliding particles. The scale factor, σ0, is set to
1.21×10−24 m2 instead of Annaloro and Bultel’s suggested
10−20 m2 based on the findings by Lemal et al. [54] for
the appropriate magnitude of HP-CIE reactions in postshock
flows.

3. Chemical reactions

Chemical processes included in the model are molecular
dissociation, electronic excitation exchange and energy pool-
ing, associative ionization, and charge exchange. The rate
coefficients published by Chaudhry et al. [80] are used for the
dissociation of O2(X) in collisions with O2 and O, and those
from Kim and Boyd [81] are used for the dissociation of the
ground and first two excited states of O2 in collisions with
argon.

The rate coefficients from Kim and Boyd are for dissocia-
tion during the quasi-steady-state (QSS) period, a temporarily
stable nonequilibrium state where dissociation and vibrational
relaxation are balanced. Much of the dissociation behind
strong shock waves occurs during the QSS phase [6], so
the application of QSS rate constants in the present analyses
is well justified. During QSS, the vibrational states closest
to the dissociation limit are underpopulated with respect to
a Boltzmann distribution at Tvib because the dissociation of
these high-energy states occurs faster than vibrational excita-
tion can repopulate them. As a result, the QSS dissociation
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TABLE VI. O2-Ar dissociation rate coefficient parameters [kd =
AT n exp(−Td/T )].

Electronic state A (m3/s) n Td (K)

X 3	−
g 4.43×10−14 −0.344 60 850

a 1
g 2.50×10−14 −0.314 49 515
b 1	+

g 2.99×10−14 −0.333 41 892
c 1	−

g 3.21×10−14 −0.330 11 884
A′ 3
u 3.21×10−14 −0.330 10 014
A 3	+

u 3.21×10−14 −0.330 9021
B 3	−

u 3.21×10−14 −0.330 11 208a

aDissociates to O(3P) + O(1D).

rate coefficient is lower than that for Boltzmann-populated
vibrational states at Tvib.

In the modified Marrone and Treanor model, the reduction
of the dissociation rate at QSS is approximated by scaling
the equilibrium dissociation rate constant by 0.5 [80]. Be-
cause the MMT model assumes that the inputted dissociation
rate constant expressions are those valid for a Boltzmann
vibrational-state distribution, the Kim and Boyd [81] rate con-
stants for O2+Ar dissociation are scaled by 2 to ensure that
the desired rate constants are recovered at QSS. The MMT
model constants U ∗ and aU are set to 1/3 of Td and zero,
respectively, for O2 dissociation with argon.

The rate coefficients for the dissociation of the Herzberg
O2 electronic states with argon are approximated by taking
the geometric mean of the preexponential factors and the
arithmetic mean of the temperature exponents for the O2(i=X,
a, b)+Ar dissociation rate constants. The electronic state-
specific dissociation rate coefficients for O2-Ar are given in
Table VI.

A common approximation of excited state dissociation
rate constants is to take the Arrhenius expression for the
ground-state dissociation rate and change only the threshold
to match the dissociation energy of the excited state while
keeping the pre-exponential factor and temperature exponent
unchanged. Using the O2-Ar dissociation rate constants with
O2(X), O2(a), and O2(b), that approximation can be assessed.
It is found that, over the range of 5000 K to 15 000 K, the
dissociation rate constant for O2(a) and O2(b) with Ar is
73%–75% of what is predicted by merely changing Td from
the O2(X) rate expression. As a result, the pre-exponential
factors, A, on the O2(X)+O and O2(X)+O2 dissociation rate
constant expressions are scaled by 0.75 to approximate the
excited state dissociation rate constants in Table VII.

Electron impact dissociation rate coefficients for O2 are
implemented from Park [42] and Teulet et al. [41]. The

TABLE VIII. Arrhenius rate parameters for the AI to form
O+

2 (X 2	+
g ) [k = AT n exp(−θ/T )].

Reactant channel A (m3/s) n θ (K)

O(3P) + O(3P) 8.529×10−23 1.00 77 170
O(3P) + O(1D) 1.621×10−21 1.00 57 907
O(1D) + O(1D) 9.472×10−22 1.00 35 045

associative ionization to form O+
2 is modeled using the

cross-sectional expressions in [82]. Rate coefficient param-
eters for the three associative ionization channels are given
in Table VIII.

Charge exchange rate coefficients are taken from [5] for O+
2+ O and [83] for charge exchanges from Ar+ to O and O2.

Excitation exchange and energy pooling reaction rates from
Starik et al. [83] and Kossyi et al. [72] are implemented as
well. Electronic excitation and energy pooling reaction cross
sections are assumed to be constant when no temperature
dependence for the rate coefficient is given, resulting in the
same

√
T scaling used to extrapolate quenching rates to the

temperature range of interest. All equilibrium constants are
determined using detailed balance [84,85].

C. Radiative processes

Molecular radiation from the Schumann-Runge band is
included using the vibrational state-specific Einstein coef-
ficients from [86]. For atomic oxygen and argon, all lines
from the NIST database that involve the modeled states are
included [87]. When the upper state for a given line is within
a grouped state, the Einstein A coefficient is scaled by the ratio
of the upper state electronic degeneracy to the total electronic
degeneracy of its grouped state. This procedure is appropriate
for the present model since all states in a given group are close
in energy to one another. A total of 119 lines for O and 102
for Ar are considered.

Free-bound transition rates are implemented for atomic
oxygen following Bourdon et al. [35], while the rates for
argon are taken from Kapper and Cambier [24]. The medium
is assumed to be optically thin to emission from radiative and
dielectronic recombination to atomic oxygen and to excited
state argon. Escape factors are calculated using Holstein’s
formula for an infinite slab [88,89], where the length scale is
taken to be either 1.0 cm, the approximate length scale of flow
gradients in the shock tube [90,91], or 15.24 cm, the diameter
of the shock tube [8]. As a default, the self-absorption length
scale, Lrad, is set to 1.0 cm. The effects of this choice on

TABLE VII. O2-O2 and O2-O dissociation rate coefficient parameters [kd = AT n exp(−Td/T )]. The dissociation temperature of each state,
Td,i, is given in Table VI.

Interacting particles A (m3/s) n Td (K) aU U∗ (K)

O2(X 3	−
g ) + O2 6.1327×10−12 −0.7695 60 540 0.3965 57 343

O2(i > 1) + O2 4.5995×10−12 −0.7695 Td,i 0 Td,i/3
O2(X 3	−

g ) + O 1.5295×10−12 −0.6541 60 552 0.3537 237 290
O2(i > 1) + O 1.1471×10−12 −0.6541 Td,i 0 Td,i/3
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TABLE IX. Reflected shock experiments analyzed in the present study.

Name T5,0 (K) P5,0 (atm) XO2 (%) 
P5 (%) Time res. (µs) Measured time histories Ref.

Streicher-20-L 5280 0.45 2 2.2 1 Tvib, nO2 [22]
Streicher-20-M 8120 0.11 2 11.8 1 Tvib, nO2

Streicher-20-H 10 710 0.04 5 11.1 1 Tvib, nO2

Nations-16 7250 0.61 1 �1 10 nO(3S◦ ), nO(5S◦ ) [8]
Li-20-L1 8124 0.35 1 <12 20 nO(5S◦ ) [9]
Li-20-L4 10 296 0.15 1 <12 20 nO(5S◦ )

Li-20-H2 9161 0.95 1 <12 20 nO(5S◦ )

Li-21-1 10 153 0.49 1 � 6 20 ne, nO(5P3 ), Ttr , nO(5S◦ ) [10]
Li-21-2 10 623 0.44 1 �6 20 ne, nO(5P3 ), Ttr , nO(5S◦ )

Li-21-3 10 923 0.33 1 �6 20 ne, nO(5P3 ), Ttr , nO(5S◦ )

Li-21-4 11 209 0.37 1 �6 20 ne, nO(5P3 ), Ttr , nO(5S◦ )

Minesi-1920 9525 0.32 1 19.3 0.2 Ttr , nO(5S◦ ) [11]
Minesi-2037 12 199 0.23 1 26.1 0.2 Ttr , nO(5S◦ )

model comparisons with experimental data are discussed in
Sec. IV D.

IV. COMPARISON WITH EXPERIMENT

A. Description of experiments

The present collisional-radiative model is assessed us-
ing a selection of the shock tube experiments presented in
[8–11,22]. The conditions of the analyzed experiments are
listed in Table IX. The Streicher, Nations, and Li experiments
were all performed in the same shock tube with an inner
diameter of 15.24 cm, while the Minesi data were measured
in a separate shock tube with a 10.32 cm inner diameter.
Data from the Nations-16 experiment were measured us-
ing cavity-enhanced absorption spectroscopy (CEAS), while
the Streicher-20, Li-20, Li-21, and Minesi experiments used
single-pass laser absorption spectroscopy (LAS). In all exper-
iments, the measured absorbances were used to infer quantum
state-specific number density time histories. In addition, Ttr

is inferred from the Doppler broadening of the 777 nm line
in the experiments from [10,11], and the Stark shift of the
926 nm line is used to infer electron number density in [10].
Stark broadening of the 777 nm line may also be used to infer
ne; however, uncertainty in the Stark coefficient means that ne

inferences from that line are highly uncertain [11,92].
The experiments in Table IX are a subset of the published

experiments in which excited atomic oxygen number densities
have been measured. Figure 3 illustrates the distribution of ex-
perimental conditions within temperature and pressure space,
with the experiments selected for in-depth analysis marked
in red. The three experiments from [22], which are used to
validate the predictions of O2 dissociation within the model,
are shown in Fig. 3 as well.

The excited state measurements span a wide temperature
range from 7000 to 12 000 K at pressures from 0.15 to
0.96 atm. The selected experiments for in-depth analysis are
chosen based on their location in temperature-pressure space,
the type(s) of measured time histories, and the time resolution
of the measurement. This last consideration, the time resolu-
tion, is a major distinguishing feature of the data published

by Minesi et al. [11], in addition to the higher temperatures
probed.

Values for the nonideal pressure rise are not reported in
[8–10]; those authors report low total pressure increases rang-
ing from 1% [8] to 6% [9,10], accomplished through the
use of a driver insert. In contrast, nonideal pressure rises are
reported in the Minesi et al. experiments and range from 0.24
to 0.40 torr/µs, corresponding to total pressure rises of 19%
to 31%.

B. O2 number density

The dissociation of O2 is an important process that signif-
icantly influences the predicted atomic oxygen excited state
time histories. In several experiments, the dissociation of O2

is nearly complete before the first laser scan is complete;
however, in many cases, the excited state measurements are
taken while O2 dissociation is still ongoing. Measurements by

FIG. 3. Available and selected experimental conditions for mea-
surements of excited atomic oxygen and ground-state molecular
oxygen.
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FIG. 4. O2 number density predictions using the present
collisional-radiative model alongside predictions from a two-
temperature model using parameters from [22].

Streicher et al. [15,22] of the number density and vibrational
temperature of O2(X) during vibrational relaxation and disso-
ciation in mixtures of 2% to 5% O2 in argon enable validation
of the adopted O2 dissociation model.

Predictions of O2 dissociation by the collisional-radiative
model are shown in Fig. 4. Two-temperature model pre-
dictions are also shown as a reference, calculated using
the dissociation rates and relaxation times from [22]. The
collisional-radiative model achieves excellent agreement with
the measured O2 number density time histories across the
5200–10 700 K range of temperatures. Results in Fig. 4 indi-
cate that O2 dissociation is effectively modeled in the adopted
collisional-radiative model.

C. Electron number density

The net ionization rate is a primary determinant of the
overall system behavior. The HP-CIE reaction Ar(1) + Ar �
Ar(i) + Ar, where i is a level with strong radiative coupling to
Ar(1), is the critical process influencing the electron number
density across all analyzed experiments. The importance of
these transitions to net ionization in shock-heated argon was
discussed extensively by Kapper and Cambier [24]. To further
assess whether the HP-CIE of Ar is the primary driver of elec-
tron formation, the observed threshold energy of ionization
is deduced by linearly fitting the rise of ne that is measured
in the four Li-21 experiments. Linear regression of the fitted
dne/dt values from each experiment yields a threshold of
12.6 eV with a standard error of 1.6 eV and an adjusted R2

of 0.95. The fitted slope supports argon excitation, with a
threshold of 11.55 eV, as the primary rate-limiting mechanism
for ionization. This is consistent with the well-established
observation that ionization in shock-heated argon is controlled
by an 11.5 eV threshold, consistent with the electronic exci-
tation of argon, rather than the 15.7 eV threshold for direct
ionization from the ground state [93–96].

FIG. 5. Electron number density predictions by the collisional
radiative model using the inferred rate constant expressions for
Ar(1) + Ar � Ar(i) + Ar.

The accurate prediction of electron number density is a
necessary prerequisite for making meaningful comparisons
with the atomic excited state data analyzed in Sec. IV D.
Given the importance of argon electronic excitation to the
formation of electrons in the analyzed experiments, a straight-
forward improvement of the model may thus be realized by
inferring a scale factor for the rate coefficients of Ar(1 → i)
heavy particle impact excitation using the electron number
density measurements in the Li-21 experiments. A single scale
factor of 55 is found to satisfactorily reproduce the measured
electron number density in three of the four experiments,
with the Li-21-4 experiment requiring a scale factor of 33.
As a result, the excitation rate constants for the HP-CIE of
Ar(1 → i) are increased by a factor of 55, producing the
model predictions shown in Fig. 5. Arrhenius expressions for
the fitted Ar(1 → i) excitation rate constants are provided in
Table X.

In Fig. 6 the inferred rate constant for excitation of
Ar(1 → 5) is plotted against several rate constants from the
literature. The inferred argon HP-CIE rate constant is faster

TABLE X. Excitation rate coefficient parameters for Ar(1) + Ar
→ Ar(i) + Ar inferred using the measured ne data from [10]. The
rate coefficients are scaled up by a factor of 55 from those reported
in [24].

i A (m3/s) n θ (K)

3 1.8359×10−21 0.7639 134 170
5 6.9124×10−21 0.7606 136 540
17 2.5366×10−23 0.7314 160 240
23 8.5725×10−22 0.7286 162 870
25 2.3876×10−21 0.7278 163 600
30 4.5150×10−22 0.7267 164 790
31 1.9837×10−21 0.7260 165 360
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FIG. 6. Comparison of rate constants available for the electronic
excitation of Ar(1 → 5) in Ar + Ar collisions.

than the baseline rate constant, which was fitted to experi-
mental data at temperatures above 20 000 K by Kapper and
Cambier [24]. The baseline rate coefficient from [24] is the
lowest available rate constant from the literature, and several
other authors have inferred rate constants that range from 2.5
to 28 times larger than Kapper and Cambier’s inferred value.
Harwell and Jahn [93] arrived at a rate constant that is 71
times larger than the baseline rate constant but subsequently
revised their value down by a factor of ten, citing “equipment
modifications” [96]. Thus, the largest published rate constant
is that of Wong and Bershader [95], which is 28 times larger
than the baseline value taken from Kapper and Cambier and
50% smaller than the rate expression adopted in the present
model.

Several effects may explain the increased rate of ioniza-
tion observed in the Li-21 experiments. For one, all of the
literature rate constants presented in Fig. 6 were measured
in experiments involving pure argon, while the Li-21 exper-
iments contained 1% O2. Notably, however, interferograms
obtained by Glass and Liu [97] for argon test gasses with an
O2 impurity of 0.46% did not reveal a notable reduction of
the ionization length compared to the pure argon experiments,
indicating that the addition of O2 does not appreciably impact
the net ionization rate of the argon bath gas. In contrast, impu-
rities containing hydrogen are known to strongly impact the
ionization rate in pure argon experiments; Harwell and Jahn
report that impurity levels of 1 part per million are sufficient
to influence the measured ionization rate in their pure Ar
experiments [93]. One part per million is an upper limit on
the expected water vapor impurity in the shock tube where Li
et al. performed their experiments [98], so it is unlikely that
hydrogen impurities fully explain the observed rate; however,
other impurities such as metallic or carbonaceous species may
also be present.

Gas compression induced by nonideal pressure rises be-
hind the reflected shock may also increase the ionization rate
of the system. In their analysis of ionization rates behind
incident shocks in argon, McLaren and Hobson [99] state

that the inclusion of boundary layer growth and test gas com-
pression via Mirels theory [100] has the effect of reducing
the inferred argon excitation rates from Kelly [94] and Mor-
gan and Morrison [96] by roughly a factor of three. When
a dP/dt corresponding to the maximum 6% total pressure
rise reported by Li et al. is implemented, the inferred Ar(1)
+ Ar → Ar(i) + Ar excitation rate is decreased by 30%.
None of the aforementioned effects appear to be sufficient
for explaining the discrepancy from previously inferred rate
constants. The observed rate constant is likely influenced by a
combination of these factors; thus, the adopted rate expression
for the HP-CIE of Ar(1 → i) should be understood as an
“effective” rate expression that subsumes the effects of argon
electronic excitation, impurity ionization, and Region 5 gas
compression. Further measurements of electron number den-
sity across wider ranges of temperature and pressure would
help identify the key mechanisms explaining the enhanced
ionization observed in the measurements by Li et al. [10] and
further assess the validity of the adopted scale factor for the
HP-CIE of Ar(1 → i).

While the inferred scale factor for Ar(1 → i) electronic
excitation is a component of the model that ensures that pre-
dictions of electron number density are consistent with the
available experimental data, it is not recommended for general
adoption. The primary interest of the present study is to assess
the modeling of the electronic excitation kinetics of atomic
oxygen, which can only be effectively studied if the predicted
levels of argon bath gas ionization are consistent with the
available data. By adopting an “effective” rate coefficient for
the HP-CIE of Ar(1), the other processes in the kinetic model
can be effectively studied because ionization levels are known
to be consistent with the available measurements.

D. Atomic oxygen electronic excitation

When analyzing the measured data for atomic oxygen
excited states, rate constant inferences become considerably
more complicated. The best information on individual rate
constants may be derived not from measurements of indi-
vidual electronic states but from the observed relationship
between multiple simultaneously measured electronic states.
Two experimental data sets provide simultaneous measure-
ments of two electronic states: the Nations-16 and Li-21
experiments. The kinetics of the Nations-16 experiment are
simpler than those of the Li-21 experiments because the
former was performed at a low temperature where electron-
driven processes are not significant contributors to the excited
state dynamics.

One key parameter that may be derived using the measured
populations of two excited states is the excitation temperature,
Tex,s(i, j), defined by the ratio of populations in levels i and
j of a species s where j > i. The excitation temperature is
calculated via Eq. (14). The degeneracies, g, of the 5S◦ and
3S◦ states are 5 and 3, respectively. When using the measured
O(5P3) data from Li-21, the degeneracy is set to 7 since only
the J = 3 state is measured. Otherwise, the total 5P degener-
acy is 15:

Tex,s(i, j) =
[

kB

εi j
ln

(
ni/gi

n j/g j

)]−1

. (14)
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FIG. 7. Model predictions compared with experimental data
from Nations-16 using two values of the cross-sectional scale factor
σ0 for the HP-CIE reaction O(3P) + Ar → O(5S◦) + Ar.

The Nations-16 experiment is the only one in which the 3S◦
state of oxygen is measured. Within the adopted model, the
populations of the 5S◦ and 3S◦ states are controlled by a bal-
ance between collisional excitation and radiative transitions.
For the 5S◦ state, the principal radiative transitions are with the
sixth excited 3p 5P state, while the principal transitions of the
3S◦ state involve the seventh excited 3p 3P and ground 2p4 3P
electronic levels. These interactions induce a coupling of the
excitation temperatures Tex,O(4,5) and Tex,O(6,7), the former of
which is measured in the Nations-16 experiment.

Energy-dependent cross sections for the excitation of
O(5S◦) to O(3S◦) in collisions with argon have been measured
by Kiefl and Fricke [57] from threshold to 8 eV. Dagdigian
et al. and Piper have also measured the quenching rate of
O(3p 3P → 3p 5P) in collisions with O2 and argon, respec-
tively, at room temperature [58,59]. The collisional couplings
between the 5S◦ and 3S◦ states and between the 3p 3P and
3p 5P states are weak when these rate coefficients are adopted.
Weak collisional coupling between the quintet and triplet
states is consistent with the experimentally observed suppres-
sion of the excitation temperature Tex,O(4,5) throughout the test
time. The value of Tex,O(4,5) stays between 2000 and 2700 K
throughout the entire test time, much lower than the equilib-
rium temperature of 7039 K, indicating that the collisional
excitation of O(3S◦) and O(3p 3P) is weak compared to the
radiative de-excitation of these states to form to ground-state
O(2p4 3P).

Predictions of the collisional-radiative model are compared
with the Nations-16 experimental data in Fig. 7. A major
success of the present model is its accuracy in capturing the
depressed O(3S◦) population relative to the measured O(5S◦)
population. Model predictions are improved significantly by
scaling up the rate coefficient for the HP-CIE reaction O(3P)
+ Ar → O(5S◦) + Ar by a factor of ten from the baseline
value adopted from Lemal et al. [54]. Based on these results,
the HP-CIE rate scaling for the O(1 → 4) rate constant is
adopted throughout the remainder of the present work.

FIG. 8. Temperature predictions for the Li-21-1 experiment, in-
cluding the electronic temperature for the fourth and sixth excited
states of O as calculated from the measured data and the model
predictions.

Experimental measurements in the Li-21 data set provide
information on the coupling between the fourth and sixth
excited states of O. In the original analysis of these data,
the excitation temperature was found to quickly equilibrate
with the translational temperature, indicating that the 5S◦ and
5P levels are strongly coupled via heavy particle collisions.
In the present work, reprocessing of the experimental data
yields different results for Tex,O(4,6), and the original author
has confirmed that an erroneous value was used for the O(5P)
electronic degeneracy in their initial analysis [101].

The measured and predicted values of Tex,O(4,6) for the
Li-21-1 experiment are shown in Fig. 8 alongside the elec-
tron and heavy particle translational temperatures. Results
obtained using two rate constants for the heavy particle impact
excitation reaction O(5S◦) + Ar → O(5P) + Ar are shown in
the figure. The baseline rate, based on the recommended cross
section of Lemal et al. [54], yields early-time predictions of
Tex,O(4,6) that are consistent with the measured data. In con-
trast, when the O(4 → 6) excitation cross section is set to the
hard-sphere cross section of the oxygen atom—assuming that
every collision of O(5S◦) with Ar results in an excitation to
O(3P); i.e. the gas kinetic limit—the excitation temperature of
O(4 → 6) is much higher than the experimental data suggest.
The rate constant inferred by Li et al. [10] for the HP-CIE
excitation of O(4 → 6) is within a factor of 2 of the gas kinetic
limit, while the rate constant used in the present model is four
orders of magnitude smaller.

In the present model, the free electron temperature relaxes
to the translational temperature much faster than the model
adopted by Li et al. [10] predicts. The fast relaxation is
caused by rapid energy transfer between the heavy particle
and electron translational modes that is mediated by O(1D),
a state that is not included in the model of Li et al. First,
O(1D) is formed in O + O and O + Ar collisions, quickly
bringing the 1D state to equilibrium with the heavy particle
translational temperature, illustrated using the Tex,O(1,2) line
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FIG. 9. Rate constants for the excitation of O(4 → 6) in colli-
sions with argon and electrons. The E-CIE rate constant from Li et al.
[10] is the baseline rate constant in that study. The HP-CIE rate from
Li et al. is the optimized rate constant obtained by multiplying their
baseline value by 6,200.

in Fig. 8. The large population of O(1D) then serves as an
energy reservoir from which the electrons gain translational
energy via superelastic scattering in the de-excitation reac-
tion O(1D) + e− → O(3P) + e−. For this reason, the free
electron translational temperature, Teex, follows closely behind
Tex,O(1,2) and quickly rises to a quasi-steady state value that is
approximately 400 K below Ttr .

Rapid relaxation of the free electron temperature is a major
change to the overall system kinetics that arises from includ-
ing the metastable states of oxygen and the best available
rate constants for the heavy-particle impact excitation of those
states. It is recommended that the metastable atomic electronic
states be included in future interpretations of measured data
for high-lying atomic electronic states in shock tube experi-
ments.

By including the kinetics of the O(1D) state, the present
analysis arrives at a much slower rate coefficient for the
HP-CIE of 5S◦ to 5P in collisions with argon. In Fig. 9 rate
constants used in the current study are compared to those
used in Li et al.’s initial interpretation of the experimental
data. The current HP-CIE rate constant is approximately four
orders of magnitude lower than the rate constant used by Li
et al., in large part because the strong collisional coupling of
O(5S◦) to O(5P) is accomplished via collisions with electrons
in the present model. Electron collisions are effective at cou-
pling the two states because of the high electron translational
temperature and an E-CIE rate that is approximately 400
times larger than that used by Li et al. The large discrep-
ancy in the O(5S◦ → 3P) E-CIE rate is caused by assuming
that the effective collision strengths of the O(3P →5 So) and
O(5S◦ → 5P) excitation reactions are the same; in reality, the
above-threshold E-CIE cross sections for O(5S◦ → 5P) are
two orders of magnitude higher than those for O(3P →5 So).

The predicted number densities of O(5S◦) and O(5P) are
compared with the measured data from the Li-21-2 exper-

FIG. 10. Comparison of collisional-radiative model predictions
with measured data from the Li-21-2 experiment. Agreement with
the experimental data is representative of other experiments in the
Li-21 data set.

iment in Fig. 10. The model successfully reproduces the
observed three-stage behavior observed in the experimental
data, matching quantitatively within 10-20% for nO(5S◦ ) and
within 30% for all but the last data point of nO(5P3 ). Across
all of the Li-21 experiments, the agreement with nO(5S◦ ) and
nO(5P3 ) is similar to that shown in Fig. 10, with model predic-
tions overshooting the late-time measured number densities of
O(5P3) by a maximum of 65% and O(5S◦) number densities
disagreeing with the measured data by a maximum of 33%.

All previous studies have analyzed the multistage behav-
ior observed in Fig. 10 using simplified collisional-radiative
models involving only the ground and measured electronic
states [9–11]. In those models, the multistage behavior is
explained as follows. First, the population of O(5S◦) rises in
Region I due to heavy particle impact excitation of O(3P) in
collisions with argon. Note the use of Roman numerals to dis-
tinguish these time history regions from the shock tube flow
regions. Next, the measured population decreases in Region
II as the translationally cold electrons scatter superelastically
in collisions that de-excite O(5S◦) to O(3P), raising the free-
electron temperature in the process. Finally, in Region III, the
free-electron translational temperature surpasses Tex,O(1,4) and
the population of O(5S◦) begins rising again due to electron-
impact excitation from O(3P).

The current model also reproduces the experimentally ob-
served three-stage behavior in the O(5S◦) number density time
history; however, the driving mechanisms in Regions II and
III are distinct from those previously proposed in [9–11].
In Region I, the previous and current models agree that the
excited state number density increase is due to heavy-particle
excitation processes. Predictions begin to differ in Region
II, with the present model predicting Teex to be almost fully
relaxed, in contrast to previous models in which Teex is not
fully relaxed until the end of the test time. Because Teex ex-
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FIG. 11. Boltzmann plot showing the electronic state distribu-
tion of oxygen atoms at three different time points in the Li-21-2
experiment.

ceeds Tex,O(i�3,4) after the first 20 µs of the experiment, the
de-excitation of O(5S◦) via electron collisions cannot occur.
Rather, the present model predicts that O(5S◦) depopulates
in Region II as a result of ladder climbing to upper states
that are subsequently ionized by the translationally hot free
electrons. The high-lying electronic states, including the mea-
sured states, remain suppressed until the electron population
approaches equilibrium, at which point the state populations
begin rising again (Region III) to a Boltzmann population at
the equilibrium temperature.

A Boltzmann plot of the electronic states of atomic oxygen
is shown in Fig. 11 that clearly illustrates the mechanisms
driving the three-stage behavior. Three key time points in the
Li-21-2 experiment are shown: 20 µs, the transition point from
Region I to Region II; 300 µs, the transition point from Region
II to Region III; and 600 µs, the end of the simulation and well
into Region III. At all three time points, the metastable 1D
and 1S states are in equilibrium with the translational temper-
atures of the free electrons and heavy particles, meaning that
the observed dynamics are indicative of only the upper-state
kinetics.

At 20 µs, the O(5S◦) state has been driven close to equilib-
rium with Ttr , but the electron number density and temperature
have just reached the critical value at which electron impact
ionization begins to dominate the kinetics, and the upper
electronic state populations begin falling as they are pulled
toward the Saha-Boltzmann equilibrium line. At 300 µs, the
highest-lying electronic states achieve Saha-Boltzmann equi-
librium with the rising free-electron number density. From
300 µs to the third sampled time point at 600 µs, the upper
states remain in Saha-Boltzmann equilibrium with the rising
electron number density, raising their population and leading
to the observed Region III population increase.

The modeled three-stage dynamics rely on the inclusion of
states both below and above the measured O(5S◦) level. The
metastable states drive the fast relaxation of the free electron

FIG. 12. Comparison between measured data and model predic-
tions for the number density of O(5S◦) in the Li-20-L1 and Li-20-L4
experiments.

temperature, and the upper states are required to resolve the
ladder-climbing behavior of electron impact ionization [35].

Kinetics in the Li-21 experiments are primarily driven by
electron-impact processes. The excellent predictions obtained
across the Li-21 experiments indicate that the collisional-
radiative model effectively predicts electron temperature
relaxation, E-CIE, and E-CII at the studied conditions. Heavy
particle kinetics can be better assessed through the analysis
of experiments at lower pressure and/or temperature, as in
the Li-20 data set, or with increased time resolution, as in the
Minesi data set.

Predictions of O(5S◦) are compared with experimental
measurements from the Li-20-L1 and Li-20-L4 experiments
in Fig. 12. The model produces reasonable predictions for the
Li-20-L1 case but underpredicts the Li-20-L4 measurements
by up to 80%. The excitation of O(5S◦) appears to follow a
temperature dependence based on a threshold energy that is
approximately 40% greater than the O(3P → 5S◦) excitation
energy, in line with the findings of Minesi et al. [11]. Reac-
tion thresholds do not need to exactly match the energetic
difference between the two involved states; however, such a
large deviation appears improbable. Radiation modeling and
nonideal pressure rise may also play a role in explaining the
observed temperature dependence.

Escape factor calculations require a length scale, Lrad, over
which the absorption takes place, and there is some ambiguity
in the choice of this length scale. Two reasonable choices
for the present analyses are the shock tube diameter and the
characteristic length scale of flow gradients. Ambiguity in the
choice of Lrad is introduced by the three-dimensionality of
radiation transport: the shock tube diameter is the relevant
length scale for absorption in the radial direction and the
gradient length scale is relevant for absorption along the axial
direction of the shock tube. In Fig. 12 the choice between the
two values of Lrad is shown to strongly influence the predicted
time histories in the low-pressure Li-20 experiments. For the
Li-20-L1 experiment, the experimental data are bracketed by
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FIG. 13. Comparison between model predictions and measured
data for the number density of O(5S◦) in the Minesi-1920 and
Minesi-2037 experiments.

predictions from the two values of Lrad. In both cases, pre-
dictions when Lrad = Dshock tube = 15 cm are very close to
those where �51 is set to zero; i.e., when emission due to
the O(3S◦ → 3P) transition is fully self-absorbed as is often
assumed for vacuum ultraviolet (VUV) resonance radiation
[102]. The choice of Lrad = 1 cm results in a partial escape
of O(3S◦ → 3P) radiation that is consistent with the observed
suppression of O(3S◦) populations relative to O(5S◦) in the
Nations-16 data.

The true physics of resonance radiation transport cannot be
fully accounted for within the present model because escape
factors assume local absorption. If the O(3S◦ → 3P) emission
partially escapes the local fluid element into the upstream
and/or downstream flow directions, as the Lrad = 1 cm escape
factors indicate, then the emitted light is absorbed elsewhere
and influences the measured populations at those locations.

Nonideal pressure rise may also contribute to the observed
temperature dependence. The effect of a dP/dt corresponding
to 12% net pressure increase is shown in Fig. 12 for the Li-20-
L4 case. The incorporation of nonideal pressure rise results in
a faster excitation of the measured state. In shock tube ex-
periments, higher temperatures are typically accompanied by
lower pressures, where nonideal effects are more significant.
Because nonideal pressure rises are not reported in the Li-20
experiments, it is not possible to test this hypothesis. Future
measurements of excited state and electron number densities
should report the measured dP/dt in each experiment.

Measurements from Minesi et al. [11] with a time res-
olution of 0.2 µs provide another valuable probe of excited
state kinetics under the primary influence of excitation by
heavy particles. Collisional-radiative model predictions are
compared against two experiments from the Minesi data set
in Fig. 13. For these experiments, the baseline model with
Lrad = 1 cm obtains only order-of-magnitude agreement with
the measured data, with differences exceeding a factor of 3 in
some cases.

There are several possibilities for the disagreements be-
tween the collisional-radiative model predictions and the
Minesi data. While predictions of the Minesi-1920 experiment
are sensitive to the choice of radiation length scale, those of
the Minesi-2037 experiment are not strongly influenced by
the choice of Lrad. Radiation modeling uncertainties may play
a role in, but cannot completely explain, the largest discrep-
ancies. Another important feature of the Minesi experiments
is the relatively large nonideal pressure rise compared to the
other analyzed experiments. If the nonideal pressure rise is not
fully isentropic, then dh = νd p will overpredict the enthalpy
increase, potentially explaining the long-time overprediction
of O(5S◦) populations in the Minesi-1920 experiment.

Recalling the previous explanation for the three-stage be-
havior in the Li-21 experiments, the higher maximum number
density of O(5S◦) could be caused by slower ionization: a
slower buildup of electrons would delay the onset of Region
II depletion via electron impact ionization, allowing the ex-
cited state concentration to rise for longer before the onset of
significant electron impact ionization. A model with slower
ionization is obtained by scaling the excitation rate constants
for Ar(1) + Ar → Ar(i) + Ar by a factor of 1/5, matching
those of Kelly [94]. The maximum number density of O(5S◦)
is increased when the slower ionization rate is adopted. Con-
tinued reduction of the ionization rate leads to progressively
higher peak number densities; however, the timescale of the
O(5S◦) population rise remains significantly slower than the
measured data suggest.

One process that produces O(5S◦) on the timescale ob-
served in the Minesi-2037 experiment is the electronic
excitation exchange between the 4s states of argon and the
3p3P state of atomic oxygen, modeled using the room tem-
perature rate measured by Piper [58]. In general, however,
including this process worsens the agreement between model
predictions and measurements for most cases analyzed, the
Minesi-1920 case being one such example. Measurements of
metastable argon atoms, which absorb in the infrared, would
clarify the potential effect of electronic exchange between
excited argon and oxygen atoms.

The underprediction of O(5S◦) number density mea-
surements in the Minesi data set is contrasted by the
overprediction of early-time O(5S◦) number density measure-
ments in the high-pressure experiments performed by Li et al.
[9]. An example is shown in Fig. 14 for the Li-20-H2 case,
where the peak excited state number density is overestimated
by a factor of two at very early times when Lrad = 1 cm. Such a
result apparently contradicts the disagreement observed in the
Minesi-1920 data taken at a similar translational temperature.

V. SENSITIVITY ANALYSIS

A major conclusion of the present study is that measured
data for high-lying atomic electronic states behind strong
shock waves must be interpreted using a more complete
collisional-radiative model like the one developed in this
work. One challenge when adopting such a model is that its
predictions are the result of hundreds of different parameter
choices, and it can be difficult to identify which processes
most sensitively influence a given model prediction.
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FIG. 14. Comparison between model predictions and measured
data for the number density of O(5S◦) in the Li-20-H2 experiment at
9,161 K and 0.95 atm in 1% O2-Ar.

Such ambiguity is resolved in the present section by means
of a global sensitivity analysis that quantitatively apportions
the variance in model predictions to variations in individual
input parameters. The quantification of variance contributions
from each individual parameter is accomplished using total
Sobol’ indices, a popular metric used in global sensitivity
analyses.

The sensitivity analysis methods applied in the present
work are adapted from those used in several studies by West
et al. [103–105] to perform sensitivity analysis of multidi-
mensional flowfield calculations with consideration of several
hundred uncertain parameters. A full discussion of the sensi-
tivity analysis technique and its implementation is provided in
Appendix A.

A. Parameters and response functions

The quantities of interest in the sensitivity analysis are
the number density of the species and electronic states that
are probed in each experiment. The PCE surrogate is fit to
the logarithm of the number density instead of the number
density itself, improving both the convergence of the Sobol’
indices and the accuracy of the surrogate model. Response
functions are extracted for each quantity of interest at a set
of 75 logarithmically spaced time points from 0.5 µs to the
end of the test time.

A total of 295 parameters are included in the sensitivity
analysis. The parameters include rate coefficients for colli-
sionally induced electronic transitions:

(1) Among the lowest ten states of O in collisions with
electrons and argon atoms

(2) From ground-state argon to the radiatively coupled
excited states in collisions with other argon atoms

(3) From ground-state argon to all higher levels by elec-
tron collisions

(4) Among the lowest five levels of argon by electron and
Ar collisions

(5) Among the electronic states of O2 in collisions with
O2, O, Ar, and electrons

(6) And between the two excited states of Ar+ by electron
collisions.

Rate coefficients for ionization by impact with electrons
and argon atoms are included for the lowest ten levels of
O, all electronic levels of O2, and the lowest five levels of
Ar. All rate coefficients for quenching, electronic excitation
exchange and energy pooling, dissociation, charge exchange,
and associative ionization are also considered.

Relaxation parameters are considered as well, including
the vibrational-translational relaxation times for O2 with Ar,
O, and O2 and the energy exchange cross sections between
electrons and all six heavy species. Finally, the escape factors
for radiative transitions among the lowest ten states of oxygen
are included.

The value of each parameter is varied over a log-uniform
distribution, with minimum and maximum values obtained by
multiplying the parameter’s value in the baseline model by
0.1 and 10, respectively. Note that, in the case of Ar + Ar
electronic excitation, the adopted rate coefficient is 55 times
larger than the lowest value published in the literature, as
shown in Fig. 6. However, this lowest rate coefficient from the
literature yields predictions that are highly inconsistent with
the analyzed electron number density measurements. Thus, a
one-order-of-magnitude variation is deemed a sufficient vari-
ation of the Ar + Ar excitation rate coefficients.

Another class of rate coefficient uncertainties worth ad-
dressing is those of the HP-CIE reactions of oxygen with
argon. Analytical expressions have been published in the
literature that predict HP-CIE reactions as much as four or-
ders of magnitude larger than those adopted in the present
model. This large variation among rate coefficient sources is
neglected when constructing uncertainty intervals for HP-CIE
reactions because such large values of the excitation rate coef-
ficients yield predictions that are highly inconsistent with the
analyzed atomic oxygen excited state data. Given the overall
agreement between the present model and the data analyzed
in Sec. IV D at conditions where HP-CIE is important, an
order-of-magnitude variation to the adopted HP-CIE rate co-
efficients is considered an appropriate representation of the
potential variation in Ar + O HP-CIE rate coefficients.

B. Results

Sensitivity analysis is performed for all of the experimental
conditions in Table IX where electronically excited oxygen
atoms were measured. Results from three cases are shown in
this section that together demonstrate the full diversity of sen-
sitivity results observed across all analyzed conditions. The
Sobol’ index convergence results are presented and discussed
in Appendix B.

Sobol’ indices for the number density of O(5S◦) and O(3S◦)
in the Nations-16 case are plotted in Fig. 15. The escape
factor for 130 nm radiative emission from the O(3S◦ → 3P)
transition, �51, dominates the sensitivity of O(3S◦) and plays
a leading role in the O(5S◦) time history as well. In the case
of O(3S◦), the dominance of �51 highlights the difficulty of
assessing the rates of collisional excitation processes using the
measured time history. The situation with O(5S◦) is somewhat
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FIG. 15. Total Sobol’ indices for the number density of (a) O(5S◦) and (b) O(3S◦) in the Nations-16 experiment at 7,250 K and 0.61 atm in
1% O2-Ar.

better, with the HP-CIE of O(5S◦) from O(3P) showing ma-
jor sensitivity, indicating that rate inferences are appropriate
using this time history.

The sensitivity of �51 indicates that radiative loss is a
major contributor to the population of O(3S◦) in the Nations-
16 case, consistent with the suppressed Tex,O(4,5) calculated
using the measured data. Collisional excitation between the
two states is also shown to be important in Fig. 15, likely
because the two states are far from equilibrium and separated
by a small energy gap. Modeling of O(5S◦) populations should
therefore take into account the collisional excitation to and
radiative loss from the O(3S◦) state.

The final processes worth noting from the Nations-16 sen-
sitivities are the vibrational-translational relaxation between
O2 and Ar and the dissociation of O2(X) by Ar. Vibrational
relaxation is important because it defines the time history
of Tvib, which in turn influences the nonequilibrium rate of
dissociation. Dissociation and vibrational relaxation are only
sensitive early in the test, after which the dissociation fraction
of O2 is near equilibrium. Similar short timescales for the sen-
sitivity of these two processes are found across all conditions
analyzed.

Electron number density sensitivities are plotted in Fig. 16
for the Li-21-1 case. The most important process, by far, is
the excitation of argon from its ground state to its third and
fifth excited states, consistent with previous discussions on
the ionization mechanism in shocked argon and the analysis
in [24]. Electron impact processes rise in sensitivity over time;
however, the test time ends before the electron concentration
reaches a sufficient level for electron impact ionization to
dominate. The excitation of O(1D) by electron and argon atom
impact is also important due to the role of O(1D) in mediating
energy exchange between the heavy particles and the free
electrons.

The number of sensitive processes influencing the concen-
trations of O(5S◦) and O(5P) is far greater than the number
of processes influencing the electron concentration. To clar-
ify the relative contributions of each process to the overall

solution variance, the Sobol’ indices are plotted in Fig. 17
after being normalized so that they sum to one. The top 12
processes influencing each time history are labeled individu-
ally, with the summed contribution from the remaining 283
processes shown in gray at the top of each plot. The processes
influencing each measured state are very similar, indicating
that the coupling between the two states is strong.

Early in both time histories, the heavy particle impact exci-
tation of O(3P) to O(5S◦) dominates the sensitivity along with
the dissociation of O2(X) by argon. The escape factor for the
radiative transition between the two measured states is also
important, particularly for the 5P number density, although the
contribution is short-lived.

Similar electron impact excitation reactions play a dom-
inant role in the sensitivity of both electronic state number
densities. Excitation of O(5S◦) from the metastable 1D level is

FIG. 16. Total Sobol’ indices for the prediction of electron num-
ber density in the Li-21-1 case at 10,153 K and 0.49 atm in 1% O2-Ar.
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FIG. 17. Normalized total Sobol’ indices for the number density of (a) O(5S◦) and (b) O(5P) in the Li-21-1 experiment at 10,153 K and
0.49 atm in 1% O2-Ar.

significantly more sensitive than excitation from the ground,
indicating that ladder-hopping to the measured state must be
considered when analyzing measured time histories of O(5S◦)
and O(5P). Excitation between the two measured states is also
highly sensitive because it defines the balance of collisional
and radiative coupling between the two states. The E-CIE
reaction from the 5P state to the tenth excited state of O
is sensitive for the same reason. Formation of the 3S◦ state
remains sensitive as in the Nations-16 case. The late-time sen-
sitivities in Fig. 17 are dominated by processes that influence
the overall system dynamics, highlighting the ability of these
high-lying states to probe the timescale of ionization in the
gas.

Finally, the normalized Sobol’ indices for the Minesi-2037
experiment are shown in Fig. 18. The included processes and

FIG. 18. Normalized total Sobol’ indices for the number density
of O(5S◦) in the Minesi-2037 experiment at 12 199 K and 0.23 atm
in 1% O2-Ar.

the timescales over which they are important are similar to
the Li-21-1 experiment. In spite of the similarity in sensitive
processes between both experiments, the model predictions
are only consistent with the measured data from the Li-21
experiments and not from the Minesi experiments. In light of
this observation, more data are needed to help identify aspects
of the flow, radiation, or kinetics modeling that may explain
the discrepancies.

There are three quantities that, if measured, could enhance
the development of the present collisional-radiative model and
improve the utility of the excited state measurements analyzed
in this work. First, electron number density measurements
would be extremely valuable, especially in the same facility
where the Minesi data were measured. Next, argon electronic
state population measurements would elucidate whether the
ionization rate is significantly affected by impurities and
whether excitation exchange between oxygen and argon is
an important process. Finally, measurements of O(1D), while
challenging, would shed light on the proposed role of this
metastable state in facilitating rapid energy exchange from the
translational energy of heavy particles to the free electrons.

VI. CONCLUSION

In this paper, the electronic excitation and ionization ki-
netics occurring in oxygen-argon reflected shock experiments
were analyzed using a three-temperature collisional-radiative
model coupled to a one-dimensional inviscid flow solver.
A thorough description of the governing equations and
nonequilibrium energy exchange modeling was provided, and
the selected parameters for each elementary process in the
collisional-radiative model were described.

Model predictions were compared with experimental mea-
surements for the number density of molecular oxygen,
electrons, and three electronic states of atomic oxygen. Pre-
dictions for the dissociation of O2 were consistent with the
available data, ensuring that dissociation was predicted with
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sufficient accuracy to study the measurements of excited
atoms in conditions where dissociation was ongoing. Rate
coefficients for the heavy particle impact excitation of argon,
which determine the net ionization rate in the analyzed exper-
iments, were inferred using comparison with electron number
density measurements at 10 000 to 11 200 K. The inferred
rate constant was higher than other published values, poten-
tially due to impurities or pressure nonidealities behind the
reflected shock. It is recommended that further measurements
of electron number density across wider ranges of temperature
and pressure be performed to help clarify the reasons for the
observed ionization rate.

Next, the excited state number density measurements were
analyzed using the collisional-radiative model. Excited state
measurements at 7000 K were used to infer a rate con-
stant for the excitation of O(3P) to O(5S◦) in collisions
with argon. Multistage behavior, observed in several experi-
ments, was also predicted by the collisional-radiative model,
and a detailed explanation for it was given. The reason for
the multistage behavior was different from previously pro-
posed mechanisms, underscoring the value of analyzing the
measured data using a more complete model. Future inter-
pretations of atomic excited state measurements should adopt
sufficiently detailed models capable of simulating these key
mechanisms.

Nonideal pressure rises were incorporated into the gov-
erning equations when data were available, and their effect
on the excited state population predictions was significant in
several cases. It is recommended that nonideal pressure rise
be reported alongside measured data for electron and excited
atomic state populations in future reflected shock experi-
ments. Parameters describing the reabsorption of resonance
radiation were also found to play a major role in the excited
state predictions, presenting a challenge for the model assess-
ment due to the uncertainties inherent in the use of escape
factors to model self-absorption.

The atomic excited state data came from shock tubes at
Stanford and at UCLA. Model predictions were generally
consistent with the Stanford data across a wide range of tem-
peratures and pressures, with discrepancies typically being
bounded by reasonable limits on the nonideal pressure rise and
escape factor self-absorption length scale. When comparing
with the data measured at UCLA, which has considerably
higher time resolution than the Stanford data, major discrep-
ancies between the model and experiment were observed.
Several potential explanations were provided for the disagree-
ment, but more data from the UCLA shock tube is necessary
to identify whether facility effects or kinetic modeling inac-
curacies are to blame; electron number density measurements
would be particularly revealing.

Finally, a sensitivity analysis was performed to determine
the rate coefficients and relaxation parameters that most influ-
enced the electron and atomic excited state number densities.
Predictions of the O(3S◦) population were primarily depen-
dent on the escape factor for radiative de-excitation from
O(3S◦) to O(3P). Rate coefficients coupling the three mea-
sured states were sensitive across all experimental conditions.
In general, each excited state number density was influenced
by collisionally induced excitation involving multiple lower
and upper states, highlighting the necessity of adopting a

detailed modeling approach to analyze the measured data, as
well as the difficulty of inferring individual rate coefficients
from the measurements.

Additional data from mixtures of O2-Ar with higher con-
centrations of O2 will help to expand the kinetic model
validation to excitation processes that do not involve col-
lisions with argon, which are particularly relevant for air
plasmas. However, to effectively separate the effect of HP-
CIE processes that do not involve argon, an accurate model
of the argon-dominated kinetics must first be established.
The present study has presented such a model, providing a
foundation for future studies of oxygen excitation kinetics in
mixtures with higher concentrations of oxygen in argon.
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APPENDIX A: SENSITIVITY ANALYSIS METHODOLOGY

a. Polynomial chaos expansions

The adopted sensitivity analysis technique relies on the
construction of a polynomial chaos expansion surrogate
model to approximate the collisional-radiative model predic-
tions. The surrogate model is given by the sum of orthogonal
polynomial basis functions shown in Eq. (A1) that approx-
imate the mapping between uncertain parameter values and
a given quantity of interest (QoI), also referred to as the
response function. The PCE surrogate is defined as

R̂ =
NP∑
j=0

α j� j (ξ), (A1)

where R̂ is the approximated response function value, NP is
the number of polynomial basis functions, � j are the basis
functions, α j are the basis function coefficients, and ξ is the
vector of uncertain parameters that have been normalized to
the interval [−1,1]. Polynomial chaos expansions are ideal
because statistical quantities such as partial variances and the
total variance can be calculated directly from the PCE basis
coefficients, α j , enabling a computationally efficient determi-
nation of Sobol’ indices [106].
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Computation of the total Sobol’ indices using the PCE
coefficient vector, α, is performed using Eq. (A2),

ST,i =
∑
k∈Ai

α2
k/D, Ai = {k ∈ A : ki 
= 0}, (A2)

where A is the set of multi-indices k = (k1, . . . , kNξ
), for

each polynomial basis function that identifies which of the
Nξ normalized uncertain parameters, ξi, that each polynomial
depends upon.

The approximated total variance, D̂, is calculated using the
PCE surrogate weighting coefficients using

D̂ =
NP∑
j=1

α2
j . (A3)

The j = 0 polynomial does not contribute to the variance
because �0 is a constant that is equal to the mean of the
approximated response function R̂.

b. Point-collocation with sparse approximation

Basis coefficients of the PCE surrogate are determined
using a nonintrusive point collocation technique as in
[103–105]. In this approach, the collisional-radiative model is
evaluated at a set of sample points, and the sampled response
function values are used to construct the following linear
system:⎛
⎜⎜⎝

R(ξ1)
R(ξ2)

...

R(ξNs
)

⎞
⎟⎟⎠=

⎛
⎜⎜⎝

�0(ξ1) �1(ξ1) · · · �NP (ξ1)
�0(ξ2) �1(ξ2) · · · �NP (ξ2)

...
...

. . .
...

�0(ξNs
) �1(ξNs

) · · · �NP (ξNs
)

⎞
⎟⎟⎠

⎛
⎜⎜⎝

α0

α1
...

αNP

⎞
⎟⎟⎠.

(A4)

The matrix in Eq. (A4), �, also known as the measure-
ment matrix, contains the basis polynomials evaluated at the
sampled parameter values ξ, where the subscripts are sam-
ple indices. The number of samples is denoted as Ns. The
response function returned by the collisional-radiative model
for a given sample is denoted as R(ξ).

The solution of Eq. (A4) is fully determined when the
number of samples matches the number of basis polynomi-
als. In this study, a second-order PCE surrogate is employed
to consider 295 uncertain parameters, leading to an expan-
sion consisting of 43 956 polynomials. Such a large number
of collisional-radiative model evaluations is very computa-
tionally demanding, motivating the adoption of a solution
technique for the case where Ns � NP.

Equation (A4) is underdetermined when Ns < NP, so a reg-
ularization constraint is required to specify a unique solution.
Following [103–105], an L1 regularization constraint is added
to Eq. (A4), yielding Eq. (A5), which has a unique solution
when δ, the tolerance, is set to zero [104].:

min ‖α‖1 subject to ‖�α − R‖ < δ. (A5)

Regularization using an L1 constraint is a common tech-
nique in sensitivity analysis when it is not feasible to evaluate
the deterministic model NP times [107]. Minimization of the
L1 norm is an effective technique for achieving solution vec-
tors, α, with the minimum number of nonzero values.

c. Solution algorithm and implementation

While Eq. (A5) can be solved with any number of samples,
the solutions with an extremely small Ns are unlikely to ac-
curately represent the true system behavior. To address this,
Eq. (A5) is solved with incrementally increasing values of Ns,
and the changes to the Sobol’ indices determined from the
resulting expansion are monitored to assess the convergence
of the solution.

Samples for the uncertain parameters are drawn from a
joint-uniform distribution made up of Nξ uniform marginal
distributions, each one corresponding to a separate parameter.
The values of each parameter are sampled over a given range
that is then transformed into logarithmic space and normalized
to the interval [−1,1]; this interval defines the endpoints of
each marginal distribution.

A Latin hypercube of NP samples is then generated from
the resulting joint-uniform distribution. Latin hypercube sam-
pling is preferred over Monte Carlo sampling because it
provides better sample space coverage when the number
of samples is low [104]. Next, orthonormal Legendre poly-
nomials are constructed on the joint-uniform distribution.
The Python library chaospy is used to manage the joint
and marginal distributions, as well as the Latin hypercube
parameter sampling [108]. A custom Polynomial class is
constructed to efficiently generate and evaluate the Legendre
polynomials.

After constructing the joint distribution, sample set, and
orthonormal polynomials, the sensitivity analysis algorithm
proceeds as follows:

(1) Evaluate the collisional-radiative model for a batch of
40 samples extracted from the full Latin hypercube sample
set.

(2) Extract the response function values at the evaluated
sample points.

(3) Solve Eq. (A5) for the expansion coefficients of each
response function PCE.

(4) Calculate Sobol’ indices from the expansion coeffi-
cients using Eq. (A2).

(5) Evaluate 40 more samples from the initial Latin hyper-
cube sample set.

(6) Solve Eq. (A5) for the expansion coefficients of each
response function PCE.

(7) Evaluate convergence metrics.
(8) Repeat steps 5–7 until the maximum number of sam-

ples is reached.
Batches of 40 samples are run in parallel using GNU

Parallel [109]. Equation (A5) is solved using the spgl1
Python package [110,111], and the spgl1 solutions are also
performed in parallel, again using GNU Parallel.

d. Convergence metrics

Convergence of the PCE surrogate is quantified using two
metrics. The first metric tracks the maximum and average
shifts in the Sobol’ indices with the introduction of each
new sample batch, considering all response functions. These
metrics are defined as

|
ST |max,b = max{abs(ST,i,b − ST,i,b−1)R |
i ∈ [1..n] and R ∈ R}, (A6)
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FIG. 19. Convergence metrics for the sensitivity analyses.

|
ST |avg,b = mean{abs(ST,i,b − ST,i,b−1)R |
i ∈ [1..n] and R ∈ R}, (A7)

where R is the set of all response functions, i is the parameter
index, and b indicates the number of sample batches incorpo-
rated in solving Eq. (A5) to obtain ST,i,b.

The second metric quantifies the difference between the
response function that is approximated by the PCE surro-
gate, R̂, and the true response function values returned by
the collisional-radiative model, R. Because the surrogate ac-
curately predicts the response function values that inform the
selection of its coefficients via Eq. (A5), the points used to fit
the surrogate model are not useful for assessing its accuracy;
additional “test point” samples are needed.

To avoid evaluating the collisional-radiative model for the
sole purpose of surrogate accuracy quantification, the R re-
turned by the collisional-radiative model for the samples in the
bth batch are compared with the R̂ predicted by the surrogate
model that was fitted using b − 1 sample batches. Mathemat-
ically, this is expressed as

Tmax,b = max{abs[R(ξs) − R̂b−1(ξs)] | s ∈ Bb and R ∈ R},
(A8)

Tavg,b = mean{abs[R(ξs) − R̂b−1(ξs)] | s ∈ Bb and R ∈ R},
(A9)

where T is the test point error, s are sample indices, Bb is the
set of sample indices from batch b, and R̂b−1 is the surrogate
model fitted using b − 1 sample batches.

APPENDIX B: CONVERGENCE OF SOBOL’ INDICES

Convergence metrics for the three analyzed conditions are
plotted in Fig. 19. After evaluating the collisional-radiative
model 3000 times for each condition, the maximum change
to any Sobol’ index drops well below 0.01 for all three cases
as shown in Fig. 19(a). The average change in Sobol’ indices
is considerably lower, brought down by the large number of
Sobol’ indices close to zero. The PCE surrogate test point
error is plotted in Fig. 19(b). Test point error is reported for
the number density, not its logarithm, to provide a clearer
picture of the surrogate model performance. Although the
maximum errors are between 300% and 1000%, the average
errors are between 6% and 30%, indicating that the maximum
test point error occurs at only one or two of the 75 points in
each profile. For the remaining points, the error must be closer
to the average of approximately 10%, which is consistent with
the test point errors observed by West and Hosder [104]. Due
to the apparent locality of the maximum test point error and
the excellent convergence of the total Sobol’ indices, the fitted
PCE surrogate is deemed acceptable.
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