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Work extraction in quantum finite systems is an important issue in quantum thermodynamics. The optimal

work extracted is called ergotropy, and it is achieved by maximizing the average work extracted over all the
unitary cycles. However, an agent that is non-neutral to risk is affected by fluctuations and should extract work
by following the expected utility hypothesis. Thus, we investigate the optimal work extraction performed by
a risk non-neutral agent by maximizing the average utility function over all the unitary cycles. We mainly

focus on initial states that are incoherent with respect to the energy basis, achieving a probability distribution
of work. In this case we show how the optimal work extraction will be performed with an incoherent unitary
transformation, namely a permutation of the energy basis, which depends on the risk aversion of the agent. We
give several examples, in particular also the work extraction from an ensemble of quantum batteries is examined.

Furthermore, we also investigate how work extraction is affected by the presence of initial quantum coherence
in the energy basis by considering a quasiprobability distribution of work.

DOI: 10.1103/PhysRevE.109.044119

I. INTRODUCTION

Work extraction in isolated finite quantum systems is per-
formed by a cyclical change of the Hamiltonian parameters
(a unitary cycle). For instance, these quantum systems can be
used to temporarily store energy, and thus they can be used
as quantum batteries in a consumption center where an agent
will extract useful work from them (see, e.g., Ref. [1] for a
review). Work is typically affected by stochastic fluctuations
so that the extraction is not deterministic. Thus, typically an
agent aims to extract an amount of work making a choice
(among the different unitary cycles) under uncertainty. When
the agent is neutral to risk, he or she will choose the unitary
operator which maximizes the average work extracted. In this
case, the optimal work extracted is given by the ergotropy and
the optimal unitary cycle leads the initial state of the system
to a passive state [2]. However, if the agent takes in account
the risk of his or her choice, then he or she can make his or
her choice relying on the expected utility hypothesis, first for-
malized by von Neumann and Morgenstern within the theory
of games and economic behavior in 1944 [3]. Depending on
the risk aversion of the agent, the latter can choose a unitary
cycle that leads to a nonpassive final state. Formally, risk
aversion can be characterized in terms of a utility function,
which quantifies the satisfaction gained from a choice. Thus,
the work extracted can be thought of as wealth and the utility
can be used to select the unitary cycle. Furthermore, when the
work satisfies some fluctuation theorems, these can influence
the expected utility and the choice performed by the agent
[4,5]. In particular, in Ref. [5], we investigated how an entropy
coming from a detailed fluctuation theorem can influence the
decision of the agent. Here we focus on a completely different
problem that is the optimal work extraction performed by a
risk non-neutral agent, generalizing the concept of ergotropy
by looking on the expected utility hypothesis. We aim to
answer to the questions: What is the optimal unitary cycle of
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work extraction when the expected utility hypothesis is taken
in account? How does this differ from ergotropy? How should
we select among different initial states that provide different
work extraction statistics? To answer to these questions, in
Sec. II we introduce some preliminary notions. In Sec. Il A we
review the concept of ergotropy, corresponding to the optimal
work extraction by an agent neutral to risk. In Sec. IIB we
introduce some rudiments of expected utility theory. To get
a probability distribution of work, we focus on initial states
which are incoherent with respect to the energy basis. Then
we study the optimal work extraction by an agent non-neutral
to risk in Sec. III. We mainly focus on an exponential utility
function, from a general point of view in Sec. III A, and by
considering particular cases which are a qubitin Sec. [IlTA 1, a
qutrit in Sec. IIT A 2, two qubits in Sec. IIT A 3, and an ensem-
ble of quantum batteries in Sec. I AS5. We also discuss the
case of an arbitrary utility function in Sec. III B. In particular,
we prove that the optimal expected utility function is achieved
by a cycle that is an incoherent unitary transformation in the
energy basis. Furthermore, in Sec. IV we briefly investigate
how the expected utility (by considering an exponential util-
ity function) is affected by the presence of initial quantum
coherence in the energy basis. When the initial state is not
incoherent, there may not be a probability distribution for the
work done, as proven by a no-go theorem [6]. This is related
to the quantum contextuality as discussed in Ref. [7]. Thus, to
perform our study we adopt the quasiprobability distribution
of work introduced in Ref. [8], which is selected if some
fundamental conditions need to be satisfied [9].

II. PRELIMINARIES

We start our discussion by introducing some preliminary
notions, which are the ergotropy (see Sec. Il A) and some
rudiments about the expected utility theory (see Sec. II B).

©2024 American Physical Society
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A. Ergotropy

Following Ref. [2], we focus on a quantum system with a
finite Hilbert space of dimension d. The system is prepared in
the initial state

d
p =Y rnlr)rl ()

k=1

and with the initial Hamiltonian
d
H =" elex) el )
k=1

where r, 2> ryq; and €, < €41. The system is thermally iso-
lated, and an agent extracts an amount of average work by
cyclically changing some Hamiltonian parameters, so that at
the end of the cycle the final Hamiltonian is equal to the initial
one H. Thus, the agent performs a unitary cycle with a unitary
time-evolution operator U = Te~"Jo #4di generated by the
time-dependent Hamiltonian H (¢) such that H(0) = H(t) =
H, where t = 0 and r = 7 are the initial and final time and 7
is the time ordering operator. The final state is U pU " and the
average work is minus the change of average energy and reads

W(p,U)=E(p)—EUpU"), 3)

where the average energy of the initial and final state is calcu-
lated with respect to the Hamiltonian H, and we have defined
E(p) = Tr{H p}. The optimal work extraction is achieved by
maximizing the average work in Eq. (3) over all the unitary
cycles, i.e.,

S(p)Emng(p,U)=W(p,UE)20. “4)

The optimal value £(p) is called ergotropy, and it is achieved
by performing the optimal unitary cycle with unitary operator,

d
Up =Y e%le) (. )

k=1

The ergotropy is zero if and only if the initial state is passive,
i.e., commutates with the Hamiltonian, [p, H] = 0, and the
populations with respect to the energy basis are sorted in de-
creasing order, r, = (€x|p|€x). The unitary cycle with operator
Ur lowers the average energy in the best way. However, the
agent can be non-neutral to risk; in this case he or she will
take in account the work fluctuations.

B. Expected utility hypothesis

Work can be thought of as a stochastic quantity w affected
by fluctuations. For our purposes we aim to define a prob-
ability distribution of work, and then we consider a general
incoherent initial state in the basis of energy, i.e., a state
such that p = A(p), where A(p) =", |ex)(exlplex) (€l is
the dephasing map. The initial state reads

d
p= ple)edl, (6)
k=1

where p;’s are related to r;’s by a permutation m; of the
indices, i.e., rx = p,, for all k. For instance, if the permutation
is the identity m; = k, then we get r, = p; and we can easily

check that the state p is passive. For the unitary cycle with
time-evolution operator U, we define the extracted work as the
random variable w having the two-projective-measurement
probability distribution [10,11],

pw. p.U) =Y pillealUle)Po(w — e +e). (7)
k,n

To introduce some notions of expected utility theory, we focus
on an agent who must choose between two procedures that
yield two different stochastic works w; and w; having certain
probability distributions. Thus, the works w, is extracted in
a procedure with initial state p, and unitary time-evolution
operator U, for « = 1, 2. To give an example, we consider
an agent who must choose between extracting a fixed work
w; = wye or flipping a coin and extracting a work w, =
Whead if heads or nothing otherwise. The utility function u(w)
quantifies the satisfaction gained from a choice, i.e., the risk
aversion, so that the agent will choose the procedure extract-
ing the work w; instead of w; if [12,13]

(u(wy)) > (u(wy)), ®)

which represents the expected utility hypothesis. Thus, in our
example, an agent with the utility function u(w) will choose
to flip the coin if #(0) + u(Whead) > 2u(wyer) is neutral to the
choice if equality holds or will choose deterministic work
wqer otherwise. It is easy to see that the inequality in Eq. (8)
remains unchanged if we perform an affine transformation on
the utility function, i.e., the transformation u(w) — au(w) +
b, where a is a positive variable. This means that the utility
function is defined up to affine transformations. The work
w can be further characterized by the certainty equivalent,
denoted with wcg, defined such that

u(weg) = (u(w)). &)

Thus, the certainty equivalent is obtained as the Kolmogorov-
Nagumo average of the wealth, ie., wcg = (W)kn =
u” ' ((u(w))), where u(w) is a strictly monotonic function. The
meaning of the certainty equivalent becomes more clear if we
consider as usual a strictly increasing utility function u(w) so
that Eq. (8) is equivalent to w{® > wSE, where w5 is the
certainty equivalent corresponding to the work w ». To under-
stand in simple terms how the agent’s risk aversion depends
on the utility function u(w), we start by noting that if u(w)
is a linear function, then the certainty equivalent coincides
with the average value, i.e., wcg = (w). In this case, the agent
prefers the procedure maximizing the average work and it is
neutral to risk. Instead, if u(w) is a strictly increasing concave
function, then the agent is averse to risk, since, by applying the
Jensen’s inequality to Eq. (9), we get wcg < (w). On the other
hand, if u(w) is a strictly increasing convex function, then the
agent will prefer to risk since wcg > (w). For instance, in
our example, if u(w) is a convex function, then by applying
Jensen’s theorem we get the inequality u(0) + u(wpeaq) =
2u(Wheag/2). Then, if Whepg > 2wye from the previous dis-
cussion, the agent will flip the coin. In summary, in terms of
the certainty equivalent, we say that the agent is risk averse
if weg < (w), risk neutral if wcg = (w), and risk loving if
wcg > (w). Furthermore, the utility function allows us to
quantify how risk averse an agent is. For a utility function
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which is concave and strictly increasing, risk aversion can
be measured with the Arrow-Pratt coefficient of absolute risk
aversion defined as

u//(w)

)’ (10)

ra(w) = —
which is non-negative. It is clear that risk aversion depends on
how much the utility function u(w) is concave. Then the sim-
pler quantifier of risk aversion should be the second derivative
u”(w). However, u”(w) is not invariant under affine transfor-
mations, but we can work around this problem by dividing it
by the first derivative u'(w), which explains Eq. (10). More
details can be found, e.g., in Refs. [12,13].

III. OPTIMAL WORK EXTRACTION

Given the initial state p in Eq. (6) and the initial Hamilto-
nian H in Eq. (2), we aim to calculate the maximum over all
the unitary cycles with unitary time evolution U of the average
value of a utility function u(w), i.e.,

U(p) = ml]aX/p(w, o0, Uu(w)dw

:/p(w,p,Uu)u(w)dw. (11)

This equation defines the optimal expected utility ¢/ (o) and
the optimal unitary cycle with unitary operator U,. These are
the main objects of investigation of this paper. In particular,
for a given unitary operator U, we get the average of the utility
function,

(u(w)) = /p(w,p,U)u(w)dw (12)

= elUle) pruter — enelUtles).  (13)
k.n

Then we can get some advantage in the calculation of the
maximum in Eq. (11) if u(e; — ¢€,) factorizes as u(e; — €,) =
u(ey)u(—e,). In this case, from Eq. (13) we get

(u(w)) = Z(En|U|€k)Pku(€k)<€k|UT|€n>u(_€n)a (14)
k,n

= Tr{U pu(H)U "'u(—H)}. (15)

A natural choice can be the exponential function u(w) =
—e "™ /r. To discuss further the characteristics of this choice,
we focus on r > 0, so that u(w) is a concave function and thus
the agent is averse to risk. In this case the agent aims to opti-
mize the work fluctuations by minimizing the average (e="")
over all the unitary cycles. To explain this, we note that if the
probability distribution p(w, p, U) is a Gaussian having vari-
ance 02 = (w?) — (w)2, then we get (e™™) = e~ W+r0/2,
then the agent wants to maximize the quantity (w) — ro2 /2.
In simple terms, the agent prefers to reduce the spread along
with getting maximum work. In general, minimizing (e="")
is equivalent to maximize the Kolmogorov-Nagumo average
(w)kn, obtaining the maximum,

1
Ece(p) = max(w)gkny = —— minIn{e™"™). (16)
U ru

10
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FIG. 1. The average work (w) and (¢e~"™) corresponding to the
optimal unitary operator in the function of r for a single battery with
d=3.Weputp, =0.1,p, =0.4,p3 =0.5,¢; =0,¢, = 0.579, and
€3 = 1. We calculate the optimal unitary operator by selecting the
unitary operator giving the minimum value of (e~"").

In our case, the Kolmogorov-Nagumo average can be
expressed in terms of the cumulants series,

o0

_ =1
Wy =Y %xn(w), (17)

n=1 !
where k,(w) is the nth cumulant of the work, e.g., k;(w) =
(w), Kw) =0y, k3(w)=(w—(w)*), ks(w)=((w—
(w)*) — 302, and so on. In particular, the average of Eq. (17)
has been recently discussed in Ref. [14] when w is replaced
with the energy. A further explanation is given by considering
the Chernoff bound

Pr(w < x) < {e7™)e™, (18)

where Pr(w < x) is the probability to get a work smaller than
a fixed amount x. Thus, by minimizing (¢~""), we minimize
the upper bound of the probability Pr(w < x) and so the left
tail of the work probability distribution. In particular, this
bound can be asymptotically saturated for a large number of
quantum batteries for an optimal value of r, and x < (w),
as we will see in Sec. I AS. Thus, in this case the agent
maximizes the probability Pr(w > x) = 1 — Pr(w < x) to get
a work w that is not smaller than x. Furthermore, we note that,
for a given state p, work fluctuations are typically connected
to the average work: If the agent wants to optimize work
fluctuations somehow, e.g., minimizing (e~""), then he or she
can inevitably reduce the work extracted in average (see, e.g.,
Fig. 1). In the end, we note that, from the expected utility
hypothesis, given a set of states, the agent prefers to extract
work from the state with the largest value of Ecg, where the
fluctuations are minimal, although the corresponding average
work, i.e., the ergotropy &, can be lower than that of other
states. Finally, a similar discussion can be done for r < 0.
In this case, the agent is risk loving and will prefer large
fluctuations.

A. Exponential utility function

We focus on the following exponential utility func-
tion defined such that the absolute risk aversion, Eq. (10),
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is constant:
1 .
uw) =—-(1-e""), (19)
r

for r # 0, and u(w) = w for r = 0, which is a strictly increas-
ing function. The agent is risk averse for r > 0, risk neutral
for r =0, and risk loving for r < 0, and the absolute risk
aversion of Eq. (10) is constant and it is r4(w) = r. For a
linear u(w), i.e., r = 0, we get the ergotropy and U, = Ug.
In order to calculate the maximum in Eq. (11) over all the
unitary operators we note that:

Theorem 1. In general, for any r the stationary points are
incoherent unitary operators expressed as

d
U= e%le)(er,], (20)
k=1

where 7y is a permutation.

Thus, we have d! nontrivial stationary points since the
phases ¢ play a trivial role, i.e., do not appear in the expecta-
tion value of the utility function.

Proof. To prove that the stationary points are of the form
of Eq. (20), we start by considering

1
(u(w)) = (1 = Tr{U pv(H)U Tu(=H)}), 2n

where we have define the function v(w) = ¢~ "™, so that v(x +
y) = v(x)v(y). We calculate the variation

S{u(w)) x Tr{8U pv(H)U "v(—H))}
+ Tr{U pv(H)SU Tv(—H)). (22)

We note that SU = XU, where X is infinitesimal and such that
X' = —X. A variation over the set of the unitary operators can
be obtained by considering a curve in the set, which has the
Schrodinger equation U = MU, with M = —M, where the
derivative has been done with respect to the parameter s of the
curve, and thus the variation is given by U = U8s = XU,
where X = M§s. We get

S(u(w)) o« TH{X[U pv(H)U, v(—=H)]}. (23)
By considering X arbitrary, we get the stationary condition
[UpvH)UT, v(=H)] = 0. (24)

Since v(—H) and pv(H ) are diagonal operators in the basis of
energy, U pv(H)UT must be diagonal in the same basis if the
commutator in Eq. (24) is zero, which implies the stationary
points in Eq. (20) and completes the proof.

Then Eq. (11) reduces to a maximum over all the d!
permutations 7y,

d
1
— _ _ _r(Eﬂ” —€n)
U(p) = rr}r%x " |:1 E P, € :| (25)

n=1

To calculate the optimal value U(p), we define y, = " /r,
so that y; < yr+1. Then, we sort { pye~"} in decreasing order,
i.e., we choose the permutation 7y such that p, e "% = uy
with u; 2> ury;. From these considerations, we get our main

result,

1 d
U(p) = ;<1 — Zukere"). (26)
k=1

Concerning the optimal certainty equivalent, from Eq. (9) we
get

1
Ecr(p) = u~' U(p)) = — I —rU(p)). (27

which is equivalent to Eq. (16) and generalizes the ergotropy
E(p) to an agent non-neutral to risk. Let us study these ob-
jects. Operatively, the optimal values can be calculated by
sorting the elements {pye™"} in decreasing order achieving
the sorted u;. If for a given r the elements are already sorted
in decreasing order, i.e., pre™"%* = pry1e” "+ or equivalently
ur = pre” "%, then the agent prefers to do nothing. In this case
U(p) = 0. Interestingly, if there are at least two populations
pr and p, different from zero, then there is always some r
such that u; # pre™"%*, and for this r we get U(p) > 0, and
the agent prefers to try to extract work instead to do nothing.
To prove it, we consider k > n and we search r such that

pne " < pre”", (28)

which is satisfied for

1
r< 2. (29)
€y — € Pk

Thus, we deduce that:
Theorem 2. U(p) > 0 if and only if

1 1 i
r < max n 2= 22 (30)
k.nlk>n €, — € Dk €7 — €; Pk

For instance, if the initial state is thermal p; = e Pe /Z,
where Z = Y, e P% and B is the inverse temperature, then
the condition in Eq. (30) reduces to r < —f. It results that
U(p) = 0 and it is zero if and only if pyiie™ " < pre ™
for all k or, equivalently, Eq. (30) is not satisfied. States such
that prr1e™ "+ < pre™"* for all k are a generalization of the
passive states achieved for » = 0. Concerning the optimal cer-
tainty equivalent in Eq. (27), we note that since Ecg(p) needs
to be real, from Eq. (27) it results the bound U/ (p) < 1/7 when
r > 0. In this case we get Ecg(p) = 0 since the argument of
the logarithm is smaller than 1. Furthermore, by noting that for
r = 0 we get the ergotropy and for r < O the argument of the
logarithm is larger than 1, we get that in general Ecg(p) > 0.
Since u(0) = 0, we get Ecg(p) = 0 if and only if U(p) = 0.
Moreover, since for r > 0 we have 0 < U(p) < 1/r, we get
U(p) — 0 as r — oo. We note that U (p) and Ecg(p) can be
also related to the Tsallis and Rényi divergences defined as

sallis l o —a
D;"saHS(pllq) — ﬁ ijq} —1 y (31)
j

|y pfl , (32)

DR™i(pllg) = L
i 4

a—1

which for @ > 0 are non-negative and equal to zero if and
only if p = g, where p = {p;} and g = {q;} are two proba-
bility distributions such that p; > 0, > . p; =1, ¢; > 0, and
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> :gi = 1. Itis easy to see that there is a relation for the case
of thermal populations p; = e~#%/Z. In this case, by defining
gk = Px,, from Egs. (26) and (27) we get

U(p) = —BDI(ql|p), (33)

Ece(p) = —BDR™i(ql|p), (34)

where @ = 1 4 r/f. In particular, for ¢ > 0, namely r > —8,
both the divergences are non-negative for any permutation 7y,
which means that p = ¢ and the optimal permutation is 3 =
k. This is in perfect agreement with the condition in Eq. (30).

To see how the optimal values U/ and Ecg differ from
the egotropy, we start to define the characteristic function of
work as x (x, p,U) = f e p(w, p, U)dw [alternatively also
the definition x (x, p, U) = [ e " p(w, p, U)dw is typically
used], which is the generating function of the work moments,
and the generating function of work cumulants g(x, p, U) =

In x(x, p,U). In general, the optimal values can be
expressed as
1 , glr, p, Uy)
Ulp) = ;[1 = xGr,p, U], Ecp(p) =—"—"—"".
(35

Thus, to achieve the optimal unitary cycle, we are minimizing
x (ir, p, U)/r over all the unitary cycles instead of the average
energy of the final state E(UpU") for the ergotropy. Since
the optimal incoherent unitary changes by jumping from a
permutation to a different one, we expect that there is a neigh-
borhood of zero such that if r € (6_, 5, ), then we get the
optimal unitary operator U, = Ug, where §_ < 0 and §; > 0.
Thus, for r € (6, §;) we get

1 ir, p, U
Up) = 10— xr . Up, - Ecxtp) = ~S P08
(36)
from which we have
Up) = E(p) — §<w2>E + O, (37)

Ece(p) = E(p) — §[<w2>g — &P+ O00?), (38)

where (w")g = [w'p(w, p, Up)dw, e.g., (w)p=E(p).
Given two states p and p’, by following the expected utility
hypothesis an agent prefers the one with largest optimal value
U (or equivalently Ecg). Thus, if the agent is near to be neutral
to risk, r € (6_, 8+), then the selection of the initial state is
determined by the ergotropy and its higher moments (or cu-
mulants). In general, given two states p and p’, it is important
to compare the optimal expected utilities of the two states. To
deduce a sufficient condition for the inequality U (p) > U(p’),
we start by considering

d
1 / T
U(p) —U) = = ) (u — w)e"™, (39)
r k=1
d—1 k
eVEk-H —_ ei’Ek ,
k=1 j=1
T€q d
—— ) wj—u), (40)

where we used the summation by parts [15]. All the pa-
rameters with apostrophe, e.g., u, correspond to p’. Since
€ < €r+1, and y(x) = €™ /r is a strictly increasing function,
we get (e — ") /r > 0, thus the weak majorization gives
a sufficient condition, which is

d

/ 1 ,
{ux} >y {u;} and r<00r;z;(uj—uj)=0
J:

= U(p) > U(p")
= Ece(p) = Ece(p)), 41)

where the weak majorization is defined such that {u} >, {1}
if and only if

k
dupz ul fork=1,....d. 42)
j=1

j=1
Asr — 0, we get that U(p) — U(p") is equal to the ergotropy
difference E(p) — E(p’) and the condition Z?: 1y —
u})/r = 01is equal to E(p) = E(p’), i.e., the two states have

the same average energy. Of course, also the majorization
gives a sufficient condition for r # 0, which is

{ue} > {u} = Up) > UP") = Ece(p) = Ece(p’), (43)

where the majorization is defined such that {u} > {u;} if and
only if

up >y uy fork=1,....,d—1 (44)

j=1 j=1

and Y9 = Y{_, u,. This implies that both U(p) and
Ece(p) are Schur-concave functionals of {u;}. Let us now give
some examples.

1. d=2

For d = 2 we get a qubit where the computational basis
can be defined as |€;) = |0) and |e;) = |1). We have only two
permutations which are the identity 71151), defined as ”1( =1
and 7'[2(1) = 2, i.e., in the usual notation (1,2), and the NOT
gate n,fNOT) defined as nl(NOT) =2 and nZ(NOT) =1, i.e., in the
usual notation (2,1). It is easy to see that the optimal U, is the
identity for r > r*, whereas we get the NOT permutation (2,1)
andU(p) > O forr < r* (see Fig. 2). To find r* in the function
of the populations, we require that the expected utility (u(w))
for (2,1), which reads

—r(e2—€;)

1
[1— pre — pre” T 45)

(u(w)),n = -

is zero. From this condition we get
1. 1-
P = -n—2, (46)
€ p
where € = ¢, — €1 and p = p;. We note that for r = 0, the
identity permutation (1,2) is selected for p; > 1/2 (passive
state) and the NOT permutation (2,1) for p; < 1/2 (active
state), in agreement with the ergotropy, which is nonzero
only if the state is active. For an initial active state such
that p; < 1/2, we get r* > 0, so that a risk-averse agent for
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(1,2)

P

FIG. 2. Optimal permutation in the plane (p, r). In the orange
region we get the NOT (2,1) and in the white region the identity
(1,2). The critical value r = r* is the bottom boundary of the white
region.

0 < r < r* prefers to gamble and to perform the cycle with
NOT permutation, since the state is active and average work
can be extracted. For an initial passive state p; > 1/2, we
get r* < 0, so that a risk-loving agent prefers to do nothing
(i.e., the identity) for O > r > r* and does not gamble by
performing the NOT permutation (2,1). We can have a deter-
ministic work extraction, i.e., the probability distribution is a
Dirac delta, when p; = 1 or p = 1. When p; = 1 we get the
ground-state p = |€;) (€|, and the identity is preferred for any
r. Instead for p, = 1 we get the excited-state p = |e;) (€2, and
the NOT is preferred for any r. This is because in both cases
we obtain a deterministic protocol for extracting the work.

2. d=3

For d = 3, i.e., a qutrit, we have 3! = 6 permutations. We
focus on an active state (the ergotropy is nonzero) with pii1 >
pi for all k. For r =0, we get the ergotropic permutation
(3,2,1), and the average utility is equal to the ergotropy and
it is nonzero. Let us see how permutation are selected as the
risk aversion change. For r # 0, for this permutation we get

1 - - —_ -
(u(w))(3,2’1) = ;[1 — p3e r(es—ey) _ P2 — pie (€ 53)].

47)
Asr — —oo, we get
1
a2 ~ —[1=pr=pse” 7L (48)
On the other hand, for the permutation (3,1,2) we get
1 ren
(u(w))z,12 = ;[1 — pse @
_ ple—r(ﬂ—ez) _ pze—r(ez—es)]. (49)
As r — —oo we get
1 (enm
(W))a.1.2) ~ —[1 = pse @7V, (50)

Thus, since €3 — €; is the largest difference and for p; # 0
appears only in the expected utility with permutations (3,2,1)
and (3,1,2), as r decreases from zero to —oo, if p; #£ 0,
then the optimal permutation jumps from (3,2,1) to (3,1,2).
Conversely, for » — oo all the utility expectation values are

1.0 - 1.0
0.8 \ 0.8
® (1,2,3)
(1,3,2)
DTO.B * (2,1,3) SOB
A (231
0.4 v (3.12) 0.4
o (32,1)
0.2 0.2

A

0.0 -
-30-20-10 0 10 20 30

0.0
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0.6 0.6
g g

0.4 0.4

0.2 0.2

0.0 0.0
0.0 02 04 06 038 1.0 0.0 02 04 06 08 1.0
P1 P

FIG. 3. In the top left panel, we plot the probability P in the
function of r. P, is the probability to get a permutation k, where
k=1(1,2,3),(1,3,2),...,(3,2,1), by choosing randomly p; and
P2, e.g., by flipping a coin. In detail, P, is calculated as the frequency
to get a certain permutation in the plane (p;, p»). In the remaining
panel, the optimal permutation in the plane (p,, p,) for different
value of r. In detail, we put r = 0 (top right panel), r = —1 (bottom
left panel), and » = 1 (bottom right panel). We consider the energies
€ = k.

negative except the identity that is zero, and thus the optimal
permutation is the identity (1,2,3). However, for intermediate
values of r, between the permutations (3,2,1) and (1,2,3) there
may be other permutations, depending on the values of p; and
the values of energies €. For other states, such that py.; > pi
is not satisfied for some k, the ergotropic permutation is not
(3,2,1), but a similar behavior occurs (see Fig. 3).

3. d=2+2

We consider a bipartite system of two qubits. The Hilbert
space of a qubit has the computation basis {|0), |1)}. The
Hamiltonian of a qubit is Hyupic = €]1) (1], so that the Hamilto-
nian of the total system is H = I ® Hqupit + Hqupic ® I, giving
the energies €; = 0, €, = €3 = €, and €4 = 2¢ and the eigen-
states |e;) = |00), |e;) = |01), |e3) = |10), and |e4) = [11).
We start to consider the initial state p = p(ﬁit, where pqubic =
p10)(0] 4+ (1 — p)|1)(1]. Thus, the populations of the total
system are p; = p?, py = p3 = p(1 — p), and ps = (1 — p)*.
In this case, it is easy to see that the ergotropy £(p) can be

. . . _ ®2
extracted with an incoherent unitary operator Ug = Ug gy

without generating correlations in the final state Ug pU g The
local incoherent unitary operator Ug qubi; 18 the ergotropic one
for d = 2. We have Ug quit = I if the state pquic is passive,
ie., for p > 1/2, whereas Ug quvit = Unor = [0)(1] + |1)(0]
for p < 1/2. For r # 0, we find that two permutations are

essentially involved: the identity 7t,§1 ) =k, ie., the permuta-

tion (1,2,3,4), and the NOT permutation n,ENOT), such that
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nl(NOT) =4, JTZ(NOT) =3, néNOT) =2, niNOT) =1, i.e., the
permutation (4,3,2,1). Then we have the optimal unitary oper-
ator U, = Uq‘%ﬁi[, where Uqubic = 1 if r > r*, whereas Ugupit =
Unor if r < r*, where r* is again the one in Eq. (46). To prove
it, we consider the permutation (4,3,2,1) which gives

re

l — T
(Mme&uz;U—sz —p3—p2—pie¥), (51

so that r* is solution of (u(w))w 32,1y = 0 and we get Eq. (46).

4. Initial correlations

To study the role of initial correlations, we label the two
qubits of Sec. IIT A 3 with A and B, and we consider an initial
state showing correlations between the two parties A and B.
Thus, we consider an initial incoherent state in Eq. (6), such
that p # m,, where 7, = ps ® pp. The reduced states are
given by calculating the partial trace, getting ps = Trg{p}
and pg = Tra{p}. The mutual information Iy.z(p) = S(7,) —
S(p) = S(pa) + S(pg) — S(p) is nonzero, so that there are
only classical correlations, since the initial state p is classical-
classical. In detail, S(p) = —Tr{p In p} is the von Neumann
entropy. We find that the optimal permutation corresponding
to the initial state p can be different from the one corre-
sponding to the initial state p" = m,,. Furthermore, u; does not
necessarily majorize ), and there are states such that U/ (p) <
U(r,) for r < 1y, whereas U(p) > U(m,) for r > r;. For in-
stance, for the state with populations p; = 0.33, p, = 0.34,
p3 = 0.22,and py = 0.11, we get r; = —0.8. In particular, for
r =0, we get 57(p) = E(p) — E(rr,) = 0 for two qubits (see
Ref. [16]), which suggests that r; is nonpositive. Then, for
certain initial states, a very risk-loving agent tends to prefer
the uncorrelated state 7, instead of the correlated state p, i.e.,
the agent prefers to discharge the correlations between the two
qubits A and B.

5. Ensemble of quantum batteries

As a last nontrivial example, we consider an ensemble of n
quantum batteries, where every battery has the Hamiltonian H
in Eq. (2) and it is prepared in the state p. We recall that a state
p is called completely passive if p®" is passive for any number
n of batteries. One can show that a state p is completely
passive if it is equal to the Gibbs state pg = e #¥ /Z, where
Z = Tr{e #"} and B is solution of S(pg) = S(p), where S(p)
is the von Neumann entropy. This can be understood by noting
that £(p®") < n[E(p) — E(pp)] for any n. In particular, it is
possible to perform a unitary cycle such that

E(p®") ~ nlE(p) — E(pp)] (52)

as n — oo, which optimizes the average work extracted (see
Ref. [17]). Here we aim to calculate Ecg(p®") for the most
interesting case » > 0 and thus for a risk-averse agent, which
tries to minimize the work fluctuations. Thus, the agent aims
to minimize

(e—rw> — Tr{p®n(e—rH)®nUT(erH)®nU} (53)

over all the unitary operators U. We calculate the trace in
Eq. (53) with respect to the basis of the energy eigenstates
lit, ..., 1) = H{ix}) = ®j_,l€;,) of the n batteries system.

Given a state |{i;}), we define n; as the number of the in-
dices i that are equal to i. Then the energy of this state is
€nyng = €ny = Z;I:l n;€;, so that its value is specified by
the occupation numbers set {n;}. The Hilbert space of the n
batteries system can be expressed as the direct sum

= @

ny,eang| Yo ni=n

Hn]...nd ’ (54)

where the subspace H,, . ,, has dimension

n!
Wnl...n,, = '—’ (55)
nyi---ng:
Namely, W, ,, is calculated as the number of states [{it})
having occupation numbers {n;}.

In general the average (¢e~"") is minimum when U is an
incoherent unitary operator, which performs a permutation of
the states |{ix}). This incoherent unitary operator, given an
initial state |{ix}) € H(,) with the initial occupation numbers
{n:}, leads to a final state |{ix}) € Hz, with the final occu-
pation numbers {7;}. We can write this incoherent unitary

operator as
v= &

ni,...nql y_; ni=n

: Hnl...nd - H’

ni..ng- 10 particular, the subspace
has dimension Wj,,;, and in general we can define the

Yoo [N i)

Hikh €H ) 1)) €Hny

Uny.ng» (56)

where Uy, . n,
7-t:’l] NG

number
(57

W’_l]nﬁdl"]nﬂd =

where |({ix}|Up, [{ix})| is zero or 1, since U is an incoherent
unitary operator. Thus, we note that

Z W‘Il...fld\nl...nd = Wnlmnd’ (58)
Ay..dig| 3, ti=n
from which we define the conditional probability
Wr’l glny..n
Diiy..iiglny..ng = W (59)

To evaluate the trace in Eq. (53), we note that for the state p®"
we get the occupation numbers {n;} (and so the energy €,,. ,,)
with probability
DPny..ng = ‘/an...ndprlll e 'prdw- (60)
Thus, from Eq. (53), we get the expectation value
€= >
ny...ng| Zi n=nij...iq| Zi nj=n

x " il =me (61)

Pny..ng Py ...aglny..ng

The optimal U, i.e., the optimal conditional probabilities
Diy..iglm..ng are such that Eq. (61) is minimum. We note that,
for a given set {n;}, determining ps,. 7, n,..n, for all {i;} is
equivalent to determinate the operator Uy, up to irrelevant
phases, since U is an incoherent unitary operator.

To perform our calculations, we focus on a large number n
of batteries. Then, by defining p; = n;/n, we get

Wiy ny ~ €"1P (62)
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as n — oo, where H(p) = — ), p;In p; is the Shannon en-
tropy of the distribution probability p = {p;}. Thus, the
probability in Eq. (60) reads

Dnyoong ™ e_nD(f’H[’)’ (63)
where D(p|lp) = —H(pP)— ) ;pilnp; is the Kullback-
Leibler divergence, and we have defined the probability

distribution p = {p;}. Furthermore, without loss of generality
we assume

—nD(p
Piy..iglny..ng ~ € ") (64)

for a certain function D(p) > 0 of the probability distribution
p = {pi}, with p; = i;/n. To minimize Eq. (61) we can pro-
ceed similarly to the maximization of average work given in
Appendix A, resulting in Eq. (52). As n — oo we get

- —nD(pl|p) ,—nD(p
(€7 ~ Z Z e~ "PBlIP) p=nD(p)
ny.ngl Yo m=n iy .ig| Y i=n
Xefnrzi(ﬁifl_’i)fi. (65)

We can obtain a lower bound of this expression by considering
that, for a given set {n; = np;},

Z pfll...fld|n1...nd Z ﬁiei ~n Z p;’ei’ (66)
7!1...7!4|Zi7l,‘:l’l i i

where {n; = np} with H(p') = H(p), which is Eq. (A4)
proven in Appendix A. Thus

exp3r Z

fiy..fig| Y ii=n

pﬁ]...ﬁd ni..ng Zﬁiei ~ eer nffi‘ (67)
i

Since h(x) = € is a convex function, we can use the Jensen’s
inequality (h(x)) > h({x})), from which

Z pﬁ]~.~ﬁd|"]~~~”der ifes 2 erZi e, (68)
fy...1g| Zi ni=n
Then, it results the lower bound

™y = Y

ny.ngl Yy, nj=n

e~ "P@BlIp) g=nr i(Bi—p)ei (69)

As for the maximization of the average work (see Ap-
pendix A), only a distribution p = p* dominates in the sum,
which is the one that makes stationary the Lagrangian F[p] =

fIpl+ w3, pi, where
f1pl = DGlp) +r Y (i — P)er, (70)

and the choice p’ = p’* makes (¢~"") minimal. By requiring
SF[p] =0, we get that the stationary point j = p* satisfies
the equations

/%

Pi vu=o0  an
api

lnﬁ,-—lnp,»—l—l—l—rei—rZej
J

Thus, from Eq. (69) we get the bound
(™) = eI, (72)

where equality in Eq. (72) asymptotically holds for the con-
ditional probabilities of the form in Eq. (A2), and then the

0.004

0.003

0.002

ch/n

0.001

0.000

0 5 10 15
n

FIG. 4. The optimal certainty equivalent Ecg(p®") versus the
number #n of batteries (blue points). We put r = 1, p; = 0.538, p, =
0.237, p3 = 0.225, ¢; =0, &, = 0.579, and €3 = 1. For the asymp-
totic value in Eq. (75) (red dashed line) we get f[p*] =~ 0.0043.

bound in Eq. (72) can be saturated and the right side gives the
minimum value of (¢~""). The optimal unitary operator U is
such that U,y @ Hyny — Hywy for {n; = np;}. To determinate
p’", we start by noting that 5 depends only on p!* through
the partial derivatives E)p/j* /opF, with j =1,...,d, thenitis
easy to see that 35} /dp;" = O forall i, j. The optimal p’ = p’™
makes stationary the Lagrangian F'[p'] = f[p*] + A[H(P') —
H(p*)] +v Y p. (where in f[p*] we replaced p/* with p)),
from which we get the equations

re;+A(lnp,+1)+v =0, (73)
giving
—Bei
e €
;= , 74
Pi 7 (74)

with Z = Y, e P4 and B solution of H(p'*) = H(j*). Thus,
the optimal certainty equivalent reads

nflp]

Ece(p®") ~ (75)

which is checked for d = 3 in Fig. 4. An approximated ex-
pression for small r is given in Appendix B.

It is important to note that for r # 0 we get p* # p, thus we
can minimize and maximize simultaneously the asymptotic
values of (e7™) and (w), respectively, differently from the
result shown in Fig. 1 for a single battery. This because the
maximization of the asymptotic value of (w) fixes only the op-
erator Uy, for typical occupation numbers {n; = np;}. Then
for r # 0 we are free to choose Uy,,;; with {n; = np}} in order
to get the minimum asymptotic value of (¢~""). Furthermore,
for large n, the Chernoff bound is saturated as usual, and we
get

Pr(w < )C) ~ e—nl(x) = e—n Sup'>0(f[ﬁ*]_"x/”)’ (76)

where I(x) is the so-called rate function. We note that Eq. (76)
defines a relation x(r) between x and the optimal r. This
explains how calculating £cg for a given risk aversion r is
equivalent to minimize the probability Pr(w < x) for x =
x(r), as n — o0. In the end, as for the case n = 1, we ex-
pect that there is a neighborhood of zero such that if r €
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(6, 84), then we get the optimal unitary operator U, = Ug.
In this case, for r € (6_, 84 ), we get the generating functions
x (ir, p®", Ug) ~ e 1PV and g(ir, p®", Ug) ~ —nf[p*], e.g.,
the ergotropy cumulants can be calculated as kg, (w) ~
n(=1)"19" f[5*1l,=0, where kg 1(w) = E(P®"), kg 2(w) =
(w?)g — E*(p®"), and so on. For instance, the first two cumu-
lants can be obtained from the small r expressions given in
Appendix B.

B. Arbitrary utility function

For an arbitrary utility function we get Eq. (13). By con-
sidering U = XU, we get the variation

Slu(w)) = Y (el XUler) (el en)

k,n
—(enlUle) (el U X |e))pruler — €,).  (77)

It is easy to see that the variation §{u(w)) is zero if U = Uy,
where U; is an incoherent unitary operator of the form in
Eq. (20). In principle, we can also have nonincoherent unitary
operators as stationary points. If the maximum of (u(w)) over
all the unitary cycles is achieved for an incoherent unitary
operator of the form of Eq. (20), then we get

d
Ulp) = max Y pru(er, — €). (78)
k=1

We find that Theorem 1 results to be a corollary of the follow-
ing theorem:

Theorem 3. If the utility function u(w) is a monotonic
function, then the stationary points are incoherent unitary op-
erators of the form of Eq. (20), from which we obtain Eq. (78).

Proof. To prove it, we write Eq. (77) as

Slu(w)) = > (eulXl€;) (€U e (eclU )

k.n,j
X prlulex — €,) — u(ex — €;)]. (79)
By considering (€,|X |€;) arbitrary, from 6 (u(w)) = 0 we get
d
> tejlUlex) el U €n) peluter — €n) — ulex — €,)] =0
k=1
(30)

for all n and j. The d equations for n = j are automatically
satisfied. The equations for j < n can be achieved from the
equations j > n by complex conjugation. Thus we focus only
on the equations for j > n. If u(w) is a monotonic function
(on the support of the work), e.g., u(x) > u(y) for any x > y,
then for all k we get u(ex — €,) — u(ex — €;) # 0 for any j >
n. For k’s such that p; # 0, then Eq. (80) is satisfied if and
only if (6j|U|6k)(ek|U*|6n) is zero for j > n. This happens
only if the unitary transformation applied to the projector of
energy, i.e., Ule)(e|UT, is a projector of energy such that
the off-diagonal elements (with respect to the energy basis)
are zero, i.e., U maps |&;) to e/® e, ), for k such that p; # 0.
The complementary subspace generated by |e;) with k£ such
that p; = 0 does not play any role in the expectation value,
and thus we can consider an incoherent unitary operator of
the form reported in Eq. (20).

From the proof, we note that, in addition to the fact that the
optimal incoherent unitary operator still remains defined up to
irrelevant phases ¢y, the corresponding optimal permutation
can be not unique (it is unique only if p has full rank). We note
that a deterministic optimal work extraction can be obtained
from a pure state p; = |€z)(€z|. In this case, by consider-
ing a strictly increasing utility function u(w), from Eq. (78)
we get U(p;) = u(e; — €1). Given a general incoherent state
P = Y. Prler) (€|, by using the Jensen’s inequality, it is easy
to see that an agent that is averse to risk (u(w) is concave)
prefers to extract the certain amount of work wqee = £(p) =
W (pp, Ug) = € — €1, ie,U(p) < U(pp), it W(p, Uy) < Wyer
or if £(p) < wger- On the other hand, for a risk-loving agent
[u(w) is convex] W (p, U,) > wqe implies that U (p) > U(pz)
and thus, in this case, the agent prefers to extract work from
the state p instead of the deterministic work extraction from
P-

Furthermore, from Eq. (78), we can give a sufficient con-
dition such that U/(p) > 0, analogously with Theorem 2.
For simplicity, we assume that u(x) is a strictly increasing
function and u(0) = 0. If there are n and k > n such that
pnu(€, — €) + pru(er — €,) > 0, then we can consider the
permutation m; such that my =n, m, =k, and 7y = s for
s # n, k. Thus, since u(0) = 0, for this permutation we get
(u(w))y, = pnu(en — €x) + pru(ex — €,) > 0. By noting that
u(e, — €x) < u(0) =0 and u(ex — €,) > u(0) =0, we get:

Theorem 4. U(p) > 0 if there are some n and k > n such
that

ﬂ lu(e, — €r)l

. 81
Pn M(Gk - 6n) ( )

By considering that for the exponential utility func-
tion u(w) of Eq. (19) we get |u(e, — €)|/u(ex — €,) =
e~ we note that the result is in perfect agreement with
Theorem 2.

We now proceed by discussing how the optimal value U (p)
differs from the ergotropy £(p) as done for the exponential
utility function. Given an arbitrary utility function u(w), we
write it as u(w) = w + §(w), where §(w) = u(w) — w de-
pends on some parameter r and we assume that the agent
tends to be neutral to risk, i.e., §(w) — 0 as r — 0. Then,
there is a neighborhood of zero such that if r € (6, §;),
then we get U, = Ug and thus U(p) = E(p) + (8(w))g. By
considering #'(0) > 0, we can redefine u(w) by multiplying
it by a positive constant such that we get the Taylor series
around zero 8(w) = u”(0)w?/2 + - - -. Thus, for r € (6_, 84)
we have

r4(0)
2

where r4(0) is the absolute risk aversion in Eq. (10) evalu-
ated at w = 0. Then, Eq. (82) generalizes Eq. (37) achieved
for an exponential utility function to an arbitrary one.
Similarly to the exponential case, given a set of states,
the selection of the initial state with largest U/ is deter-
mined by the ergotropy and its higher moments through
the absolute risk aversion r4(0) (in first approximation). Fi-
nally, to conclude our analysis, let us further discuss the
conditions such that U(p’) > U(p). To do this we focus
on the case d = 2. In general, the utility function reads

Up) = E(p) — (whe +--, (82)
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u(w) = u,(w) + u,(w), where u,(w) = u,(—w) and u,(w) =
—uy(—w), defined as u, o(w) = [u(w) £ u(—w)]/2. For sim-
plicity we consider u(0) = u.(0) = 0. Given a state p =
pler) (el + (1 — p)lea)(ea|, we get the NOT permutation as
the optimal one and

U(p) = ue(e2 —€1) + (1 = 2plus(ez —€1)  (83)

if u.(e;—€)+C(p) >0, where C(p) = (1 —2p)u,(e; —
€1), or the identity permutation and U(p) = 0 otherwise.
Given another state p' = p'le|){(e1] + (1 — p)lex)(ea], if
U(p) > 0 and U(p’) > 0, then we get the general condition

Up") > U(p) & C(p) > C(p). (84)

For the exponential utility function, C(p’) > C(p) is equiva-
lentto p > p'. In particular this general condition is equivalent
to the majorization condition in Eq. (43) when this can be
applied, e.g., for u; + up = u| + u,. However, for an arbitrary
utility function, C(p’) > C(p) is not equivalent to p > p'. For
instance, we can consider a quadratic utility function u(w) =
aw + bw?. In this case, for a < 0 we get that C(p’) > C(p)
is equivalent to p > p/, and for a = 0 we get U(p') = U(p)
for any p and p’ such that U(p) > 0 and U(p’) > 0. This
shows how the majorization condition does not hold for an
arbitrary utility function, i.e., U(p) and Ecg(p) are not Schur-
concave functionals of {u;}. Thus, finding a general condition
that holds for an arbitrary utility is extremely difficult if not
downright impossible, although some conditions can be found
for specific utility functions. In general, depending on the
specific utility function, the only way to see if U(p’) > U(p)
can be to explicitly calculate U (p) and U(p") from Eq. (78) by
finding the corresponding optimal permutations.

IV. INITIAL QUANTUM COHERENCE

If there is initial quantum coherence in the energy basis,
ie., [p, H] # 0, for the unitary cycle with unitary time-
evolution U, then we get the quasiprobability distribution
(8,91,

Paw, p,U) =Y _Re(ei|ple;)e;[U e (elUles)
k,j,i

xX6(w —qei — (1 —q)ej +€).  (85)

In particular, it reduces to the quasiprobability distribution of
Ref. [18] for ¢ = 0, 1 and the one of Ref. [19] for ¢ = 1/2.
We aim to calculate the optimal value in Eq. (11), where
the average in Eq. (11) is now calculated with respect to the
quasiprobability distribution p,(w, p, U) instead of the prob-
ability distribution p(w, p, U). We focus on the exponential
utility function in Eq. (19). We get

(u(w)) = %(1 — ReTr{Uv(gH)pv((1 — ¢)H)U 'v(—H)}).
(86)
Of course, for r = 0 we get the ergotropy £(p) and in general
we still get U (p) = 0, since we get (u(w)) = 0 for the identity
U = I. To find the optimal U,, we consider

8(u(w)) oc ReTr(X [Uv(gH)pv((1 — )H)U™, v(=H)]}.
(87)

The variation §{u(w)) is zero and (u#(w)) is maximum if there
exists a unitary operator U = U, which reads

d
U= e le)(ulq), (88)

k=1

where we define |ux(g)) and wu; such that Agjlux(q)) =
ulug(q)), where A, = v(gH)pv((1 — @)H) and ;> wgsr. In
this case, we get the optimal expected utility of the form in
Eq. (26), with the new u;’s defined above. We have that u;’s
are non-negative and do not depend on q.

Proof. To prove it, let us show that the eigenvalues uy
of A, do not depend on g. It is enough to note that A, =
e pe=H o7 i5 a similarity transformation of Ay = pe™"",
and thus A, has the same eigenvalues of Ay, namely u;’s do not
depend on ¢. To prove that they are real, we consider ¢ = 1/2,
in this case Aj;, = Al 1, and they are also non-negative since
A2 = BB', where B = ¢ "11/2p1/2,

However, since A, and Ay are related by a similarity trans-
formation, we get

luk(q)) o< e M i (0)), (89)

and then the states |ux(q)) in general are not mutual
orthogonal, U, in Eq. (88) is not unitary, and A, #
> ug|ug(q)) (ux (q)|, except for ¢ = 1/2. In general only for
q=1/2,A1p = AI/Z and |ux(1/2))’s are mutual orthogonal,
so that U, in Eq. (88) is a unitary operator. Then, the max-
imum value U(p) in Eq. (26) (with u; sorted eigenvalues of
A,) can be achieved with the optimal unitary operator U, in
Eq. (88) only for the quasiprobability representation achieved
for ¢ = 1/2. Furthermore, in this case we note that the suffi-
cient conditions in Egs. (41) and (43) still hold with u; defined
above. To get some insights for g # 1/2, we write

(u(w)) = ;[1 — ReTr{S,e 2" pe 35 'v(-H)}]  (90)

N | =

= 1— Z ujxje™ |, On

k,j

where we have defined S, =Ue 9He:#| and xj =
Re(eleq|uj(1/2))(uj(1/2)|Sq‘1|6k). We have that ijjk =
> ¢ Xjk =1, so that if xj; > 0 for all j and k, then we get
that x;;’s are the entries of a doubly stochastic matrix. Thus,
from the Birkhoff’s theorem, the matrix with entries x ;; can be
expressed as a convex combination of permutation matrices.
Then the expected utility can be expressed as

(u(w)) = %[1 =D 0y ue} (92)
o k

where 6,,’s (which depend on the state p, the unitary operator
U and the parameter ¢g) sum to 1. The optimal value reads

Up) = %[1 - 20 Zum’“} (93)
a k
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which depends on ¢ only through the coefficients ,. How-
ever, in a neighborhood of ¢ = 1/2, we have that xz; > 1 and
xjx < Oforall k and j # k, and all the equalities hold only for
q = 1/2. For instance, let us focus on the case d = 2, where
we havexlz = X21 andxn = X22. FOI'q 75 1/2, we ﬁndxlz <0
and so Eq. (93) is an affine combination with 6; + Oyor = 1,
where Onor < 0 and 6; > 1.

Proof. To prove it, we note that for any d, for U = U,
we get dyXjkl4=1/2 =0 for all j and k. Thus, g =1/2 is
a stationary point of all the entries xj;. In particular, for
q=1/2, xip =1, and xj, =0 for all k and j # k. Due
to the symmetry under the transformation g — 1 — g, the
stationary point can be a minimum or a maximum. We
find that ajxjk|q:1/2 = 2r2[(uk(1/2)|H2|uk(1/2))8k, —
|(uk(1/2)|H|uj(l/2))|2] +---.  Actually, the omitted
part is equal to —2[(ek(1/2)|M12/2|ek(1/2))8k,j —
l(ex(1/2)IM12l€;(1/2))1*],  where d,U, = iM,U,, with
M} =M,, in detail M, =iU,d,U,. This contribution has
the same form of the one coming from the Hamiltonian but
with opposite sign. However, due to the symmetry under the
transformation g — 1 — g, we get 9,U,l4=1,2 =0, i.e., the
omitted part is equal to zero. Then ngkk|q=1 2 > 0 (since
we get a variance, which is positive) and 83}( jklg=1/2 < O for
k # j, which completes the proof. This means that, e.g., for
d =2, 6; gets its minimum value for ¢ = 1/2 that is equal to
1 and Byor gets its maximum value for ¢ = 1/2 that is equal
to zero. Then #; > 1 and Oxor < O for g # 1/2.

Then, in this case, we find that the decomposition in
Eq. (93) holds for any d, with )" 6, = 1, where §; > 1 and
6, < 0 for a # I, and all the equalities hold only for g = 1/2
(the proof in Appendix C). This affine decomposition implies
that the optimal expected utility /(o) in the function of g gets
its minimum value for ¢ = 1/2. This means that an agent who
selects a quasiprobability representation obtains at least the
optimal value /(p) achieved for ¢ = 1/2.

A. Coherent contribution

We define the coherent contribution to the expected utility
as

Ue(p) =U(p) —UA(p)). (94)

For g = 1/2, we have that U,.(p) > 0O; thus the agent prefers
the state with quantum coherence instead of the dephased
A(p). This generalizes the r =0 result E.(p) = E(p) —
E(A(p)) = 0in Ref. [20].

Proof. To prove it, we use Eq. (43). We note that A(p)isa
unital map, i.e., A(/) = I, and

A(v(gH)pv((1 — g)H)) = A(p)e ™, (95)

then u; majorizes u;, where u are the sorted eigenvalues
of A(p)e~™. For r # 0, the condition Z?Zl(uj —u}) =0is
equivalent to Tr{pv(H)} = Tr{A(p)v(H)} which is satisfied.
Thus by using Eq. (43), we get U .(p) = 0.

A similar definition can be given for the coherent contribu-
tion to the certainty equivalent

Eck,e(p) = Ece(p) — Ece(A(p)), (96)

such that &g (p) = 0 for ¢ = 1/2. For r =0, we get the
ergotropy and so U,.(p) = U(U; pUy), where Uj is the optimal
incoherent unitary operator for the initial state A(p). How-
ever, for r # 0 a similar equality does not hold since, while
the work is additive under composition of unitary cycles, i.e.,
if U =U.Uj, we get W(p,U)=WU,;pU;, U:) +W(p, Up),
the expected utility (#(w)) (or the certainty equivalent) is not
[when u(w) is nonlinear]. Finally, to study the behavior of the
utility as a function of initial quantum coherence, we focus on
a qubit in the state

p = ple(el + (1 — p)le) (el + cle) (el + cle)el,
o7
where |c| < +/p(1 — p), and H = €|€e2)(e3|. The case ¢ =0
was discussed in Sec. III A 1. For g = 1/2 the coherent con-
tribution can be exactly calculated and reads

e —1
Ue(p) = (In] — v4|c|?er + nz)T’ (98)

where n = p(1 + ¢"¢) — 1. Thus, we deduce that, in this par-
ticular case, U.(p) increases as the initial quantum coherence
|c| increases for any r. In the end, we also note that the results
of an ensemble of n batteries of Sec. I AS can be easily
generalized in the presence of quantum coherence forg = 1/2
(see Appendix D).

V. CONCLUSION

An agent that is non-neutral to risk performs the selection
of a work extraction procedure with a given work statistics
by looking on the expected utility, which characterizes the
satisfaction of the selection. Here we answer to the question:
Given a Hamiltonian, from which state does a risk non-neutral
agent prefer to extract work? To answer to this question, we
introduce the optimal expected utility by maximizing over
all unitary cycles, generalizing the concept of ergotropy. The
selection is made thanks to the expected utility hypothesis,
comparing the optimal expected utility among the available
initial states and choosing the state with the highest one.
For incoherent initial states, we find the form of the optimal
expected utility, which is achieved by an optimal incoherent
unitary transformation. In the case of an exponential utility
function, we find that majorization gives a sufficient condition
to perform the selection. The optimal incoherent unitary cycle
is investigated with the help of some examples, which are a
qubit, a qutrit, and two qubits. Furthermore, we examine an
ensemble of quantum batteries, also showing that it is possible
to get the maximum certainty equivalent and the ergotropy
at the same time for certain unitary cycles. In particular, a
general formula for the generating function of the ergotropy
cumulants trivially follows from our results. Interestingly,
concerning the effects of the initial quantum coherence, by
adding quantum coherence in an initial incoherent state the
optimal expected utility increases so that the agent prefers
the state with initial quantum coherence instead of the in-
coherent one. For instance, for a qubit the agent prefers the
state with more initial quantum coherence if the populations
remain fixed. In the end, we think that expected utility gives
an important criterion on how to optimize work extraction
from quantum batteries in situations where the fluctuations are
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relevant. For instance, a single realization of the unitary cycle,
which gives the maximum average work (i.e., the ergotropy),
can give a random work far from the average value. In this
case, searching an alternative unitary cycle that optimizes the
extraction process by also looking at reducing fluctuations can
be vital for agents averse to risk, and one way to achieve this
is to maximize the expected value of a suitable utility rather
than average work.
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APPENDIX A: MAXIMUM WORK EXTRACTABLE FROM
AN ENSEMBLE OF QUANTUM BATTERIES

Let us focus on the average work and derive the result of
Eq. (52). The average work can be obtained from Eq. (61) by
considering that (e~"™) ~ 1 — r{w) as r — 0, getting

=3 )

ni..ngl Yo, m=n .| Y, ii=n
X E (I/l,' - }’_li)éi.
i

In the limit n — oo, the sums over {n;} give integrals over
{p;}. Thus, in the first sum of Eq. (Al), only a distribu-
tion p = p* = {p;} gives the dominant contribution, which
makes stationary the Lagrangian F[p] = D(p||p) + D(p*) +
wY_; Pi, where we have introduced the Lagrange multiplier
w such that > . p; = 1 and p* = {p}} is a stationary point
which gives the dominant contribution of the second sum of
Eq. (Al). Before we give the precise definition of p*, we
note that the maximization of the asymptotic value of the
average work in Eq. (Al) gives a condition that fixes the
conditional probabilities pg, . ,ln,...n,» 1-€., the operator Uy,
only for the occupation numbers {n; = np;}. Thus, we focus
on {n; = npf}. We note that there are unitary operators U

giving
Piy..iiglny..ng = 1_[ 571,-,}1;7
i

where the set {r;} is defined such that the number W, _7,in,..n,
is equal to Wy, ,, for {;} = {n;} and zero otherwise. Thus,
as n — oo, n; = np;, where p’ = {p’} has the same Shan-
non entropy of p*, H(p') = H(p*). We aim to show that the
optimal Uy, gives conditional probabilities of the form of
Eq. (A2). By considering only the term p = p* in the first sum
in Eq. (A1), and noting that ps, s, n,..n, ~ € "2, we get

Yoo PPN e ~ne PPN e (A3)
i i

fiy.iig) Y, ii=n

Pny..ng Pty ...ag|ny..ng

(AL)

(A2)

where p* makes stationary the Lagrangian F[p] = D(p) +
@Y, pi, where we have introduced the Lagrange multiplier
f such that ), p; = 1. We note that the left side of Eq. (A3)

is not smaller than 3" E;/W,,,, where E; are the en-
ergies of the states |{i}) sorted such that E; < E;;;. By
considering ¢; > 0, we get that Eq. (A3) is larger than ¢;
and thus different from zero as n — oo. This implies that
the stationary point p* is such that D(p*) = 0; otherwise,
Eq. (A3) exponentially decays to zero as n — oo. By noting
that W, .., ~ €"HPI=P@I since D(p*) = 0, for {i; =
np;k} we get Wﬁl...ﬁdlnl...nd ~ enH([)*)’ and thus Wﬁl...ﬁdlnl...n[, ~
W,,..n, With {n; = np7}. Then we deduce that p* = p/, since
p' is a general distribution probability defined such that
Wn’l...nblnlmnd NWn]...nd- Thus, Piiy..dig|ny..ng decays exponen-
tially as p; is different from p, and we get

E E ~ § : /
Piy...iiglny..ng nie;~n Di€i-
i i

ay...ig| Zi fij=n

(A4)

Furthermore, since D(5*) = 0, from SF[p] =0 we get the
stationary point p* = p, and so Uy, : Hs) — Hyny for the
typical values of the occupation numbers {n; = np;}. Thus, by
considering only the stationary points in the sums in Eq. (A1),
the average extracted work can be expressed as

(w) ~nY (pi— pe (AS)

The value of p’ = p'* that maximizes the asymptotic formula
in Eq. (A5) will make stationary the Lagrangian F'[p'] =
Y ipi€i+AH(p')+v ), p;, where we have introduced the
Lagrange multipliers A such that H(p') = H(p) and v such
that ) °, p; = 1. By requiring that §F'[p'] = 0, we get

, e P
4* fr— N A6
Di Z (A6)

where Z =), e~P¢ with B solution of H(p'*) = H(p). This
means that the final average energy is asymptotically equal
to the one of the completely passive state, and so we get the
result in Eq. (52).

APPENDIX B: EXPRESSIONS FOR SMALL r

For small r, by looking for a solution 5} =) __, p,r* of

Eq.(71),and o = )" _ psr*, we get po; = pi, o = —1, thus

as r — 0 we get the conventional result for the optimal p’*

with B solution of H(p'*) = H(p). At the first order we get
€jpi — €ipi — mpi, (BI)

B B o (e‘f’ff)
Pii = = a4
0 op\ 7 ),

B 8 (e Fe
m=Y ()

iJ

B 0 (e b
+Za_f}a_<ez )
pi=pi pjop

€jpi— Y epi (B2)

Pi=pi

from which

o e—ﬁfi
pi = 7

p1ir+00?)
Pj=pj

(B3)
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SF =3 + 1Y (it Prir — pe + O0).

(B4)

APPENDIX C: AFFINE DECOMPOSITION

We consider the d x d matrix x with entries xj, such
that ijjk =, xjk =1, x4 > 1and xj <O for all k and
J # k. We aim to show that there is an affine combination of
permutation matrices P® such that

x = Z 0y P,

with Y, 60, =1, 6, > 1 and 6,4 <0, with P’ =1. For
d =2, Eq. (C1) is true since we have

‘= 61 Onor) _ 0,PD + O PNOD.
Onor 01

(ChH

(C2)

Ford = 3, we get 3! = 6 permutations, which are 7 : (1,2, 3),
2:(1,3,2), 3:(2,1,3), 4:(2,3,1), 5:(3,1,2), and 6:
(3,2, 1). We get that Eq. (C1) is true by choosing

O =x1—6, O=x33—0, 6s=x0—0, (C3)

(C4)

and 6; any real such that 6; > max; xz. By considering x;; >
X2 > X33, we get that 6, in Eq. (C3) are trivially nonpositive
and 6, in Eq. (C4) are also nonpositive since 64 < xp3 < 0
and 05 < x3p < 0. To prove it for any d, we define 6; =
max; xix = Xz > 1 and the matrix ¥ = [x — 6;PD]/(1 — 6;).
We get that the entries are non-negative X;; > Oand ) Xk =
Y «Xjx =1, and then X is a doubly stochastic matrix. Since

04 =x12—x33+ 01, 65 =x13—x0+06,

Xz =0, from the Birkhoff’s theorem we get the convex

combination
%= Zéap@‘), (C5)
al
from which
x=6PD+(1=0)) 0, P, (C6)

a#l

which is equal to Eq. (C1) by noting that 6, = (1 — 6;)f, < 0
for o # I.

APPENDIX D: ENSEMBLE OF QUANTUM BATTERIES
WITH INITIAL QUANTUM COHERENCE

We focus on ¢ = 1/2, so that we get

(€™ = Tr{(e™ 7 pe~)®"U ()}, (D1)

rH

We can consider the spectral decomposition e pe 2 =
Zf:l u;|u;) (u;|, where we recall that u; > 0. The optimal uni-
tary U maps a state ®|u;,) to a state |{ix}). For simplicity,
we assume that u;’s are nondegenerate. Then, by proceeding
as for the incoherent case in Sec I A5, we get the optimal
certainty equivalent in Eq. (75) with

fIpl=—H@E) =Y pilnu—rYy_ ple, (D2)
where p is solution of
B ap;”
Inp; —Inu; +1— r;ej 3 +u=0, (D3)

and p'* is given by Eq. (74).
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