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In this paper, the underlying problem with the color-gradient (CG) method in handling density-contrast fluids
is explored. It is shown that the CG method is not fluid invariant. Based on nondimensionalizing the CG method, a
phase-field interface-capturing model is proposed which tackles the difficulty of handling density-contrast fluids.
The proposed formulation is developed for incompressible, immiscible two-fluid flows without phase-change
phenomena, and a solver based on the lattice Boltzmann method is proposed. Coupled with an available robust
hydrodynamic solver, a binary fluid flow package that handles fluid flows with high density and viscosity
contrasts is presented. The macroscopic and lattice Boltzmann equivalents of the formulation, which make
the physical interpretation of it easier, are presented. In contrast to existing color-gradient models where the
interface-capturing equations are coupled with the hydrodynamic ones and include the surface tension forces,
the proposed formulation is in the same spirit as the other phase-field models such as the Cahn-Hilliard and the
Allen-Cahn equations and is solely employed to capture the interface advected due to a flow velocity. As such,
similarly to other phase-field models, a so-called mobility parameter comes into play. In contrast, the mobility
is not related to the density field but a constant coefficient. This leads to a formulation that avoids individual
speed of sound for the different fluids. On the lattice Boltzmann solver side, two separate distribution functions
are adopted to solve the formulation, and another one is employed to solve the Navier-Stokes equations, yielding
a total of three equations. Two series of numerical tests are conducted to validate the accuracy and stability
of the model, where we compare simulated results with available analytical and numerical solutions, and good
agreement is observed. In the first set the interfacial evolution equations are assessed, while in the second set the

hydrodynamic effects are taken into account.
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I. INTRODUCTION

Multiphase phenomena occur frequently both in nature
and industrial processes, with applications in engineering and
science such as microfluidic devices [1], inkjet printing [2],
fluid flows in porous media [3,4], CO, storage [5], etc. Over
the past years, there have been numerous attempts to model
multiphase fluid flow numerically, which has led to a range
of different methods. The resulting methodologies of direct
numerical simulations can be categorized as either sharp-
interface or diffuse-interface methods [6,7].

The lattice Boltzmann method (LBM), as an alternative
to the classical computational fluid dynamics (CFD), has
emerged as a versatile method, capable of handling different
types of physics [8—10]. Based on this method, several single-
phase and multiphase models have been proposed. Different
multiphase methods include the color-gradient (CG) model
[11], the Shan and Chen (SC) model [12,13], the free energy
model [14], and the mean-field model [15].
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The CG model was first proposed by Gunstensen et al. [11]
based on the lattice gas model of Rothman and Keller [16].
The original model has a perturbation step that realizes the
surface tension between the two fluids, and a recoloring step to
separate them. The model was later modified by Grunau et al.
[17] to handle fluid flows with small density and viscosity
contrasts. In their model, the squared of the sound speed
ratio is the inverse of the density ratio which hinders the
model from solving fluid flows with large density contrast.
Lishchuk er al. [18] modeled interfacial tension by using the
continuum surface force (CSF). In their model, the pertur-
bation step in the Gunstensen et al. [11] model is replaced
by a force term acting in the interface region. Latva-Kokko
and Rothman [19] proposed a recoloring step to tackle the
lattice pinning behavior of the Gunstensen et al. [11] model.
A perturbation operator responsible for generating surface
tension force was proposed by Reis and Phillips [20] based
on its mechanical definition in two-dimensional (2D) systems.
Then, this scheme was extended to three-dimensions (3D)
by Liu et al. [21]. Both 2D and 3D models suffer from the
lack of Galilean invariance [22]. Huang et al. [23] showed
that in the former models, there are unwanted terms in the
recovered macroscopic equations using the Chapman-Enskog
(CE) analysis. These terms significantly reduce the accuracy
of results for fluid flows with density contrast. They proposed
a scheme for tackling the problem which works for fluid pairs
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with density contrasts up to 10 [23]. By removing the error
terms in the momentum equations based on the approach of
Li et al. [24], Ba et al. [25] and then Wen et al. [26] developed
a 2D model and a 3D color-gradient model, respectively. The
two aforementioned models are restricted to density ratios up
to 100. Moreover, the surface tension is determined based on
two free parameters. Lafarge er al. [27] proposed an equa-
tion of state (EOS) based on the stiffened gas formulation
which relieves the density ratio problem of Grunau [17] with
additional variables. The CG method has been developed to
incorporate different physics. For example, Akai et al. [28]
developed a boundary condition for complicated 3D geome-
try. They showed that the commonly used boundary condition,
known as the fictitious boundary condition [29], sometimes
leads to inaccurate results. Montessori et al. [30,31] devel-
oped an LB model by augmenting the stress-jump condition
across the interface with a repulsive term in order to provide
a mesoscale representation of all the repulsive near-contact
forces. Using this coarse-grained approach, they simulated
colliding droplets, a dense emulsion in microchannels, and
soft-flowing crystals in microfluidic focusers.

A further look into the macroscopic equivalent of the lattice
Boltzmann (LB) CG method, with the modified recoloring
step of Halliday’s model [32] and by treating the perturbation
step in a CSF manner [18], reveals that this method can be
interpreted as a phase-field method which mostly resembles
the Allen-Cahn (AC) equation. Subhedar [33] developed a CG
lattice Boltzmann model in which the mobility is related to
the hydrodynamic pressure and density field. They mentioned
that fluctuation of the hydrodynamic pressure is in the order of
squared Mach number (Ma) and changes slightly during sim-
ulations. They also calculate the phase field (order parameter),
which is an indicator of the interface, from the fluid population
of one fluid, which is in contrast with the nature of the CG
method in which two fluid populations determine the location
of the interface.

Considering the previous studies, this paper aims to
develop a formulation of the CG model addressing the above-
mentioned difficulties. Two phase fields are solved and based
on them the density is determined. The model is solved by
lattice Boltzmann equations (LBEs) coupled with an available
robust LBE for the hydrodynamic equation [34].

The rest of the paper is organized as follows. In Sec. II,
we first develop a formulation based on the CG model.
Then, an LB model is developed which comprises three
distinct distribution functions. Two of these are employed
to recover the macroscopic interfacial evolution equations,
while the last one is utilized to recover the hydrodynamic
properties. In Sec. III, numerical results and validation are
presented. We will validate the model based on simulations of
interface-capturing benchmarks such as diagonal translation
of a circular interface, rotation of Zalesak’s disk, circular
interface in a shear flow, deformation of a circular interface,
and on hydrodynamic benchmarks such as the Laplace test,
the Rayleigh-Taylor instability, and droplet splashing on a thin
liquid film. These validation cases demonstrate that the ap-
proach is able to accurately capture complex multiphase flow
phenomena that present challenges for other lattice Boltz-
mann formulations. A summary and concluding remarks are
provided in Sec. IV.

II. METHODOLOGY
A. Color-gradient-based phase-field model

In the conventional two-phase CG method [19,32], two
fluids are represented by the so-called red (subscript and su-
perscript 7) and blue (subscript and superscript b) fluids. The
corresponding particle distribution functions (PDFs) f (x, t)
and f(f (x, 1) are introduced to represent them, and the local
density of the fluid £ (k denotes the fluid being either red
or blue), i.e., Py, is given by the first moments of the PDF,
ie, k=D, f*(x,t) with x and ¢ being the position and
time, respectively. The total density is given by p = p, + pp.
In most studies [28], the summation of the two PDFs, i.e.,
fo + fo’j , undergoes a collision operator to recover the hydro-
dynamic properties, while there are a few studies that employ
a separate LBE to do so [35]. Also, in the conventional CG
method, a recoloring step is employed to impose the surface
tension force. To separate the two fluids, a segregation step is
employed in the CG method which resembles the conservative
AC equation [36], still with distinct differences. In the CG
method, the density of each fluid is determined based on the
first moment of the PDF, and the phase field is determined
based on the density fields. Also, for modeling fluid flows with
density contrast with the CG method, some manipulations
need to be taken care of since the density field is coupled
with the hydrodynamic properties such as pressure and sound
speed [17,27,33]. On the other hand, in the context of the
phase-field method for incompressible and immiscible fluids,
the density field can be computed based on the value of
the phase field. We take into account these differences when
building our formulation of the CG method in this study.

By considering the segregation step, proposed by Latva-
Kokko and Rothman [19] and treating the recoloring step in
a CSF manner [18], the following macroscopic equations are
recovered through the CE analysis expansion [28,35]:

dpr
ot

+V - (pu) = DV, — 2DBV - (Mn>

Pr + Db (1)
p prp

9% 4V . (o) = DV, + 2DBYV - (f) e n>’
9t Pr+ Py

where u is the fluid velocity, 0 < 8 < 1 is the segregation
parameter that controls the interface thickness, and n is the
unit vector normal to the interface. In the above equation D
acts like mobility in the phase-field context and is related to
the sound speed and the pressure field [27,33].

In the context of phase-field modeling, the phase field is
defined as Ny = py/px, where py is the bulk density value of
the fluid k. The phase field of a volume has its bulk values
of unity (zero) if the volume is filled with (empty of) the cor-
responding fluid, and changes smoothly across the interfaces.
By dividing Eq. (1) by the bulk density we reach the following
equations

N, 5 NN,
+V.(Nau)=DVN, —2DBV - [ ——"" __p],
ot Ny (or/ ) + Np
N, N,N,
=% L V. (Nyu) = DV?N, + 2DBV - (—bn>
ot Nr + Nb(Pb/Pr)
2)
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in which we have assumed that there is no difference between
the interface normal vector n if it is calculated based on the
density field or phase field. As can be seen in Eq. (2) by
defining the segregation factor as g =2/W, with W being
the interface thickness, and also treating D as a constant
mobility as defined in the AC framework, we reach the same
equation as the AC one provided that the density of the two
fluids matches, i.e., p, = pp. The AC model strives to reach
an equilibrium interface profile in the shape of a hyperbolic
tangent with the concept of the equilibrium profile in the
thermodynamically derived phase-field models [37]. From a
symmetrical point of view, Eq. (2) is only valid when p, = p,
which means that Eq. (1) can only be used for density matched
fluids, which explains why the CG original method faces
difficulties in tackling density contrast fluids. As can be seen,
for mixtures with density contrasts, the phase field computed
in Eq. (2) no longer corresponds to the equilibrium profile of
its corresponding AC equation, and careful treatments must
be made such as defining D based on the density-based sound
ratio [17,27]. Differences between Egs. (1) and (2) are further
discussed in Sec. IIIE.

In this paper, we propose to solve the following equa-
tion [setting p, = pp in Eq. (2)] for the phase fields N;, which
are bounded within the range [0, 1], i.e.,

N V. (Nu) = DVN, — 2DV - < NN n),
Jat N, + N,
3
W Ly, (Nyu) = DV2N,, + 2DBV - ( N:Ny n).
ot N, + N,

The density field is determined through a linear interpolation
of the bulk densities through

o = pr+ Pp = N,p + Nppp. “4)

To determine the location of the interface and the unit
vector normal to the interface, the following auxiliary phase

field is defined
1{N,—N,
=—|—+1 5
¢ 2<Nr+Nh+) @)

with ¢ = 1 indicating pure red fluid and ¢ = 0 indicating
pure blue fluid. The unit vector normal to the interface can
be calculated by n = V¢ /|Vo|.

(0,0),

e, = ¢ (cosl(a — D /2], sin[(e — D)7 /2]),
(cos[(Qa — 9)m /4], sin[(Qa — 9)7 /412,

4/9,
1/9,
1/36,

Wy =

B. LBE for interface capturing
The following LBEs are employed to solve Egs. (3):

R+ endt,t 4 8t) = fXx, 1) + QV*(x, 1)

Lot 2tV — 1
2N

)Fafv'k(x, 5, (6

where e, gives the velocity in the « direction, Q" is the
collision operator, F N is a source term, and 7V is the dimen-
sionless relaxation time in the single-relaxation-time (SRT)
collision operator. It should be noted that in some CG models
the surface tension force is included in the interface-capturing
equations [28]. In contrast, the proposed model does not con-
sider the interfacial force; instead, it only takes effect in the
hydrodynamic equation, as discussed in Sec. II C.

Equation (6) is different from commonly used CG equa-
tions. First, in the original CG method, i.e., Gunstensen et al.
[11], the collision operator includes three terms, i.e., single-
phase collision operator, perturbation step, and recoloring
step. However, the present study only includes the term re-
sponsible for the relaxation of PDFs. Second, as we treat the
surface tension in a CSF manner [18], and consider it only in
the hydrodynamic equations, the collision operator does not
include a forcing term. Finally, the recoloring step, which sep-
arates the two phases, is embedded in the interface-capturing
equations. Therefore, the collision operator can be written as

1
Nk _ k k,
Q= (e = %) ()
and the source term in Eq. (6) is defined as
NN,
FaN,r — _FaN,b — zﬁ b waea “n. (8)
Nr + Nh

In Eq. (7) fo**¥ is the equilibrium distribution of £¥, which
is defined as

2
ked N, l_i_eo[.u_i_(ew.u)_u.u o
Ja kw( 2 2¢d 2¢2 ©)

where ¢; = ¢/+/3 with ¢ = 8x/8¢t, and wy, is the weight coef-
ficient. The phase fields of the two fluids are calculated based
on the zeroth moment of the PDFs, i.e., Ny = Y, fX(x, 1) for
k = r or b. Also, the mobility is related to the dimensionless
relaxation time by

D = tVe2st. (10)

The lattice velocity and weight coefficient for a two-
dimensional (2D) and a nine-velocity lattice (known as D2Q9)
are given as

a =0,
a=1,2,3,4, (11)
«a=15,6,7,8,
a =0,
a=1,234, (12)
oa=5,6,7,8.
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C. LBE for hydrodynamics

To recover the hydrodynamic equations (see Appendix B),
we can implement either velocity-based or momentum-based
formulations. The former, which is the method of choice in
this study, has less incompressibility error compared to the
latter and has already been employed by several researchers
due to its improved numerical stability and accuracy [34,38—
40]. Here, we employ a velocity-based LB model originally
proposed by Zu and He [38] and recently improved by Fakhari
et al. [34]. The following LBE for the hydrodynamic equa-
tions is used [34]:

8a(x +e,dt, 1 +0t) = go(x,1) + Qu(x, 1) + Fy(x,1), (13)

where g, is the hydrodynamic distribution function, €2, is the
collision operator [Eqgs. (14) and (15)], and F, is the source
term [Eq. (21)].

The generalized collision operator can be written as either
a SRT collision operator [34],

1
QSRT:_ a_—eq , 14
“ r+1/2(g &) (14)

or as a multiple-relaxation-time (MRT) collision operator
[34],

QYR = M~'SM((g. — 29, (15)

where g5 is the modified equilibrium distribution function
defined as

g =g — 1F,, (16)
where

eq_%wa“‘r‘a_wav (17)

go( - oc
where p is the macroscopic pressure. In the MRT collision op-
erator, M and M~! are the orthogonal transformation matrix
and its inverse, respectively, and S is the diagonal relaxation
matrix [41], which takes the following form in this study [34]:

1 1
, (18)
T+ 1/2 t+1/2
It should be noted that, in this study, only the MRT model

is employed. The hydrodynamic relaxation time t is related
to the kinematic viscosity of the fluid v by

S:diag(l, 1,1,1,1,1,1,

The relaxation time across the interface can be given by
different interpolation schemes [34]. Similarly to the density
field, a linear interpolation is used for the relaxation time in
this study:

T =N, 7 + Np1p. (20)

The source term in Eq. (13) is given by

e, - F
Fa = Btwa—z, (21)
CS
where the force F includes four different terms [34]:
F=F,+F,+F,+F,+F, (22)

where F, = pgis the body force with g being the gravitational
acceleration. An additional term appears in the hydrodynamic
equations if a phase-field model is employed for capturing the
interfaces [42]. For the present model, it has the following
shape:

dp dN,
F,=—-ul— + —
dN, dt

d,O dNb
dN, dt

= _uD|:IOrV2Nr + b V>N, — 2B(pr — pb)

N, N,
x V- n (23)
N r + N b
with d being the derivative operator.
Two additional force terms, namely the pressure correction
term, F ,, and the viscous stress correction term, F,, are

included in the force term to exactly recover the Navier-Stokes
equations (NSs) [34]. These two terms are given by

F,=-Lvp (24)
0

and
F, =v[Vu+ (Vu)']-Vp. (25)

One can use finite differences to calculate F, based on
Eq. (25). In this study, we calculate F,, based on the central
moments as proposed by Fakhari et al. [34]. For the SRT

T = ZL& (19) model we have
CS
|
BGK __ v eq) | 9P
N NCESVIE |:2a: anCam(8a — &5 )] o {m, n} € {x,y}, (26)
and for the MRT one we have
ap
MRT 18
FMRT — —% Ze,sne,gm Z(M SV (o — &) |50 (mon) € . 3), 27)

where the subscripts « and 8 denote the characteristic directions.

In most CG models, the interfacial force is defined based on the CSF with the following definition [43]:

F,=—0kV¢, (28)
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where o is interfacial tension and « is the curvature, which is
defined as

k=—-I—-—n®n-V]-n. (29)

However, this interfacial force includes the derivative of the
unit normal vector and may induce undesirable discretization
errors. We will therefore employ a chemical-potential-based
interfacial force defined as [44]

F;=uve, (30)
where u is the chemical potential defined by
30,
pn=120p¢(1 — ¢)(1 —2¢) — —-V~p. (3D

B

After the streaming step, the hydrodynamic properties are
calculated by taking the zeroth and first moments of the hy-
drodynamic distribution function according to

P=pCY g
o

(32)

F
u= Zeaga + %&. (33)

In the above equations, the partial derivatives are calculated
using the following scheme:

VA, 1) = % Y eawih(x +edr), (34

where A is a placeholder for any quantity.

III. RESULTS

To assess the accuracy and stability of the proposed model,
different benchmark tests are conducted. Two LB models are
considered. The first is the model of Fakhari et al. [34] in
which the AC equation is solved (called the AC model). The
second model is a commonly used CG model by Akai et al.
[28] (called the CG model).

In the first four tests, we only consider the interface-
evolution equations alone, and so the velocity field is
prescribed. The results are compared with analytical solutions
as well as the AC model. Note that the mobility in the pro-
posed model is not related to the hydrodynamic properties but
rather a constant parameter determined by Eq. (10) based on
the accuracy and stability of the model [45]. In the rest of the
tests, the hydrodynamic equations are also solved and they
are coupled with the interface-evolution equations through
the phase fields and velocity field. Throughout the paper, the
interface is fixed where the auxiliary phase field is ¢ = 0.5.

To consistently compare the results with other available
data, we use the Péclet number Pe = LyUy/D and the Cahn
number Ch = W/Ly, where Uj and L, are the reference ve-
locity and reference length, respectively. Also, we define the
density and viscosity ratios as p* = p,/p, and n* = n,/np,
respectively, with n = pv being the dynamic viscosity. In
what follows, the dimensionless time is defined as t* =t /1,
where ¢ is the number of iterations and ¢ is the reference time
that is defined in each test case. Also, the red and blue fluids
are considered to be the heavy and light fluids, respectively.

L

(a) (b)

N\

FIG. 1. Diagonal translation of a circular interface at Pe = 62.5
and Ch = 3/100. (a) t* = 0.25, (b) t* = 0.50, (c) t* = 0.75, (d) t* =
10.0. The analytical profile is shown by a black dashed line at * =
10.0; however, it is covered by the result of the introduced model
(shown by the solid blue line) and the LB model [34] (shown by the
red solid line).

(c) (d)

A. Diagonal translation of circular interface

The diagonal translation of circular interface [46] is the
first benchmark to verify the interface-capturing equations to-
gether with their LB solvers. A circular interface with an
initial radius of R = Ly/4 is placed in the middle of a square
domain with length Ly = 100, and the following velocity field
is prescribed:

u(x, y) = Up,

35
uy (x, y) = U (35)

Unless otherwise specified, the inside of the interface is
filled with the red fluid (¢ = 1), while the rest of the do-
main is filled with the blue fluid (¢ = 0). Also, the periodic
boundary condition is applied for all sides, and the circular
interface returns to its original configuration at t* = 1.0 with
the reference time defined as #) = Ly/Up. Figure 1 shows the
interface at different dimensionless times for Pe = 62.5 and
Ch = 3/100. At t* = 10, the analytical interface (the dashed
line) is covered by the present simulation result (the solid blue
line) and the AC model (the solid red line) indicating that the
proposed model generates accurate results. There is almost
no difference between the two LB models. To quantitatively
assess the model and find the convergence rate, we define the
following relative error:

2 lop(x, 1) — p(x, 0)|
Yl 0

6ol = (36)
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FIG. 2. Convergence rate of the relative error |[6¢|; versus
different grid resolutions represented by the grid cell number Ly
for the diagonal translation of a circular interface (Pe = 62.5 and
Ch = 3/100) for the present model and the AC model.

where ¢(x, t) is the computational phase field at time ¢ and
¢(x,0) is the initial phase field. Figure 2 shows the con-
vergence rate by performing the test on four different grid
resolutions with the same parameter as Fig. 1 at r* = 1. As
can be seen, the present model produces results with low error
and with a convergence rate close to the second order, similar
to the AC model.

(a) (b)

(c) (d)

FIG. 3. Rotation of the Zalesak’s disk at Pe = 500 and Ch =
3/200. (a) t* =0.5, (b) t* =1.0, (c) t*=1.5, (d) t* =2.0. The
analytical profile is shown by the black dashed line at t* = 2.0 and
is covered by the present result (shown by the solid blue line) and
the AC model (shown by the red solid line). Note the red lines in the
corners, indicating unphysical behavior for the AC model.

(c) (d)

FIG. 4. Rotation of the Zalesak’s disk with the zero-gradient
boundary condition. The parameters are the same as in Fig. 3.
() r*=0.5, (b) r* =1.0, (c) t* = 1.5, (d) t* = 2.0. The analytical
profile is shown by the black dashed line at #* = 2.0 and is covered
by the present result (shown by the solid blue line) and the AC model
(shown by the red solid line). Note the red lines at the boundaries,
indicating unphysical behavior for the AC model, similar to what
was observed in Fig. 3.

B. Rotation of Zalesak’s disk

The Zalesak’s disk [47] rotation is another benchmark
test that has been widely used to evaluate interface-capturing
equations [38,46]. A disk with the initial radius of R = 2Ly /5
and slot width of 3L/40 is placed at the center of a square
domain with the length Ly = 200. The periodic boundary
condition is considered for this test as used in different studies,
e.g., Geier et al. [46] and Zu and He [38]. The disk is driven
by a vortex flow with the velocity field as

u(x,y) = —Uoz'r(l — 0.5),
Ly
37

uy(x, y) = Uprr (i - 0.5).
Ly

The disk rotates back to its original configuration att* = 2
with 7y = Ly/Uy. Figure 3 shows the disk at different dimen-
sionless times for Pe = 500 and Ch = 3/200. As can be seen,
the slotted disk maintains its initial shape during the rotation.
As can be seen, the AC model results in unphysical distur-
bances around the four corners of the computational domain.
As suggested by Fakhari et al. [48], a zero-gradient boundary
condition for all boundaries is applied. The results are shown
in Fig. 4. As can be seen, boundary errors exist for the AC
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)

(c) (d)

FIG. 5. A circular interface in a shear flow at Pe = 500 and
Ch =3/100. (a) t* =0.5, (b) t* = 1.0, (c) t* = 1.5, (d) t* =2.0.
The analytical profile is shown by the black dashed line at #* = 2.0
and is covered by the present result (shown by the solid blue line)
and the AC model (shown by the red solid line).

model, thus the present model gives slightly better interface
capturing.

C. Circular interface in a shear flow

For the third benchmark problem, we place a circu-
lar interface of radius R = Ly/5 in a square domain with
Ly = 200. The center of the circular interface is located at
(Lo/2,3Ly/10). The periodic boundary condition is consid-
ered for all sides. The following shear flow is prescribed:

u,(x,y) = —Uym cos [n(i - 0.5)i|
Ly
X sin |:71 (l — 0.5>i|,
Loy
uy( )—Unsin[n<1—05>]
(X, y) =Uo Lo .
X COS [n(l - 0.5):|.
Ly

The velocity field is reversed at r* = 1 so that the circular
interface comes back to its original position at t* = 2. The
reference time is defined as 7y = L/Uy. The other parameters
are Pe = 500 and Ch = 3/200. Figure 5 shows the interface
pattern at different times. As can be seen, for this benchmark,
there is little difference between the present model and the AC
model.

(38)

(c) (d)

FIG. 6. Deformation of a circular interface at Pe = 1250 and
Ch = 3/500. (a) t* = 0.25, (b) t* = 0.5, (c) t* = 0.75, (d) t* = 1.0.
The analytical profile is shown by the black dashed line at #* = 1 and
is covered by the present result (shown by the solid blue line) and the
AC model (shown by the red solid line).

D. Deformation of a circular interface

Another test considered is the deformation of a circular
interface, which is considered a particularly stringent problem
[49]. The following velocity field causes large topologi-
cal changes, thus posing challenges for interface-evolution
equations

wy(x, y) = —Up sin [4;1 <1 n 0.5>]

Ly

. y
dr( = 4+ 0.5
xsm[ n<L0+ >i|

X
uy(x, y) =—Uj cos [471 <— + 0.5>:|
7 LO

y
4| =— +0.5) |,
X cos|: JT(LO + )i|

where the velocity is abruptly reversed at t* = 0.5 and the
interface returns to its initial position at t* = 1 (t9 = Ly/Up).
A periodic square domain with the length of Ly = 500 is
considered and a circular interface with a radius of R = Ly/5
is placed at the center of the domain. Other parameters are
Pe = 1250 and Ch = 3/500. Figure 6 shows the interface at
different times. As can be seen, there is disintegration and
reconsolidation of the interface, which is caused by the abrupt
change in the velocity as well as a sharp initial velocity. Also,
there are some discrepancies between the initial and final

(39)
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O O

(d)

(e)

(f)

FIG. 7. Circular droplet in a periodic domain for different density ratios of (a) p* = 0.5, (b) p* = 1.0, (¢) p* = 2.0 for the original CG
model [Eq. (1)] and (d) p* = 0.5, (e) p* = 1.0, (f) p* = 2.0 for the present model (Eq. (3)). Solid black lines show the interface profiles at the
steady-state condition while the red dashed lines represent the initial interface.

shapes as shown at #* = 1. As can be seen, the present model
performs slightly better than the AC model. It should be noted
that this improvement comes at an increase in computational
cost. As shown in Sec. II, the CG method resembles the
AC phase-field equation. However, the CG results in more
accurate results at the cost of computational resources. As
such, there is a compromise to be made between accuracy and
computational cost.

E. Laplace test

In the following tests, the hydrodynamic equa-
tions [Eq. (13)] for determining the velocity and pressure field
are also solved. We first point out the differences between the
density capturing equation (1) (which is the CG model [28])
and interface-capturing equation (3) (which is the present
model). A droplet with a radius of R = Ly /5 is placed at the
center of a 2D domain with a side length of Ly = 100. All
four sides are treated as periodic boundary conditions. Other
parameters are W = 2.85, D = 1/6, and o = 0.001. Figure 7
shows the results of the two methods for three different
density ratios, namely p* =0.5, p* =1.0, and p* =2.0
(pr=1). In all cases, n* =1 (n, =0.5/3). The initial
interface is shown by a dashed line while the steady-state
interface is shown by a solid line. This figure supports the
conclusion that the original CG model is not well adapted
to mixtures with density contrasts, and to make it applicable
some treatments need to be employed [27,33]. For the case of

p* = 0.5 the droplet shrinks, while for the case of p* = 2.0
it expands until its density reaches the density of unity.
However, in the present model, the volume of the droplet does
not change, and it shows a good interface-capturing ability. It
should be noted that in both methods the mass is conserved
accurately. Due to this droplet shrinkage or expansion for the
original CG model, the rest of the section only includes the
results of the present model.

The parasitic currents (or spurious velocities) are small
amplitude velocities around the interfaces and are caused by
errors in the computation of the interfacial forces. We consider
a high density and viscosity contrast mixture with the prop-
erties of p* = 1000 (p, = 1), n* = 100 (n, = 0.05/3). Other
parameters are the same as before. Two different cases with
interfacial tension o = 0.001 and o = 0 are investigated. The
parasitic velocities and the maximum of the kinetic energy,
KE = p|u|?/2, are shown in Figs. 8 and 9, respectively. As
can be seen for o # 0, around the droplets there exist parasitic
currents which are attributed to different causes [50], and are
caused to vanish by the viscous force, as Fig. 9 suggests.
These parasitic currents vanish in case of zero surface tension
for the present model, in contrast to CG models [27,28] in
which the surface tension force is included in the interface-
capturing equation and the mobility is related to the density
and pressure fields with no distinct equations for solving the
hydrodynamic properties.

To further investigate the accuracy of the model in han-
dling fluid flows with high density and viscosity contrasts, the
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(a) (b)

FIG. 8. Parasitic currents for a static droplet in a quiescent sur-
rounding fluid (a) o = 0.001 and (b) ¢ = 0. The velocity vectors are
shown in blue color and scaled by 2 x 10° in lattice units. Solid black
lines represent the interface at the steady state while the red dashed
lines correspond to the initial interface.

phase field profile along the horizontal centerline (y = Ly/2)
is shown in Fig. 10. As can be seen, the model results in a
thin interface, and the interface profile for the two different
surface tensions is the same as the initial one, which confirms
the accuracy of the model. The Laplace law for different
radii is also investigated. According to this law, the pressure
difference across a 2D interface with radius R is related to the
surface tension via

(40)

Figure 11 shows the Laplace law for different radii when o =
0.001, and is in good agreement with the analytical relation
(40).

F. Rayleigh-Taylor instability

The Rayleigh-Taylor instability (RTI) has been used as
a benchmark in validating multiphase models. A layer of
heavy fluid lies above a lighter fluid in a gravitational field.
A strong enough perturbation at the interface results in the
replacement of the two fluids. A 2D domain of size Ly x 4L
with Ly = 256 is selected. The upper and bottom boundaries

10"

S0 N T ST S S S
1075 20 30 60 30 100

t

FIG. 9. Maximum Kkinetic energy versus dimensionless time for
the case with interfacial tension o = 0.001. Note that for o = 0 the
model results in the zero velocity field. The reference time is defined
asty =nR/o.

20 40 60 80 100

FIG. 10. Phase field profile along the horizontal centerline.

are treated as no-slip, while the vertical boundaries are con-
sidered as periodic. The phase field is initialized as

200 —ye — yp)i|

W (41)

¢ =0.540.5tanh [
where y, = 0.1Lg cos(2x/Lo) is a cosinusoidal perturbation
to the interface, y. = 2Ly is the height of the unperturbed
interface, and W is the interface thickness as defined before.
Note that the left bottom corner is considered as the origin of
the coordinates.
To compare the results of the present model with others, we
consider several dimensionless numbers: The Reynolds (Re)
and Atwood (At) numbers are defined as

Uo Ly
Re — m’ (42)
Nr
At=2r— P 43)
Pr+ Ob

The capillary number, which combines the inertial, viscous,
and capillary forces, is defined as

U
Ca = il 0
o

(44)

In the above dimensionless numbers, Uy = /gLy is the
reference velocity. The phase field at different dimensionless
times with #p = /Lo /gAt are shown in Fig. 12 for Re = 3000,
At=0.5, Ca=0.26, p*=3, n*=1, Pe=0.68, and
Ch = 5/256. The results shown are in agreement with the
available data [34], which confirms the accuracy of the model.

0.01 :
s Analytical
0.008
(="
< |
0.006
0.004
O'OO L L L L L 1 L L L 1 L L 1 L L L L
(%.03 0.04 0.05 0.06 0.07
1/R

FIG. 11. Laplace law verification.
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(a) t* =0

(b) t*=05 (c) t*=1.0

(d) t* =15

(€ t*=20 (f) t*=25 (g) t*=30

FIG. 12. Time evolution of the RTI for p* = 3 (At = 0.5), n* = 1, Re = 3000, Pe = 0.68, Ch = 5/256, and Ca = 0.26.

The dimensionless front positions of the bubble (the lighter
fluid) and liquid (the heavier fluid) are shown in Fig. 13,
together with the results of other studies [34,38,51,52]. As can
be seen, there is good agreement between the present results
and available data.

Simulation of RTI for multiphase fluid flow with a high-
density ratio and high Reynolds number is quite challenging,
and few studies have succeeded in doing so [34,52,53]. To
probe the applicability of the proposed model, a RTI system
with p* = 1000 (At = 0.998), n* = 100, Re = 3000, Ca =
0.87 Pe = 81.92, and Ch = 5/128 is simulated. The snap-
shots of the phase field at a different dimensionless time are
shown in Fig. 14. As can be seen, in contrast to the previous
RTT modeling, no vortices are generated around the falling
liquid, and the present model can handle multiphase fluid
flows with the same density and viscosity contrasts as water-
air systems.

G. Droplet splashing on a thin liquid film

A droplet splashing on a liquid film is common in nature,
e.g., raindrops splashing on the ground, and in the industry,

08k Present
g r . Fakhari et al.
=] [ N Haghani et al.
‘D L v Ren et al.
a 0.6r ° Zu et al.
b [
g [
& 04}
2 -
2
s 0.2
=]

0 1 1

e.g., inkjet printing, fuel in internal engines, etc., and has been
numerically studied by a number of researchers [53-55]. Fig-
ure 15(a) shows the schematic of the problem. A droplet with
the radius of R is placed at (x., y.) in contact with a film layer
of thickness % in a computational domain of size 4Ly x Ly.
The film layer has the same properties as the droplet. The
upper and bottom boundaries are no-slip, while the vertical
ones are periodic. The system is usually characterized by the
Reynolds number (Re) and the Weber number (We):

20,UoR
Re = 0% (45)
n
20,UR
o = 2P0t (46)
o

where U is the initial droplet velocity. The reference time
is to = 2R/U,. Figure 15 shows the phase field for different
dimensionless time for Re = 500, We = 8000, p* = 1000,
n* =40, and h* = h/2R = 0.15. Other numerical parameters
are Lo = 500, (x., y.) = (250, 130), Ch = 5/500, Pe = 0.36,
and Uy = 0.005. Included in the figure are the results of
Shao and Shu [53] and Lee and Lin [54]. To the best of our

0

Present
Fakhari et al.
Haghani et al.
Ren et al.

ZuI etal.

Liquid front position
)
<]

& <4« >

FIG. 13. Time evolution of (a) the bubble front position and (b) the liquid front position.
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(a) t*=0

by t*=05 (c) t*=1.0 (d) t*=15

(e) t* = 2.0

FIG. 14. Time evolution of the RTI for p* = 1000 (At = 0.998),
n* = 100, Re = 3000, Pe = 81.92, Ch = 5/128, and Ca = 0.87.

knowledge, such an unsteady flow with a high-density ratio of
1000 considered in this benchmark has not been satisfactorily
simulated in available CG models.

As can be seen in Fig. 15, after the droplet impacts the
film, part of the lighter fluid is entrapped between the droplet

O Q O
(a) t* =0.0 (b) t* =0.0 (c) t*=0.0
(d) t*=0.1 (e) t* =0.1 (f) t* =0.25
(g) t* = 0.2 (h) t* = 0.2 (i) £ = 0.50
........ EVERS —
() t* =04 (k) t* =04 1) t* =0.75
(m) t* =0.8 (n) t*=0.8 (o) t* =1.0

N D C

(p) t* =16 (q) t*=1.6 (r) t*=1.25
FIG. 15. Time evolution of the droplet splashing on a thin liquid

film. The left frames are the results of the present model, the middle

frames are the ones by Lee and Lin [54], and the right frames are the

results of Shao and Shu [53].

10'¢
i Theoretical
A Lee and Lin
Shao and Shu
Present
5 10°F
St r
[ v BvEV
-1 . M | . e
10,07 0 . 10°

FIG. 16. Log-log plot of the spread factor r/2R as a function of
dimensionless time ¢*. The straight line corresponds to the power

law r+/7.

and the film, and its shape changes from a thin film to small
bubbles due to the surface tension. This phenomenon is cor-
rectly captured with the present model. However, these small
bubbles will diffuse into the heavier fluid and eventually dis-
appear in the other models. At later times, e.g., t* = 0.8, 1.6
of the present results, the fingers of the heavy fluid become
unstable and eventually break into smaller droplets due to
the Rayleigh-Plateau instability (RPI). This instability is not
observed in the results of the other two models.

Based on the potential flow solution, the spreading radius
at early times is theoretically given by r = /2RUpt [55]. In
the numerical simulation, the spreading radius is the posi-
tion where the liquid velocity is at its maximum. Figure 16
compares the numerical spreading radius with the analyti-
cal solution and numerical results using the models from
Refs. [53,54].

As can be seen, there is a good agreement between the
present results and the other available data, which again con-
firms the accuracy and capability of the present model in
high density and viscosity ratios. It should be noted that the
discrepancy at the beginning of the impact in Fig. 16 is due
to the impulsive collisions in numerical simulations which do
not exist in the experiments [54].

IV. CONCLUSION

In this paper, the underlying difficulties of the color-
gradient method in handling density-contrast mixture were
explored. It was shown that the fluid invariant property of
the CG hinders it from handling density-contrast mixtures,
and a remedy based on the phase-field methodology was
proposed. A formulation of the CG method was developed
which is capable of handling high density and viscosity ratios
in high Reynolds numbers without instability issues. This
was achieved by treating the CG method as an interface-
capturing method, and the lattice Boltzmann equations were
developed to solve the macroscopic equations. At first,
the interface-capturing equations were investigated by several
benchmark tests to validate the accuracy and applicability of
the proposed model. Then, the hydrodynamic equation was
also taken into account, and challenging benchmark tests such
as the Rayleigh-Taylor instability and a droplet splashing on
a thin liquid film were conducted. The results were shown
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to be in good agreement with the available data. Although
the LB model was presented in 2D, its extension to 3D is
straightforward and will be considered in future work.
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APPENDIX A

The CE analysis is conducted in this Appendix to derive
the macroscopic interface-capturing Eq. (3) from the LBE (6).

The constraints on £ "*® and F9* are as follows:

Zf(f’eq = N,
o
Z eosz’eq = Nqu,

Zeaeafk 4 = 2N, I + Neuu,

ZFN,k _o,

NN,
ZeaFNr — 2 —bn,
N + Ny
NN,
ZedFNb ﬂ b a
N, + N,
ZeaeaFaN’k =0. (A1)
o

We now proceed in the same manner as discussed in [56]
by the following expansion

fo]z( — fo]z((O) 4 ffo]f(l) 4 Ezfolf(z) +
& = €dy + €%,

V= €V1,
n =e€n,
FNKE = e pVAD, (A2)

The unit normal vector utilizes the gradient operator which
is expanded as V = €V ; as aresult the expanded unit normal
vector is n = en; [40]. Based on Egs. (A1) and (A2),

DM =0 (m=0),

ZFN,k(l) =0,

. N,N,
Yer = 2p e,
N, + N,
N,N,
> el P = 2B  ny,
o N, + Nb
> eqe P = 0. (A3)

Taylor expansion of Eq. (6) around x and ¢ is applied, so
we obtain

dt
mﬁ+—%ﬁ+m

N _
(- ﬁ%+cf vwﬁ (Ad)

N8t 2¢N

where D, = 0t + e, - V. Substituting Eq. (A2) into Eq. (A4)

generates the following equations at orders of €, €', and €2,
respectively:
O : 7 =f, (ASa)

o). DO = L gy s (21 v
: aly Ngra 2N o s
(A5b)
51 I
0 : S+ Dify" + TDNL = — - 2.
(A5c)

where D, = 0t} + e, - V|. Summing over « for O(eh

gives us
01N+ Vi - (Neu) =0, (A6)

and similarly by substituting Eq. (A5b) into Eq. (A5c) and
summing over o for O(e') we obtain

3r2Nk+<2T2T 1>iV1 Zeafk(l)-i- Vl'[ ]}=O'

(AT)

Equations (A1), (A3), and (AS5a) have been used in the
derivation of Eqs. (A6) and (A7). We can use Eq. (A5b) to
obtain the first-order moment of () in Eq. (A7):

2tV —1
Zeaf(;(]) = —‘[N8t|:C§V1Nr — (2‘[—N>

x 2¢28 NNy (A8a)
C ,
s Nr+Nb !
2eV — 1
3 e i = _rNat[cgv,NbJr( ter )
N,N,
22—"""—n, |. A8b
X CéﬁNr+Nb”1:| (A8Db)

Substituting Eq. (A8a) into Eq. (A7) gives us

1 N,N,
9N, =V, - [(ﬂ--)m?(vmf —2p— n1>]
2 ’ r+Nb

(A9a)
1 NN,
Ny = Vi - | [V = =)ot ViN, + 28———n, ) |.
2)7% N, +N,
(A9b)
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Multiplying Eqs. (A6) by € and (A9) by € and then sum-
ming them lead to

N, +V . (N;u) = DV*N, — 2DBV - (ﬂn)
Jt N, + N,
(A10a)
Ny +V - (Nyu) = DV?N, + 2DV - (Mn>
ot N, + N,
(A10Db)

in which the expansion in Eq. (A2) has been used.

APPENDIX B

The incompressible Navier-Stokes equations for multi-
phase fluid flows are

V.u=0 (B1)
and
ou
p(a +u- Vu) =—Vp+V. -[nVu
+(Vu)")|+F,+F,+F, (B2
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