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Electrostatic interactions between rough dielectric particles
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From colloid suspension to particle aggregation in protoplanetary formation, electrostatic attraction and
repulsion between particles is a key mechanism behind the aggregation and clustering of particles. Although
most studies have focused on canonical spherical particles, it remains unclear how nonspherical and rough
dielectric particles interact and whether the complicated interplay between roughness and charge distribution
affects their force couplings. Here a boundary-element method model was leveraged to study electrostatic
interactions between charged dielectric particles with modular, axisymmetric surface features. Charge accu-
mulation at convex surface asperities decreases the strength of electrostatic interactions between particles, and
the sensitivity of the electrostatic force to the particle surface roughness and orientation is especially apparent
at small particle separations. Surface interactions between the particle near-contact regions were isolated to
determine the degree that near-contact interactions dictate the relationship between the net electrostatic force and
the particle roughness and orientation. A correction factor �F is introduced to recover higher order dielectric
effects from a low order analytical model. Finally, implications of surface charge asymmetries produced for
different particle orientations and surface roughnesses on the long-standing problem of triboelectrification are
discussed.
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I. INTRODUCTION

Particle charges are present in many natural and industrial
particle-laden flows, including dust in planet formations and
on the lunar surface [1–4], sand in desert storms [5], ash in
volcanic eruptions [6], powders in pharmaceutical process-
ing plants [7], and contaminants in electrostatic precipitation
filtration systems [8,9]. Often particles in these systems are
charged triboelectrically through collisions with other parti-
cles or their surroundings [10,11]. They can also be charged
by external ion fields or by UV radiation [12,13].

Electrostatic interactions between charged particles play
important roles in each of these applications. In the early
stages of planet formation, the electrostatic force enables
millimeter-sized grains to overcome the bouncing barrier and
form larger aggregates [14]. In desert storms, charged dust
particles produce atmospheric electric fields that alter the
concentration profiles of dust throughout the atmospheric
boundary layer [5,15]. In industrial processing facilities, the
buildup of static charge on particles leads to extreme explo-
sion hazards [16]. In space exploration, electrostatic charges
exacerbate the lunar dust problem, which remains a key im-
pediment in the establishment of a long-term presence on the
moon [17–19].

For particles composed of dielectric materials, induced
polarizations effects can lead to drastic changes in the re-
sulting electrostatic interactions. For example, for dielectric
particles with similar polarity charges, increases in the di-
electric constant can cause the force between the particles to
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switch from repulsive to attractive provided that the differ-
ence in charge magnitude is sufficiently large [20,21]. Studies
of the force between charged dielectric spheres indicate that
induced polarizations increase the strength of the electrostatic
interactions and minimizes the overall energy of the system,
which can strongly influence particle assembly dynamics and
clustering behaviors [22,23].

To the first order, polarizations can be approximated as
dipole moments [24–26]. However, dipole approximations of
the electrostatic force have been shown to be insufficient when
the dielectric constant is large or the charge separations are
small [27]. In such cases, higher order multipole interactions
are required to accurately resolve electrostatic interactions,
which adds significant complexity to an already complicated
multibody problem. Moreover, existing models that consider
induced multipoles are usually derived based on spherical
geometries. In many applications, including those involving
lunar dust [28], biomass [29], and volcanic ash particles [30],
the nonsphericity of the particles plays a critical role. In these
situations, it is difficult to directly extend spherical models to
account for the nontrivial modulation due to irregular geome-
tries. Therefore, different approaches are needed to resolve
dielectric interactions between particles with complicated
geometries.

Here we consider a simplified problem of the electro-
static interactions between a single pair of dielectric particles
with modular surface roughness features. A boundary-element
method (BEM) is employed to study the coupling between
induced polarization effects and the surface roughness and
orientation of the particles. The numerical method and the
parameters of the pair-interaction study are first described.
Then an analysis of the couplings between the geometric
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FIG. 1. (a) Geometry of the axisymmetric particles investigated
in this study. From left to right, the roughness parameter η = Bβ

was varied by only increasing the amplitude B. The two critical
orientations considered throughout this study are shown in panels
(b) and (c). In the Mountain-Valley orientation colored red (b), a local
“crest” on one particle’s surface aligns with a local “trough” on the
neighboring particle’s surface. In the Mountain-Mountain orientation
colored blue (c), the local surface crests of two adjacent particles are
aligned.

characteristics of the particle surfaces and the resulting
induced charge distribution and net electrostatic force is pre-
sented. Finally, implications of surface charge asymmetry that
arise from geometric asymmetry in the near-contact region on
the triboelectrification problem are discussed.

II. METHODS

A. Particle-pair interactions: Numerical method

A boundary-element method (BEM) that discretizes each
particle geometry into surface patches was implemented to
resolve particle surface charge distributions. [31]. Particle
geometries were discretized into equally spaced patches us-
ing a force-based smoothing algorithm [32]. Results obtained
with the BEM model were validated previously against two
known analytical solutions: the electrostatic force between a
point charge and a dielectric sphere and the force between
two charged dielectric spheres. These and other details of the
implemented BEM framework are provided in [27].

B. Particle-pair interactions: Key parameters

The particles considered in the study and the parameters
used to characterize the pair interactions are shown in Fig. 1.
The axes of both particles in the pair were always aligned with
the z axis. The particle surface geometries are defined accord-
ing to the equation R = R0[1 + Bsin(βθ )], which produces a
symmetric geometry about the azimuthal angle θ . The value
of R0 was set to unity for all particles considered in this study.
The roughness of the particles is characterized by the am-
plitude B and the frequency β. By considering axisymmetric
particles, the surface roughness of the particles can be varied
without altering the particle aspect ratio or introducing any
other large-scale geometric asymmetries. In this study, β was
held constant at 6 and B was varied between 0 and 0.2.

A roughness parameter η = Bβ was defined to measure the
surface roughness of different particle geometries. Particles
with different levels of surface roughness are shown in Fig. 1.

To investigate the influence of particle orientation on
the electrostatic interactions, the left particle was fixed and
the right particle was rotated about its z axis by the az-
imuthal angle θ . Two critical orientations were considered: the
Mountain-Valley (MV) orientation, where θ = π/β and the
crest of one particle aligns with the trough of the other, and
the Mountain-Mountain (MM) orientation, where θ = 0 and
the crests of each particle are aligned. Blue and red symbols
are used throughout this work to represent the MM and MV
orientations, respectively. As shown in Fig. 1, the separation
distance between the particles was measured as either D,
the distance between the particle centers, or d , the shortest
distance between the particle surfaces.

The value of the net particle charge, ±q, was set to 7.07 ×
10−14 C to match values of the average surface charge density
measured in previous tribocharging experiments [6,23,33–
35]. This value is also comparable to field measurements of
the charge of ash particles in volcanic eruptions and sand
particles in dust storms, and represents a conservative esti-
mate of the charge on lunar dust from the Apollo missions
[36–41]. The net particle charge was treated as a free surface
charge and distributed uniformly over the particle surface.
The particle free volume charge was zero for all cases. The
vacuum dielectric constant κ0 was set to 1, and the particle
dielectric constant κp was set to 2.5 for both particles, which
approximately matches the dielectric constant measured for
lunar dust particles. [42].

The electrostatic force acting on a given particle is calcu-
lated by integrating the force acting on all the patch elements
belonging to that particle. Throughout this work, F is normal-
ized by the Coulomb force F0, where F0 = |σ1||σ2|R2

0/ε0 for
particle pairs. Finally, the surface charge density is normalized
by the scale σ0 = q/4πR2

0, which is the mean surface charge
density for a spherical particle with the same total charge
and radius R. The following sections provide details of the
numerical method used to resolve the surface charge density.

C. Governing equation for the induced charge density

In the absence of a magnetic field, Maxwell’s equations can
be simplified to

∇ · E = −ρ/ε0 (1)

and

∇ × E = 0, (2)

where E is the electric field and ρ is the volumetric charge
density. In dielectric materials, an induced polarization field P
partially cancels the applied electric field E. The polarization
field has an associated bound (or induced) volumetric charge
density ρb that obeys the relationship [43]

ρb = −∇ · P. (3)

The total charge is the sum of the bound charge and the
free charge ρ f ,

ρ(r) = ρ f (r) + ρb(r), (4)

where ρ f is the net charge evenly distributed over the particle.
For pure conductors, the free charge is the only charge present,
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FIG. 2. Induced charge results visualized for select cases. (a–c) Surface charge distribution induced on an axisymmetric particle with a
charge q in a constant external E field of magnitude E = 10−5q/(4πε0R2

0 ) (indicated by the black arrows). (d–f) Surface charge distribution
induced on an axisymmetric particle with a charge −q in the external field produced by a nearby particle with a charge of +q, where the
distance between the particle centers is 2.4R0. Each particle in the bottom panels (cases c and f) has been rotated 30o about its polar axis. The
solid lines of the plots display the surface charge magnitude as a function of θ along three different horizontal contours distinguished by color,
and the gray lines display the concavity as a function of the azimuthal angle θ along these same contours. For the single-particle cases shown
in the left panels, F0 = qE0 and E0 = q/(4πε0R2

0 ).

and the values of E and P inside the conductor are both zero
[22].

For sharp dielectric interfaces, where changes in the dielec-
tric constant κ are appreciable only at the material boundaries,
the volumetric charge density reduces to the surface charge
density σb [44]. A linear equation explicit in σb can then be
formulated of the form

Aσb = b, (5)

where

Aσb = κσb + ε0�κEb · n̂ (6)

and

b = (1 − κ )σ f − ε0�κE f · n̂, (7)

where κ = (κ0 + κp)/2, �κ = κ0 − κp, and κ0 and κp are the
dielectric constants of the surrounding vacuum and the parti-
cle, respectively. In Eq. (7), Eb is the electric field component
produced by the induced charge σb, and E f is the remaining
component of the electric field from all other external sources
such that E = E f + Eb.

In the present study, Eqs. (5), (6), and (7) are discretized in
the BEM framework, and the surface charge on each patch is
solved numerically.

The r.h.s. of Eq. (5) [Eq. (7)] contains the free charge terms,
which are all known. In the l.h.s. of eq. 5 [Eq. (6)], an iterative
scheme is employed to solve the coupled equation for Eb [45]:

Eb(r) =
∫

S
σb(s)(r − s)/(4πε0|r − s|3) ds, (8)

Once the total surface charge σ has been resolved on each
particle, the electrostatic force on each patch can be computed,
and the net electrostatic force acting on a particle is calculated
by summing the force acting on all the patch elements belong-
ing to that particle. The remaining discussion focuses on the
impact of particle roughness and orientation on the net force
between particle pairs.

III. RESULTS

Induced surface charge results for selected cases are shown
in Fig. 2 and quantified in Table I. Figures 2(a), 2(b), and 2(c)
show induced charge results for individual particles subjected
to a constant uniform external E field. The arrows indicate the
direction of the E field. Despite changes in particle geometry,
orientation, and the induced surface charge distribution, the
net electrostatic force (provided in Table I) remains constant
between these cases. Because the net particle charge is a
conserved quantity and is fixed between all cases, the effects
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TABLE I. Results from selected cases.

Case η Orientation Charge E/E0 D/R0 F/F0 FCA/F |σmax|/σ0 (L/R) NCA/Np (L/R)

a 0 NA −q 10−5 NA 1.437 × 10−4 NA 7.276 NA
b 0.6 MM −q 10−5 NA 1.437 × 10−4 NA 8.396 NA
c 0.6 MV −q 10−5 NA 1.437 × 10−4 NA 7.970 NA
d 0 NA +q − q NA 2.4 −1.15546 0.312112 (1.55697/1.55674) (0.2498/0.250)
e 0.6 MM +q − q NA 2.4 −1.1005 0.27464 (1.81614/1.81773) (0.228631/0.227013)
f 0.6 MV +q − q NA 2.4 −1.07077 0.258652 (1.69797/1.49983) (0.228631/0.229107)

of all induced charges cancel for a single particle in a uniform
electric field. Consequently, the electrostatic force for these
cases is only a function of the net particle charge, not the
charge distribution, the geometry, or the orientation of the
particle, which is confirmed in the present results.

The single-particle cases also demonstrate an intriguing
coupling between the surface concavity and the surface charge
distribution. At the global particle scale, each particle exhibits
charge segregation across the entire particle geometry that is
aligned with the direction of the external field: positive val-
ues of σ concentrate farther down-field, and negative values
of σ concentrate farther up-field. This observation qualita-
tively matches the results of the induced charge obtained for
electrostatic interactions between dielectric spheres [27,45].
However, at the roughness element scale, the rough particles
exhibit oscillations in σ that appear to be in phase with oscil-
lations in the surface concavity, d2R/dθ2. This result, shown
in the contour plots in Fig. 2, provides qualitative evidence
for the correlation between local surface charge and surface
curvature and concavity, as proposed in [27].

The surface charges induced between charged particle
pairs, shown in Figs. 2(d), 2(e), and 2(f), have several key
differences compared to the single particle cases. For the
spherical case shown in Fig. 2(d), the gradient of charge shows
a sharp decrease in the near-contact region around θ = 0,
where surface separations are minimized. Similar observa-
tions can be made for the rough particles shown in Figs. 2(e)
and 2(f): at the global particle scale, the surface charge shows
a sharp decline at the near-contact region instead of a grad-
ual change. However, like the single-particle cases, higher
frequency oscillations in σ are still present across the entire
particle surface and appear to be in phase with the surface
concavity.

A. Electrostatic force

The electrostatic force was obtained by integrating the
force acting on all patches belonging to that particle according
to the expression [45,46]

F =
∫

S
κ0(σ f + σb)E dS. (9)

Figure 3(a) shows the electrostatic force produced between
pairs of dielectric particles with the same magnitude charge
but opposite polarity, i.e., (+q,−q). The particle surface
roughness, particle orientation, and the separation between the
particles were varied between cases. The cases where induced
charge effects are strongest are highlighted in the inset of
Fig. 3(a).

Three conclusions can be drawn from Fig. 3(a). The first
conclusion is that the force magnitude is significantly larger
between the spherical pairs than between any of the rough
particle pairs. Second, the electrostatic force is sensitive to
the particle orientation: at a fixed center-center separation,

FIG. 3. Normalized force F/|F0| between (a) oppositely charged
particles (+q, −q) and (b) similarly charged particles (+q,+q) as a
function of the separation between particles. Red markers indicate
the MV orientation, and blue markers indicate the MM orienta-
tion. The marker type distinguishes different values of the surface
roughness: squares correspond to η = 0.6, diamonds to η = 0.9, and
triangles to η = 1.2.
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FIG. 4. Comparison between the net force between particles when all particle surface patch interactions are included in the force calculation
(a) and when only the near-contact region surface patches are included (b). The electrostatic force between the point charge approximations of
the particle near-contact regions relative to the full electrostatic force. Marker colors and symbols have the same significance as in Fig. 3. In
the particle pairs shown in the inset of panel (c), the particle near-contact regions are colored according to the orientation of the particle pair.
The near-contact region is defined as all particle patches located within an angle θC of the axis connecting the centers of the two particles.

particles in the MM configuration experience a stronger force
than particles in the MV orientation. The final conclusion is
that F and the roughness parameter η are positively correlated
for the MM orientation but negatively correlated for the MV
orientation.

We now show the significant influence of the near-contact
region on the overall interaction between the particle pair.
The force between surface patch elements is given by the
expression

FCA ∼ κ|q1||q2|/d2
12, (10)

where κ = 1/(4πε0), qi is the net charge of surface patch i,
and di j is the separation distance between the surface patches.
The 1/d2 dependence of this relationship, as well as the
observed charge accumulation near θ = 0 shown in Fig. 2,
indicate that the surface interactions between the near-contact
region patches are dominant relative to other patch interac-
tions. For the present results, the near-contact region is defined
as all surface patches on the contact side of the particle that
reside within an angle θC of the axis connecting the centers of
the two particles where θC is equal to π/3. For the example
cases depicted in Fig. 2, the number of near-contact patches
(NCA) for the left and right particle of the pair is shown in the
final column of Table I.

The results shown in Fig. 4 illustrate that surface interac-
tions between the near-contact regions are dominant relative
to the interactions between other patches, especially at small
separations. Figure 4(a) shows force results when all surface
patch interactions are considered, and Fig. 4(b) shows re-
sults when only the near-contact region patch interactions are
considered. The observed relationship between FCA and the
surface roughness η, separation distance D, and orientation
of the particle pairs are nearly identical to the relationships
observed for F . Figure 4(c) shows the ratio FCA to F , and
Table I quantifies this ratio for the selected cases.

Figure 3(b) shows the electrostatic force between simi-
larly charged (+q + q) particles. In contrast to the oppositely
charged (+q,−q) cases, where polarization effects enhance
electrostatic interactions, a reduction in the repulsive force is
apparent for all similar charge cases. Unlike the oppositely
charged pairs, the spherical case does not exhibit significantly

different results relative to the rough cases. Furthermore, no
monotonic relationship is evident between the magnitude of
the repulsive force and the surface roughness parameter η,
and differences between the MM and MV orientations are
negligible.

Unlike the (+q,−q) cases, interactions between the
(+q,+q) particle pairs are not dominated by the near-contact
region interactions. While induced polarizations between
oppositely charged particles accumulates charges at the near-
contact region and produce an attractive force enhancement,
induced polarizations between similarly charged particles
push surface charges away from the near-contact region and
reduce the strength of the repulsive force. This explains why
the curves in Fig. 3(b) collapse for all cases.

B. Force correction �F

The results shown thus far demonstrate that induced po-
larizations strongly influence the electrostatic interactions
between dielectric particles. However, solving the effective
multibody problem to resolve the induced charge in the BEM
model is costly and often impractical for large-scale sim-
ulations. To provide a more practical means of recovering
higher order induced charges, a force correction factor �F
was defined as the difference between the force predicted
by an analytical point-charge dipole (PCD) model and the
force computed using the full BEM model. The PCD model
recovers low-order polarization effects by modeling particles
as a superposition of a point charge (monopole) and a dipole
[47]. The electric field in the PCD model is given by

E(xi ) =
∑
j �=i

[
q jri j

4πε0r3
i j

− ∇
(

p j · ri j

4πε0r3
i j

)]
, (11)

where qi is the charge of a particle located at xi and ri j is
the distance between particles i and j. The induced dipole pi,
which is assumed to be linearly dependent on the local field
strength, is given by

pi = 4πε0r3
p

κp − κ0

κp + 2κ0
E(xi ). (12)
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FIG. 5. Force correction factor �F vs separation distance for opposite polarity particles (a) and same polarity particles (b), where the
charge magnitude on each particle is constant. The significance of the colors and symbols is consistent with Fig. 3.

After an iterative method is used to calculate the electric field,
the force predicted by the PCD model is given as

FE ,i = qiE(xi ) + pi · ∇E(xi ). (13)

Further details of the PCD model are provided in [27,48].
The PCD analytical model is much less computationally

expensive than the full BEM model, but recovers only low
order induced charge effects [27]. The induced dipole portion
of the PCD model is valid only for spherical particles. There-
fore, this model only captures first-order polarization effects,
and is incapable of resolving higher order effects that arise
from variations in the particle surface geometry. The force
correction factor �F provides a means to recover the full
BEM model force results between particle pairs at the same
low computational cost as the PCD model. The expression for
�F is given by

�F = |F | − |FPCD|, (14)

where |F | is the magnitude of the force computed from the
BEM model and |FPCD| is the magnitude of the force predicted
by the PCD model [Eq. (13)].

Values of �F for different cases are shown in Fig. 5. The
left panels shows the force correction factor for particles with
opposite polarity net charges, and the right panels shows the
force correction factor for particles with identical polarity net
charges.

As the separation distance between particles increases, the
�F/F0 vs D data collapse for all cases. This indicates that
the polarization effects are insensitive to a particle’s rough-
ness or orientation when the particle separation distance is
sufficiently large. The present results suggest that separation
distances greater than approximately 20B are necessary for the
roughness effects to become negligible.

At closer separations, the magnitude of �F decreases as
η increases, indicating that higher order polarization effects
are mitigated for rough particle surfaces. Local minima and
maxima in the surface concavity of rough particles serve as
preferred locations for charges to concentrate, and prevent
larger scale and stronger polarizations. This is supported by
the results in Fig. 2, where smaller values of σ are produced
for rough particles relative to the spherical particles.

As D approaches infinity, the value of �F approaches zero
for both the PCD model and the BEM model. Equations of
the form �F/F0 = AebD were fit to the data to recover the
general shape of the �F/F0 data observed in Fig. 5 and
the horizontal asymptote at infinite separation distances. The
values of the fitting parameters A and b are shown in the inset
panels of Fig. 5. The parameter A controls the magnitude of
�F , and the parameter b captures the gradient of the increase
in |F | at small separations. For the opposite charge cases,
both fitting parameters show linear trends with the roughness
parameter η for the opposite charge cases. This indicates that
surface roughness reduces both the magnitude of the attractive
force and the gradient of the force increase at small particle
separations. However, for similar charge cases, A becomes
less sensitive to η compared to the opposite charge cases: the
magnitude of b is approximately half the value for the opposite
charge cases. These findings are consistent with the results
in Fig. 3, which show that the difference in F for different
surface roughnesses particles is minimal for the similar charge
case, and that the increase in F at small separations is much
less pronounced relative to the opposite charge cases. Our
numerical data sets provide a simple way to capture the high-
order correction, �F , between particles. Extensions of these
studies may provide a method to predict �F between particle
geometries characterized by β, η, or other generic orientation
and surface roughness parameters.

C. Local surface charge distribution

An analysis of the local surface charge distribution across
the particle surfaces provides further insight into the coupling
between electrostatic interactions and particle orientation and
surface roughness. The local charge distributions were ex-
tracted across the section of the equator contours, which are
visualized as red bands in Fig. 2. These distributions are
shown in Fig. 2.

The MV and MM orientations are shown in Figs. 6(a) and
6(b), respectively. The gray cut planes show the location of the
equator contours, and the charge distribution along the equator
contours are shown in the right plots. In both the visualized
particles and the right contour plots, the gray colorbar indi-
cates the value of |σ |. The surface charges at dmin for the left
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FIG. 6. Charge distribution over the equator contours of oppo-
sitely charged particles in (a) the MV orientation and (b) the MM
orientation. The gray cut planes in the left panels illustrate the loca-
tion of the extracted equator contours. Closed symbols represent the
left particle in the pair, and open symbols represent the right particle
in the pair. The symbol shapes and colors are consistent with those
in Fig. 3.

and right particles (σ0,L and σ0,R, respectively) are plotted in
Fig. 7. Open symbols correspond the right particle of the pair,
and closed symbols correspond the left particle. The color and
shape of the symbols correspond with the legend in Fig. 3.

While the MM configuration always produces symmetric
charge distributions, asymmetry in charge distribution appears
for the MV configuration as shown in Fig. 6(a). For the left
particle, the value of σmax is located at y ∼ 0, which is the
approximate location of dmin. On the other hand, the value
of σmax for the right particle is located at y ∼ ±0.4R0, which
corresponds to the approximate locations of that particle’s
nearest surface crests. These findings support the hypothesis
that the tendency for charges to accumulate at local crests
competes with the tendency for charges to accumulate at the
location of dmin. For the MM cases, these two effects are not in
competition, σmax always coincides with the location of dmin

at y ∼ 0.
For the opposite charge polarity cases shown in Fig. 7(a),

the MM configuration produces identical values of |σ0,L| and
|σ0,R| due to the geometric symmetry of this orientation. How-
ever, for the MV cases, the value of σ0,L is consistently larger

FIG. 7. The magnitude of the surface charge density |σ | at the
points corresponding to y = 0 for (a) opposite charge polarity parti-
cles and (b) similar charge polarity particles. The symbol shapes and
colors are consistent with those in Fig. 3. Closed symbols represent
the left particle in the pair, and open symbols represent the right
particle in the pair.

than σ0,R due to the asymmetry in charge distribution. The
difference between σ0,L and σ0,R increases as η increases.
This indicates that the “sharpness” of the surface roughness
asperity determines the intensity of charge concentration at a
local surface crest.

Similar trends are observed for the similar charge polarity
cases shown in Fig. 7(b): the MM configuration produces
identical values of σ0 for the left and right particles, and the
difference |σ0,R − σ0,L| for the MV configuration increases as
η increases.

D. Implications for triboelectrification models

As shown in the surface charge distribution results in
Figs. 6 and 7, changes in particle orientation can intro-
duce asymmetries in the charge distributions between the
near-contact regions of the particle pair. These asymmetries
have implications for the complex and long-standing prob-
lem of triboelectric charging, as the surface charge difference
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FIG. 8. Induced charge results across the equator contours. Opposite charge polarity cases (+q, −q) are shown in the top row, plots (a),
(b), and (c), and similar charge polarity cases (+q, +q) are shown in the bottom row, plots (d), (e), and (f). The magnitude of the charge density
along the equator contours as a function of y are shown for particle pairs with η = 0.6, D = 2.3 are shown in plots (a), (b), (d), and (e), where
the orientation of the particles is indicated in the legend. Values of the net charge difference between the equator contours, �σ , are shown in
plots (c) and (f) for the MM/MV orientations and for different values of η and D. The symbol shapes and colors are consistent with those in
Fig. 3.

between individual grains of colliding surfaces is one of the
factors that governs the charge transfer during collisions [49].

The surface charge distribution across the equator contours
for particle pairs with η = 0.6 and D = 2.3 are shown in
Figs. 8(a), 8(b), 8(d), and 8(e). Results in the top row of Fig. 8
are for particle pairs with opposite polarities (+q,−q), and
results in the bottom row are for particles with similar charge
polarities (+q,+q).

The surface charge |σ |(y) is almost perfectly symmetric
for the MM orientation cases, as shown by the collapse of
the |σ |(y) curves in Figs. 8(a) and 8(d), whereas the charge
distributions do not collapse for the MV orientation cases in
Figs. 8(b) and 8(e). For all cases, peak values of |σ | corre-
spond to the locations of each particle’s surface crests.

These results indicate total charge difference between
neighboring contours (and, by extension, between the near-
contact regions) is highly sensitive to the orientation of the
particles. To measure the net charge difference between the
contours, the parameter �σ is defined as

�σ =
∫

yc

|σc,R(y) − σc,L(y)|dy, (15)

where yc is the shared y range of the equator contours within
each particle’s respective near-contact region and σc,L and
σc,R are the charge distributions across the equator contours
of the left and right particles, respectively. Figure 8 shows
�σ for particles with opposite polarities [Fig. 8(c)] and same
polarities [Fig. 8(f)].

For the opposite polarity cases in Fig. 8(c), the value of �σ

is large for all cases. Although the asymmetries in |σ | shown
in Fig. 8(b) are absent in Fig. 8(a), the overall charge differ-
ence is still large for all cases due to the opposite polarities,
and relatively little variation in �σ is evident as the orien-
tation or roughness of the particle pairs is varied. However,
for the similar polarity cases in Fig. 8(f), the asymmetries that
result from orientation differences are much more significant.
The MV configuration increases �σ that differ by nearly an
order of magnitude relative to the MM orientation cases, in
which the contour charge distributions are nearly identical and
�σ ∼ 0. These results illustrate the critical role that particle
orientation plays in collisional charge transfer between rough
particles: asymmetric charge distributions can lead to large
increases in the net charge difference between the contact
surfaces of colliding particles.

In many models of triboelectric charging, including the
condenser or capacitor model [50–53], the dipole induc-
tion model [54,55] the Q-patch or mosaic charge acceptor
or donor model [56–59], and the charge relaxation model
[60,61], the initial difference in surface charge at the
surface contact point determines the charge transfer be-
tween the surfaces. However, discrete-element models that
include triboelectric charging often model particles as per-
fect spheres to simplify collision models [62]. The present
results indicate that this simplification eliminates orientation-
dependent surface charge asymmetries, and could lead to
drastic underpredictions in the charge transfer between the
particles.
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IV. CONCLUSION

The dynamics of particle-laden flows are affected by the
geometric features and the nonuniform surface charge dis-
tribution over dielectric particles. However, calculations of
the surface charge distribution, which is known to exhibit
complex and sometimes competing dependencies on both the
local surface roughness and the surrounding E field, presents
a significant obstacle to resolving these dynamics.

The coupling between surface roughness and charge dis-
tribution over dielectric particles was studied through the
interaction of a pair of charged particles with modular surface
roughness features. A BEM framework was used to numeri-
cally calculate the dielectric interactions between the charged
particles. Because the BEM framework is robust for any scale
or geometry, the results of this study are generic and can
be applied to real particles, which typically have asymmetric
shapes and finer-scale roughness features.

The electrostatic force between oppositely charged par-
ticles exhibited complex coupling to both the roughness
and orientation of the particles. However, the repulsive

electrostatic interactions between similarly charge particles
showed minimal dependency on surface roughness or orien-
tation. A parameter �F was introduced to recover the BEM
results for higher order electrostatic force interactions be-
tween particle pairs at a reduced computational cost.

Finally, implications of asymmetric surface charge distri-
butions produced by variations in particle surface roughness
and orientation on triboelectrification were discussed. Here
asymmetries were shown to augment surface charge dif-
ferences between particle surfaces by nearly an order of
magnitude, potentially leading to similarly drastic increases in
collisional charge transfers. This highlights the importance of
accounting for surface asperities in triboelectrification models
and may contribute to the large particle charges present in
many high-energy particle-laden flow applications.
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