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Wave amplitude gain within wedge waveguides through scattering by simple obstacles
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Wave confinement, e.g., in waveguides, gives rise to a huge number of distinct phenomena. Among them,
amplitude gain is a recurrent and relevant effect in undulatory processes. Using a general purpose protocol to
solve wave equations, the boundary wall method, we demonstrate that for relatively simple geometries, namely, a
few leaky or opaque obstacles inside a θ wedge waveguide (described by the Helmholtz equation), one can obtain
a considerable wave amplification in certain spatially localized regions of the system. The approach relies on
an expression for the wedge waveguide exact Green’s function in the case of θ = π/M (M = 1, 2, . . .), derived
through the method of images allied to group theory concepts. The formula is particularly amenable to numerical
calculations, greatly facilitating simulations. As an interesting by-product of the present framework, we are able
to obtain the eigenstates of certain closed shapes (billiards) placed within the waveguide, as demonstrated for
triangular structures. Finally, we briefly discuss possible concrete realizations for our setups in the context of
matter and electromagnetic (for some particular modes and conditions) waves.

DOI: 10.1103/PhysRevE.109.025303

I. INTRODUCTION

One cannot emphasize enough the richness of phenomena
emerging from confinement of either electromagnetic [1–5] or
matter [6–9] waves [10,11]. The confinement can be total, re-
alized by resonance cavities, quantum dots, quantum billiards,
etc., or partial, such as taking place along a certain particular
direction, usually achieved by means of waveguide-like struc-
tures; for quantum problems see, e.g., Ref. [12], a complete
compendium detailing many instances of bound and scatter-
ing states on waveguides. In particular, wedge waveguides
[Fig. 1(a)] have been used to study many physical processes
(for representative examples refer to [13–21]). Further, they
constitute useful systems for the development of theoretical
and mathematical methods, like in the calculation of quan-
tum time-dependent propagators and energy-domain Green’s
functions [22–31].

Among distinct undulatory effects, interference, or more
specifically constructive interference, can give rise to appre-
ciable localized amplification: in certain regions of space the
scattered wave ψ presents a much higher amplitude than
that of the incident ϕ, caused by properly shaped and placed
scatters. This type of effect has great interest both for being
relatively common in nature and due to the many potential
applications [32–39]. In such a context, wedge waveguides
seem to be very suitable to attain interference and amplitude
gain (or amplification) [2,16–18], like in some clever setups
for lasing [15,17,33,34,40,41].
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The aforementioned studies require convenient approaches
[42–44] to predict and quantify the unfolding of wave ampli-
fication in waveguides and/or cavities and moreover allowing
one to treat distinct shapes and properties for the scatters in
the interior of these structures. Also, they should be practi-
cal enough to permit a searching for setups (ideally simple)
leading to the sought amplitude gain. For instance, amplitude
enhancement can be attained through many scatters randomly
distributed [45–48]. However, eventually it might be possible
to obtain similar amplifications, at least in some spatial do-
main of the system, from a smaller number of scatters by fine
tuning their exact locations. Certainly, schemes amenable to
this kind of analysis would be very welcome.

The boundary wall method (BWM) [49–51] is a protocol
developed to treat wave equations, such as Helmholtz’s, in
any spatial dimension and for different boundary conditions,
including leaking walls; see, e.g., [52]. It leads to the out-
side scattering and the inside eigenmodes (in the case of
closed shapes) solutions for arbitrary structures. The BWM
has been used to investigate many different aspects of, e.g.,
mesoscopic and nanoscopic quantum devices [53–58], pho-
tonic crystals [59,60], and potential switchers for logical
operators [51,61].

One of the advantages of BWM relates to its great versatil-
ity in exploring the physical consequences of changes in the
geometry and features (like permeability) of a basic structure
shape. But despite the BWM generality and flexibility, the
original formulation would be numerically expensive if em-
ployed in systems formed by long (or even more difficulty,
infinite) waveguides. However, recently an extension of the
BWM has been proposed [62], making it very handy for
problems involving waveguide architectures. Technically, the
key idea is rather simple. One should assume the usual BWM
basic equations to address the scattering of obstacles in the
waveguide interior, nonetheless rewriting such equations in
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FIG. 1. (a) Schematics of the wedge waveguide considered in this work. (b) The case of θ = π/2. (c) The method of images construction
for θ = π/2. Each shown G represents the expression for the Green’s function in the 2D free space with the signals of x, y changed as indicated.
The G′s with modified x, y are then specular “images” of the Green’s function in the first quadrant through the planes x = 0 and y = 0. The ±
in front of the G′s are the coefficients αl defined in the paper. (d) The lines l = 0, 1, . . . , 2M − 1 (with M a positive integer) form a starlike
pattern in the plane. The θ = π/M wedge waveguide is delimited by the lines 0 and 1. (e) The specular image of a point within the waveguide
with respect to the line 1 (top) and the successive specular images of this point about all the lines of the starlike structure of (d) (bottom).
(f) With the help of parts of the wedge waveguide walls, a proper located segment of line wall C forms a billiard shape, as a right triangular
billiard for the θ = π/4 wedge waveguide. (g) For an acute wedge, examples of different walls C which can be placed inside the waveguide.

terms of the Green’s function G of the waveguide of interest
instead of a free Green’s function.

Our purpose in the present contribution is twofold. First,
we derive an exact expression for the Green’s function Gθ

of a bidimensional (2D) θ wedge waveguide in the case of
θ = π/M (M = 1, 2, . . .), which is much easier to work with
numerically than other more common formulas in the liter-
ature. Although the final expression cannot be extended to
an arbitrary waveguide angle θ , for the applications we shall
discuss, this family of θ ′s already suffices. Second, consid-
ering this Gθ and the BWM, we investigate relatively simple

leaky and opaque structures which once introduced near the
waveguide tip or vertex do lead to significant amplification in
the vicinity of such region. We also introduce ways to charac-
terize the degree of gain in all these cases. As a positive side
effect of the method, one can also calculate the eigenstates of
triangular billiards using wedge waveguides.

We focus in two dimensions, the x-y plane, since our aim
is to examine in general terms the effect phenomenology
rather than solving actual situations, which would demand
specific details like the waveguide thickness. Nonetheless, we
observe that if along the z direction the wedge waveguide and
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inner structures are limited by two parallel planes, the corre-
sponding z modes should be given by usual combinations of
trigonometric functions (of course, depending on the bound-
ary conditions). Hence, the essential physics would lie in two
dimensions. Furthermore, we discuss the Helmholtz equation,
which in principle is associated to matter waves. But in the 2D
case, electromagnetic waves can be described by scalar fields
(as for TEM modes) obeying the Helmholtz equation—in the
context of the BWM see, e.g., Refs. [56,59,60]. In this way,
the present results should be of interest to a broad range of
undulatory processes.

The paper is organized as the following. Since a vast lit-
erature on the BWM exists, in Sec. II we review just the
main principles and the fundamental equations related to the
approach. In Sec. III, using a combination of the method
of images with group theory (considering the Dihedral point
group), we obtain the Green’s function for a θ = π/M wedge
waveguide. We validate the good numerical efficiency of the
BWM allied to wedge waveguides analyzing triangular bil-
liards in Sec. IV. In Sec. V we show how to achieve amplitude
gain around the waveguide vertex by supposing either (i) a
leak bulkhead (in the format of an arc of circle) or (ii) two
permeable circles, placed near the waveguide tip. We deter-
mine the level of amplification by calculating the resulting
scattering solutions from such obstacles. Discussion and final
remarks are drawn in Sec. VI. In particular, a few distinct
possible concrete applications for our framework are briefly
commented. To facilitate the reading, some important deriva-
tions and results are left to Appendixes.

II. A BRIEF OVERVIEW
OF THE BOUNDARY WALL METHOD

A comprehensive description of the BWM, including de-
tails about its general features, applicability and numerical
implementation can be found in [49–51]. Further, a complete
mathematical formulation for the BWM in the context of
waveguide-like systems has been developed in [62]. Thus,
below we just highlight the method essential aspects.

Assume V to be the internal region of a semi-infinite
waveguide, as our θ wedge case in Fig. 1(a). We denote by
∂V the frontiers (borders) of this infinite region V . For the
Helmholtz differential operator Hr(k) = ∇2

r + k2 defined on
V (with k the wavenumber and the system constants such that
in arbitrary units E = k2), suppose we know GV (r; r0; k) and
ϕ(r; k), such that

Hr(k) GV (r; r0; k) = δ(r − r0),

Hr(k) ϕ(r; k) = 0,

GV (r; r0; k)|r∈∂V = ϕ(r; k)|r∈∂V = 0. (1)

Now, suppose an arbitrary structure—open or closed, con-
nected or disconnected—of frontiers delimited by C (for
explicit examples, see the following sections). By placing the
structure in the interior of the waveguide, denoting by r(t )
the vector position of a point t (ti � t � t f ) on its contour C
and taking ϕ as any wave satisfying Eq. (1), the whole system
proper stationary scattering solution ψ (r; k) is given by (for r

any vector position in V )

ψ (r; k) = ϕ(r; k) + γ

∫ t f

ti

∫ t f

ti

dt ′′ dt ′ GV (r; r(t ′′); k)

× Tγ (t ′′, t ′; k) ϕ(r(t ′); k). (2)

Here Tγ (t ′′, t ′; k) is the problem T matrix, whose series
expansion reads

Tγ (t ′′, t ′; k) = δ(t ′′ − t ′) +
∞∑
j=1

T ( j)
γ (t ′′, t ′; k), (3)

for

T ( j)
γ (t ′′, t ′; k) = γ j

∫ t f

ti

dt1 · · · dt j−1 GV (r(t ′′); r(t j−1); k)

× GV (r(t j−1); r(t j−2); k) . . . GV (r(t2);

× r(t1); k) GV (r(t1); r(t ′); k). (4)

These equations could easily be extended to the situation
where the parameter γ depends on the t ′s over C [49], but we
are not going to discuss this case in the present contribution.
The quantity γ represents the structure C permeability. Indeed,
for a plane wave of wavenumber k incident perpendicular to
a point on C, it has the probabilities Pt = 4k2/(4k2 + γ 2) and
1 − Pt to be, respectively, transmitted through and reflected
from it. For γ = 0, obviously there is no obstacle, and for
γ → ∞ we have a hard wall C, leading to Dirichlet boundary
conditions for ψ over C.

As for the limit γ → ∞, by setting T (t ′′, t ′; k) =
− limγ→∞ γ Tγ (t ′′, t ; k), one can prove that [50]

δ(t ′′ − t ′) =
∫ t f

ti

dt T (t ′′, t ; k) GV (r(t ); r(t ′); k)

=
∫ t f

ti

dt GV (r(t ′′); r(t ); k) T (t, t ′; k), (5)

with Eq. (2) then reading

ψ (r; k) = ϕ(r; k) −
∫ t f

ti

∫ t f

ti

dt ′′ dt ′ GV (r; r(t ′′); k)

× T (t ′′, t ′; k) ϕ(r(t ′); k). (6)

The wavefunction ψ in Eq. (6) has a remarkable property if
C is a closed shape. For the external region of C, ψ is the
stationary scattering solution for an incoming ϕ scattered off
by C. But for the internal region of C, provided that ϕ does
meet some simple general requirements (refer to [50]), if kn

is the problem nth eigenwavenumber, then for k �= kn we have
an identically null ψ , whereas for k = kn we have that ψ = ψn

is the corresponding correct inner eigenstate.
Finally, the BWM numerical construction is relatively

straightforward. One considers discretized versions of the T
matrix, either for Tγ or for T , by dividing the full C into
N “pieces” (or segments if in two dimensions), so that T
becomes a matrix of order N × N . With such a quantity, the
integrals for ψ are solved by simple quadratures (for the full
protocol see Refs. [50,51,63]). Also, to look for the k′

ns for
the case of C a billiard, one just numerically computes the
discrete T and then analyzes its behavior as function of k.
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The emergence of certain patterns for the matrix elements
at particular k′s (basically high peaks for certain off-diagonal
terms) indicates the resonances [49,50].

These standard procedures will be the ones followed in all
our calculations in the present work.

III. THE SYSTEM: THE θ = π/M (M = 1, 2, . . .)
WEDGE WAVEGUIDES

For a θ wedge waveguide, the spatial domain V comprises
its inner region, depicted in Fig. 1(a). In polar coordinates
(ρ, φ), V corresponds to ρ > 0 and 0 < φ < θ . Note that in
Cartesian coordinates, the waveguide borders are the semi-
infinite lines {x � 0, y = 0} and {x � 0, y = tan[θ ] x}. We
denote the system retarded (+) and advanced (−) Green’s
functions in V as G(±)

wedge(ρ, φ; ρ0, φ0; k), satisfying Dirichlet

boundary conditions, namely, G(±)
wedge(ρ, φ; ρ0, φ0; k) = 0 for

φ and/or φ0 equal to either 0 or θ . The exact expression
for G(±)

wedge was obtained more than a century ago [64], with
a very instructive recent derivation given in [65]. We also
mention that G(±)

wedge follows rather directly from the general
method discussed in [62]. For ρ> (ρ<) representing the greater
(smaller) between ρ and ρ0 and for Jν (H (±)

ν ) being the Bessel
function [Hankel function of first (+) or (−) second kind] of
order ν [66,67], one finds (for completeness, a deduction is
presented in the Appendix A)

G(±)
wedge(ρ, φ; ρ0, φ0; k) = ∓i

π

2

∞∑
n=1

ϕ(θ )
n (φ) ϕ(θ )

n (φ0)

× Jn π
θ

(kρ<) H (±)
n π

θ

(kρ>), (7)

ϕ(θ )
n (z) =

√
2

θ
sin

[
nπz

θ

]
. (8)

A caveat of Eq. (7) is that it is not so easy to work with nu-
merically. Indeed, as discussed in [65] (see, e.g., its Sec. 6.1),
in diffraction theory usually formulas like the above one are
of practical usage only in the far-field limit (i.e., large ρ).
Nevertheless, depending on the type of application one has
in mind, the exact value of the angle (or aperture) θ might not
be critical, provided θ belongs to a suitable interval. This has
prompted the development of different dedicated protocols to
compute the Green’s function and the corresponding scalar
scattering field ψ (r), considering particular θ ′s, e.g., θ/π

rational [68,69]. For a comprehensive review on the topic,
including discussions about modern rigorous approaches to
solve different waveguides see, for instance, Ref. [70].

Motivated by the above considerations, next we derive a
much simpler exact expression for the Green’s function than
that in Eq. (7), being valid for any θ = π/M (M = 1, 2, . . .).
Then, based on such a formula and the modified BWM pro-
posed in [62], we shall analyze distinct scattering problems
in wedge waveguides. Hereafter we will consider only the
outgoing G(+)

wedge case.

A. The exact Green’s function G(+)
π/M

Our starting point is the Green’s function for the 2D free
space, given by G0(r, r0; k) = −(i/4)H (+)

0 (k|r − r0|) [66,71].

From it, we consider the method of images applied to G0, so
to obtain the exact G(+)

θ=π/M .
The method of images is a common and powerful calcula-

tion protocol in many branches of physics [71]. In the context
of Green’s functions, its implementation can be summarized
as the following. Suppose one seeks G for the (differential)
operator D̂ in a certain region V ⊂ RN , with Dirichlet bound-
ary conditions at the frontiers CV of V . Assume G(r; r0) the
Green’s function of the full free space. Hence D̂G(r; r0) =
δ(r − r0) for any r and r0 in RN (here D̂ acts on the variable
r). The main idea is then try to find a minimal number of
functions fl (r) and constants αl , l = 1, 2, . . . , L, such that
for all r, r0 ∈ V : (i) D̂ G( fl (r); r0) = 0 for any l and (ii)
GV (r; r0) ≡ G(r; r0) + ∑L

l=1 αl G( fl (r); r0) identically van-
ishes for all r ∈ CV . In this case, GV is the correct Green
function in V . The existence or not of the set {( fl , αl )} will
strongly depend on the symmetries of the problem, which are
often associated with specular reflections (so “images”) about
certain directions in V [72]. Of course, our interest is in the
Helmholtz equation, or D̂ = Hr(k) = ∇2

r + k2.
To gain some insight into the procedure, we begin with

the simple example of θ = π/2. The region of interest, V ,
is the first quadrant of the 2D plane depicted in Fig. 1(b).
For the free 2D space, G is the previously mentioned Hankel
function of first kind of order 0, with the argument k |r −
r0| = k

√
(x − x0)2 + (y − y0)2. For r = (x, y), let us choose

fl and αl (l = 1, 2, 3) as f1((x, y)) = (−x, y), f2((x, y)) =
(−x,−y), f4((x, y)) = (x,−y) and α1 = α3 = −1, α2 = 1.
Considering the sum (ii) above and assuming r and r0 in
the first quadrant, regarding r we have that αl G( fl (r); r0)
lies in the second, third, and fourth quadrants for l equal,
respectively, to 1, 2, and 3, as schematically illustrated in
Fig. 1(c). Due to the form of the f ′

l s, we readily find that
the sum of the four G′s represented in Fig. 1(c) identically
vanishes at x = 0 and y = 0. Once r and r0 are in the first
quadrant, fl (r) − r0 cannot be null. Further, it is easy to show
that ∇2

r = ∇2
fl (r). Therefore, the previous condition (i) is also

observed, and thus the sum of the G′s in Fig. 1(c) leads to the
exact Green function G(+)

π/4 for the 90◦ wedge waveguide.
The case θ = π is even simpler since the boundary con-

ditions demand G(+)
π to be null just for y = 0. Taken into

account that in the upper half-plane, where G(+)
π is defined,

the y component of r and r0 is non-negative, we need only
a single f , with f1((x, y)) = (x,−y) and α1 = −1. So one
directly gets that in this case (i) and (ii) are satisfied by writing
[for r = (x, y), r0 = (x0, y0) and y, y0 non-negative: first and
second quadrants]

G(+)
π (r; r0; k) = − i

4
H (+)

0 (k |r − r0|)

+ i

4
H (+)

0 (k |(x,−y) − r0|). (9)

For sake of comparison, the above expression is also deduced
from the general Eq. (7) in Appendix B.

We now address the general situation of θ = π/M, with M
any positive integer. The previous two examples correspond to
M = 2 and M = 1. For M = 3, 4, 5, 6, . . ., we have θ equals,
respectively, to 60◦, 45◦, 36◦, 30◦, . . .. To determine the f ′

l s,
suppose semi-infinite lines labeled counterclockwise as l and
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defined by ρ > 0 and φ = l θ with l = 0, 1, 2, . . . , 2M − 1.
They form the pattern displayed in Fig. 1(d), for which the
wedge waveguide is the region delimited by the lines l = 0
and l = 1. Remarkably, such a structure corresponds to all
the 2M symmetry axes of the Dihedral group DM of a regular
polygon of M sides [73]. The Dihedral group has a represen-
tation in terms of reflections S and rotations R matrices in the
form [74] (l = 0, . . . , M − 1)

Slθ =
(

cos[2 l θ ] sin[2 l θ ]
sin[2 l θ ] − cos[2 l θ ]

)
,

Rlθ =
(

cos[2 l θ ] − sin[2 l θ ]
sin[2 l θ ] cos[2 l θ ]

)
. (10)

As for the action of the S′s and R′s in Eq. (10), first for
any point r in the region between the lines l and l + 1, the
specular image of r about l + 1 is given by S(l+1) θ (r) [74].
Thus, successive reflections of an initial r by the S′

l s generate a
closed loop, as schematically depicted in Fig. 1(e). Second, for
r belonging to the line l , then r and Sl θ (r) coincide, whereas
S(l+1) θ (r) is on the line l + 2. And, third, Rl θ represents a
rotation by an angle 2 l θ . In this way, for r on the line l , it fol-
lows that Rl ′ θ (r) is on the line l + 2 l ′. Note that l is given in
mod 2 M. Importantly, ∇2

r = ∇2
r̃ for r̃ = Slθ (r) or r̃ = Rlθ (r).

Thus, for all functions 
(r̃) for which (∇2
r̃ + k2) 
(r̃) = 0,

(∇2
r + k2) 
(r̃) = 0 as well.
Now, to see how the above results can be employed in the

method of images, consider the following. For an arbitrary
r = (x, y) within the waveguide region [Fig. 1(d)] and for
(x1, y1) its specular image with respect to line 1 [Fig. 1(e)]
one has

Sθ (r) = Sθ

(
x
y

)
=

(
x1

y1

)
. (11)

Hence, if r = (x, y) is on line 1 (i.e., y = x tan[θ ]), we
have (x1, y1) = (x, y). Consequently, for an arbitrary function

, the sum T2 = 
(r) − 
(Sθ (r)) identically vanishes for r
along line 1. On the other hand, for r on the line 0, Sθ (r) is
on line 2. Thus, T2 is not necessarily null along line 0. In its

turn, the sum T4 = 
(r) − 
(Sθ (r)) + 
(Rθ (r)) − 
(S0(r))
is always zero over line 0 once, in such case, 
(Sθ (r)) =

(Rθ (r)) and 
(r) = 
(S0(r)). But for r belonging to line
1, Rθ (r) is on line 3 and S0(r) is on line 2M − 1. So we can-
not guarantee that T4 = 0 over line 1 given that 
(Rθ (r)) −

(S0(r)) does not mandatorily cancels out. However, the idea
is to keep including more terms in the construction of Tn,
until a finite sum to consistently satisfy the Dirichlet boundary
conditions along lines 0 and 1.

Actually, this is always possible because our S′s and R′s are
in fact elements of the θ = π/M finite Dihedral group. Thus,
starting from r = (x, y) in the wedge waveguide region, if we
define ours fl (r) = rl = (xl , yl ) [refer to (i) and (ii) above]
as the lth successive specular image through lines 1, 2, . . . , l
[Fig. 1(e)], we get

rl = Slθ (rl−1) = (Slθ S(l−1)θ )(rl−2)

= (Slθ S(l−1)θ S(l−2)θ )(rl−3) = · · · (12)

= (Slθ S(l−1)θ · · · S2θ Sθ )(r),

which from Eq. (10) yields after some manipulations

rl = f (D)
l (r) = S (l+1)

2 θ (r), if l is odd,

rl = f (D)
l (r) = R l

2 θ (r), if l is even. (13)

Therefore, we finally can write the exact Green’s function for
the problem as [observing that f (D)

0 (r) = r and setting αl =
(−1)l ]

G(+)
π/M (r; r0; k) = − i

4

l=2M−1∑
l=0

(−1)l H (+)
0

(
k
∣∣ f (D)

l (r) − r0

∣∣).
(14)

One could try to apply the same procedure for θ = pπ/M,
with p and M relative primes and p < 2M. But in this case
the angle θ does not divide the plane into an even number of
equally spaced angular sectors. So the previous scheme cannot
work.

As two examples, for θ = π/3, i.e., a 60◦ wedge, if
we define x± = √

3 (
√

3 x0 ± y0), y± = √
3 (

√
3 y0 ± x0), the

corresponding exact Green’s function reads

G(+)
π/3 = −i

4
{H (+)

0 [k
√

(x − x0)2 + (y − y0)2] − H (+)
0 [k

√
(x − x0)2 + (y + y0)2 + x− x − y+ y]

+ H (+)
0 [k

√
(x − x0)2 + (y − y0)2 + x− x + y+ y] − H (+)

0 [k
√

(x − x0)2 + (y + y0)2 + x+ x − y− y]

+ H (+)
0 [k

√
(x − x0)2 + (y − y0)2 + x+ x + y− y] − H (+)

0 [k
√

(x − x0)2 + (y + y0)2]}. (15)

Observe that as it should be, either for y = 0 or for y = √
3 x the above expression identically vanishes.

For θ = π/4 (or 45◦), defining x± = 2 (x0 ± y0), y± = 2 (y0 ± x0), then

G(+)
π/4 = −i

4
{H (+)

0 [k
√

(x − x0)2 + (y − y0)2] − H (+)
0 [k

√
(x − x0)2 + (y − y0)2 + x+ x + y+ y]

+ H (+)
0 [k

√
(x − x0)2 + (y − y0)2 + x+ x + y− y] − H (+)

0 [k
√

(x + x0)2 + (y − y0)2]

+ H (+)
0 [k

√
(x + x0)2 + (y + y0)2] − H (+)

0 [k
√

(x − x0)2 + (y − y0)2 + x− x + y− y]

+ H (+)
0 [k

√
(x − x0)2 + (y − y0)2 + x− x + y+ y] − H (+)

0 [k
√

(x − x0)2 + (y + y0)2]}. (16)

which likewise vanishes for y = 0 and y = x.
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B. Plane wavelike solutions within the wedge waveguide

For later convenience, it is useful to derive a plane wavelike solution within the wedge waveguide. For so, we could use, e.g.,
the general (although a bit involved) technique in chapter 7 of Ref. [66]. Nonetheless, for our special values of θ = π/M, it can
be done in a simpler way.

For AT denoting the transpose of the matrix A and recalling that S and R represent reflections and rotations, we have that
ST

lθ = Slθ and RT
lθ = R2π−lθ = R(M−l )θ . So, for any wavenumber vector k and position r: k · Slθ (r) = Slθ (k) · r and k · Rlθ (r) =

R(M−l )θ (k) · r. Further, by defining kl = f (D)
l (k) then k2 = |k|2 = |kl |2. Consequently, N exp[i kl · r] solves the Helmholtz

equation (of energy k2) in the 2D free space. Finally, from the previous method of image analysis, we know that for an arbitrary
function 
, the sum

∑l=2M−1
l=0 (−1)l 
(k · f (D)

l (r)) identically vanishes if r is on the borders of the π/M wedge waveguide.
Thence, considering the previous definition of f (D)

l , a valid plane wavelike solution for the inner region of our π/M wedge
waveguide reads

ϕ(r; k) = N
2M−1∑

l=0

(−1)l exp
[
i k · f (D)

l (r)
] = N

{
M−1∑
l=0

exp[i R(M−l )θ (k) · r] −
M∑

l=1

exp[i Slθ (k) · r]

}

= N
{

M−1∑
l=0

exp[i Rlθ (k) · r] −
M∑

l=1

exp[i Slθ (k) · r]

}
= N

2M−1∑
l=0

(−1)l exp
[
i f (D)

l (k) · r
]

= N
2M−1∑

l=0

(−1)l exp [i kl · r]. (17)

We call the above ϕ(r; k) an “incoming” state if π < β <

π + θ for β = arcos[k · x̂]. We also define β = π + α, so
that the incoming condition reads 0 < α < θ . Without loss of
generality we can set N = 1.

For applications requiring numerical calculations and for
which one needs as an “input” (see below) an appropriate
waveguide solution characterized by a given k, Eq. (17) is par-
ticularly useful since it is written in terms of elementary plane
waves instead of the more usual—for this kind of geometry
[66]—Bessel functions. But for certain examples next, it will
be very handily to express Eq. (17) in polar coordinates, mak-
ing explicit the symmetries of the system. Such a construction
is presented in the Appendix C, leading to

ϕ(r; k) = 2π

∞∑
n=1

(−i)Mnϕ(θ )
n (α) ϕ(θ )

n (φ) JnM (kρ)

= 2π

∞∑
n=1

(−i)Mnϕ(θ )
n (α) �n(ρ, φ; k). (18)

Note that �n(ρ, φ; k) is the correct nth stationary mode for
the θ = π/M wedge waveguide.

IV. TRIANGULAR STRUCTURES WITHIN
THE WEDGE WAVEGUIDE

Noninteracting quantum particles confined to cavities are
commonly modeled as quantum billiards [5–9,50]: a particle
satisfying the Helmholtz equation in a spatially finite region
delimited by hard walls of arbitrary shapes, thus with Dirichlet
boundary conditions. As pointed out in [62], one advantage of
implementing the BWM within waveguide domains is that as
a bonus we gain a scheme to solve billiard problems. Indeed,
depending on the waveguide geometry, we can assume seg-
ments of the waveguide as part of the billiard borders and then

just to consider few C j to “complete” the shape, simplifying
the numerical calculations.

In our present context, triangles (with one angle given
by θ = π/M) can be constructed considering only a single
straight segment. This is illustrated in Fig. 1(f), for C forming
a right triangle with the sides of the θ = π/2 wedge waveg-
uide. Likewise, in Fig. 1(g) either C1 or C2 form triangles with
one of the angles being θ/M < π/2. This can reduce the nec-
essary computational work to obtain the billiard eigenstates.
Naturally, if the interest is to investigate a certain structure in
the interior of the waveguide, then C should account for its
entire border, as the circle C3 in the inner region of an acute
wedge waveguide [Fig. 1(g)].

TABLE I. Numerical k′s for the incident ϕ′s used in Fig. 2. For
the triangular billiards with analytical solutions (Appendix D) are
also shown the corresponding kp q as well as �k% = |k − kp q|/kp q ×
100% and the ratio � = |k − kp q|/δ. N is the dimension of the
discretized T matrices.

Fig. 2 Numerical k kp q (p, q) �k% � N

(a) 15.7142 15.7079 (4,3) 0.040 0.008 84
(b) 102.2942 102.2828 (32, 6) 0.011 0.092 212
(c) 100.0 – – – 200
(d) 14.5236 14.5103 (2,0)a 0.057 0.008 33
(e) 100.6314 100.6181

(
35
3 , 11

3

)
b 0.013 0.092 210

(f) 100.0 – – – 200
(g) 11.0881 11.0824 (6, 2) 0.051 0.008 60
(h) 101.9888 101.9822 (46, 51) 0.006 0.092 620
(i) 100.0 – – – 600
(j) 15.7266 – – – 68
(k) 101.8605 – – – 446
(l) 100.0 – – – 438

aSymmetry A1; see Appendix D.
bSymmetry E ; see Appendix D.
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FIG. 2. By properly inserting a straight segment C (dotted lines)
within a θ wedge waveguide, it is divided into two distinct re-
gions: a triangular billiard (labeled B) and a waveguide with a
wall scatter at its end (labeled W). This is illustrated in the inset
of (a). In (a)–(c) θ = 45◦ and in (d)–(l) θ = 60◦. The resulting
billiard shapes are (a)–(c) right 45◦–45◦, (d)–(f) equilateral, (g)–
(i) right 60◦–30◦, and (j)–(l) 60◦–γ ◦–(120◦ − γ ◦) [with γ = (2 −
3
√

2/π ) 60◦ ≈ 38.97153◦, hence irrational], triangles. For all them,
the base side lengths are � = 1. The density plots correspond to the
modulus square of the billiard eigenstates in B—existing depending
on k—and of the scattering solutions in W. The darker (lighter)
regions indicate a higher (lower) |ψ |2. As it should be, |ψ |2 is null
along C as clearly observed in the plots. The k′s of the incident
waves considered are listed in Table I. In particular, the k values for
the cases displayed in (c), (f), (i), and (l) do not correspond to any
eigenwavenumber of the billiards. Therefore, the BWM leads to null
ψ ′s within the related B regions.

To illustrate the protocol, we address representative eigen-
states of some triangular billiards as well as their exterior scat-
tering solutions (but, of course, in the interior of the waveg-
uide). Such an approach has already been employed to address
the inner quantum states of triangular and trapezoidal perfect
cavities in Ref. [62], assuming a rectangular waveguide. Nev-
ertheless, for triangular billiards the θ wedge waveguide is far
more suitable once a rectangular waveguide obviously has a
distinct symmetry from that of triangles. For instance, suppos-
ing rectangular waveguides, one needs to include evanescent
modes in the calculations, making the numerical conver-
gence harder (although feasible). Actually, as emphasized in

FIG. 3. Density plots of |ψn|2 from the analytic solutions in the
Appendix D for (a),(b) isosceles, (c),(d) equilateral, and (e),(f) right
60◦–30◦ triangles. The (a)–(f) eigenstates correspond to the cases (a),
(b), (d), (e), (g), and (h) of Fig. 2.

[62], given the specific shape of a billiard one wishes to
study, ideally one should choose a waveguide of a complying
geometry.

We consider a short segment of line C, which together
with the frontiers of a θ = 45◦ or of a θ = 60◦ wedge
waveguide form right isosceles (right 45◦–45◦), equilateral
(60◦–60◦–60◦), right 60◦–30◦ and 60◦–γ ◦–(120◦ − γ ◦) [with
γ = (2 − 3

√
2/π ) 60◦, so irrational] triangles (Fig. 2). In all

these examples, the base sides � are set equal to the unity,
so the areas A of the triangles are, respectively, 1/2,

√
3/4,√

3/2, and 0.6800. Notice that now the structures have two
parts, the billiard interior (region B) and the waveguide, but
with its wedge tip being substituted by a wall C (region W);
see the inset of Fig. 2(a).

From the BWM, with the Green’s function given by
Eq. (15) for θ = 60◦ and by Eq. (16) for θ = 45◦, we dis-
play the resulting density plots of |ψ |2 in Fig. 2; the darker
regions correspond to the higher values of |ψ |2. Within the
billiard, region B, we have the correct eigenstate ψn only
if the chosen k for the incident ϕ is equal to the resonance
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eigenwavenumber kn. However, in region W, for any k we get
the proper scattering solution associated with ϕ. As examples
of incoming waves, we take ϕ in Eq. (17) with α = 3π/16
for Fig. 2(a), α = π/16 for Figs. 2(b) and 2(c), α = π/6 for
Figs. 2(d) and 2(f), and α = π/12 for Fig. 2(e) and Figs. 2(g)–
2(l). For the k values, we set some representative low k ∼ 15
(�/λ ≈ 0.4) modes, intermediate k ∼ 101 (�/λ ≈ 16) modes
and off-resonance k′s (=100), respectively, in the first, second,
and third columns of Fig. 2. The exact numerical values for the
k′s are shown in Table I.

In particular, the triangular billiards in Figs. 2(b)–2(c),
2(d)–2(e), and 2(g)–2(h) belong to known exactly solvable
cases in the literature; e.g., refer to [75–78]. Their analytic
expressions are summarized in Appendix D, with the corre-
sponding |ψn|2 plotted in Fig. 3. By a direct visual inspection
we observe an almost perfect agreement between the mor-
phologies of the ψ ′

ns from the BWM (Fig. 2) and from the
exact formulas (Fig. 3). Although not shown here (but for
accuracy analysis, see below), we have also checked that
quantitatively, i.e., numerically, the accordance is rather good.
We should remark these are just a few illustrations. We have
tested an exhaustive number of examples, always finding great
concurrence.

Last, inspecting the outside solutions in the region W
in Fig. 2, one notices that some extremely regular scatter-
ing patterns observed in Fig. 2, e.g., Figs. 2(c) and 2(d),
might seem a bit unusual. However, we recall that the in-
cident ϕ is not a single plane wave in the form exp[ik · r].
Instead, it results from the linear combination in Eq. (17).
So these special incoming waves, when scattered off by C,
give rise to the somehow orderly motifs observed in Fig. 2.
In particular, ϕ in Eq. (17) with the parameter values cor-
responding to Fig. 2(d) have a nodal line exactly along
the loci of C (just the wall completing the equilateral tri-
angular shape). Therefore, the incoming ϕ does not “feel”
the potential barrier C and the structure of |ψ (r)|2 every-
where (in both B and W) coincides with that of |ϕ(r)|2.
In other words, in this very specific situation, ϕ restricted
to B is already the correct eigenstate of the 60◦–60◦–60◦
triangle.

A. Numerical efficiency characterization

Following the same computation schemes comprehen-
sively described in Refs. [49–51,63], the C ′s have been divided
into N segments, each of length δs. Hence, the necessary
number of discretized points N along C for the T -matrix
calculation as well as the ratio δs/λ = δs k/(2π ) are both
relevant figures of merit for the method numerical efficiency.
Moreover, as aforementioned the exact analytic solutions for
the first three types of triangular billiards in Fig. 2 are known
(see Appendix D). Then the correct k′

ns (hereafter written as
kp q) have been used to check our results’ accuracy. So, for
the right isosceles, right 30◦–60◦, and the equilateral triangles
we have compared the numerically obtained k′s (from the
BWM) with the exact kp q (Appendix D), further calculating
� = |k − kp q|/δ for δ = 2π/(kp q A) the mean level spacing
in the vicinity of kp q [79]. A small value for � (say <0.1)
indicates that the approach properly resolves neighbor levels.

We mention that for the examples analyzed, we have se-
lected the N ′s so to obtain (i) � = 0.008 for low and � =
0.092 for intermediate modes for the analytically solvable
triangles (repeating the corresponding largest N ′s for the off-
resonance instances), implying in δs/λ in the range 0.03–0.08
and (ii) δs/λ = 0.05 for the nonintegrable triangular billiard
(thus, in this case only demanding N up to 450).

From Table I it is clear that the numerically found res-
onance k′s are quite close to the correct ones. It is worth
mentioning that even for the largest N used, 620, the simu-
lations are fast and computationally inexpensive. As a test, we
have considered larger N ′s, around 2000, and all the states ψ

obtained were basically the same ones than in Fig. 2, in both
B and W. But as it should be, with the corresponding �k′

%s
further decreasing. For instance, for the state (h) in Table I, for
N = 2000 one gets �k% = 2.5 × 10−3 and � = 3.6 × 10−2.

V. AMPLITUDE GAIN WITHIN WEDGE WAVEGUIDES

For both basic and applied purposes, one could try to de-
termine suitable structures that, when placed in waveguides,
would lead to an increase in the amplitude of the internal
waves, at least at some specific locations. In fact, as mentioned
in the Introduction, there are many theoretical and experimen-
tal methods with this goal; see also further remarks in Sec. VI.
The aim here is to show that BWM applied to waveguide
domains V is a valuable addition to existing methods for
searching for such structures.

For our present wedge waveguides, we discuss two differ-
ent strategies to achieve constructive interference in specific
small regions of V , ensuing amplification of the resulting
scattering states. Thus, we consider to insert either (1) a leak
bulkhead, i.e., a permeable membrane in the form of an arc of
a circle, or (2) two hard or permeable wall circular obstacles,
near the wedge waveguide acute angle. By playing with the
geometrical features of (1) and (2), we can considerably in-
crease the amplitude of the scattering ψ in the region around
the waveguide tip.

A. A permeable arc of a circle structure
within the θ wedge waveguide

We assume our θ = π/M wedge waveguide with a per-
meable arc of a circle C put in its interior, fully surrounding
the θ angle region. Such leak bulkhead C has the parametric
equation given by (with 0 < t < θ )

x(t ) = R cos[t], y(t ) = R sin[t]. (19)

From the BWM we are able to derive the exact stationary
states for this problem. For so, we first calculate the associated
T matrix and then use it to obtain the scattering states for the
proposed geometry.

We start supposing θ arbitrary and thus consider the gen-
eral Green’s function in Eq. (7). From Eqs. (3) and (4), we
find for our permeable circular arc that

T ( j)
γ (t ′′, t ′) =

(−iπγ

2

) j ∞∑
l=1

ϕ
(θ )
l (t ′′) ϕ

(θ )
l (t ′)

× (
Jl π

θ
(kR) H (+)

l π
θ

(kR)
) j

. (20)

025303-8



WAVE AMPLITUDE GAIN WITHIN WEDGE WAVEGUIDES … PHYSICAL REVIEW E 109, 025303 (2024)

FIG. 4. Modulus square of A given in Eq. (24) as a function of λ/R � 0.1 for the fundamental mode n = 1 and two values of θ and Pt . To
maintain Pt = 4k2/(4k2 + γ 2) constant, γ assumes different values as λ = 2π/k varies.

The sum over j can performed exactly, yielding

Tγ (t ′′, t ′) =
∞∑

l=1

ϕ
(θ )
l (t ′′) ϕ

(θ )
l (t ′)

1 + (iπγ /2)Jl π
θ

(kR) H (+)
l π

θ

(kR)
. (21)

Above we have used the completeness relation [see Eq. (A2)]
for Dirac’s delta function.

Now from Eq. (2), θ = π/M, ϕ(r; k) in Eq. (18) and
Eq. (21), one has

ψ (r) = 2π

∞∑
n=1

(−i)Mn ϕ(θ )
n (α) ψn(ρ, φ; k), (22)

where [ρ> = Max(ρ, R) and ρ< = Min(ρ, R)]

ψn(ρ, φ; k) = ϕ(θ )
n (φ)

(
JnM (kρ) − iπγ /2

× JnM (kR) JnM (kρ<) H (+)
nM (kρ>)

1 + (iπγ /2) JnM (kR) H (+)
nM (kR)

)
. (23)

Each ψn(ρ, φ; k) in Eq. (23) is a correct scattering mode
for the θ = π/M wedge waveguide with a permeable ideal
membrane (of zero thickness and transparency parameter γ )
in the form of an arc of a circle given by Eq. (19).

For the interior region, r < R, we have that ψn(ρ, φ; k) =
An(k; γ ) �n(ρ, φ; k), with �n of Eq. (18) and the amplitude
An(k; γ ) reading

An(k; γ ) = 1

1 + (iπγ /2) JnM (kR) H (+)
nM (kR)

, (24)

whereas for the exterior region, r > R, we get ψn(ρ, φ) =
�n(ρ, φ; k) + Bn(k; γ ) ϕ(θ )

n (φ) H (+)
nM (kρ), with

Bn(k; γ ) = − iπγ

2
An(k; γ ) J2

nM (kR). (25)

In this way, An(k; γ ) is the amplitude change in the standard
wedge waveguide mode �n in the region ρ < R around the θ

angle due to the presence of the leak bulkhead. Consequently,
if one could properly control the transmissivity (parameter-
ized by γ ) through a very thin membrane (see Sec. VI) in
the shape of an arc of a circle, the intensity gain nearby the
waveguide acute angle would be given by |An(k; γ )|2.

As mentioned in Sec. III, for a plane wave of wavenumber
k incident normally to a point of C, the transmission proba-
bility Pt through that point is given by Pt = 4k2/(4k2 + γ 2).
Hence, by supposing distinct γ ′s for different k′s—so to keep
Pt constant—we plot in Fig. 4 the modulus square of An=1 (the
fundamental mode) as a function of λ/R for θ = 45◦ (M = 4)
and θ = 10◦ (M = 18) and two values of Pt , namely, 0.1
and 0.3.

Figure 4 illustrates certain general trends identified after
testing many parameter values. Large gains, i.e., |A|2 consid-
erably higher than 1, take place for certain particular values
of λ/R < 1. As intuitively expected, the gain tends to be
greater for smaller θ ′s (“tighter” regions) and smaller Pt , thus
with the resonance quasibound states becoming more similar
to true eigenstates. Moreover, the resonances are narrower
in λ for shorter λ and smaller θ and Pt . Finally, the peaks’
heights increase with λ. In the present set of examples, the
largest gain, of about 91 times, occurs for λ/R ≈ 0.27 in
Fig. 4(c). We should observe that the physics underlying all
the present results is essentially that related to the emer-
gence of resonance scattering from finite quantum wells in
1D quantum mechanics—for instance, see the nice discussion
in [80] as well as a comprehensive example in the Appendix
of [51].

We conclude this section remarking that to introduce leaky
elements into waveguides to tailor their modes features is
not a new idea. For example, it has been used to generate
time delay in bandpass filters [81] and to better control beam
directivity [82]. However, as far as we know, to use such a
simple setup to achieve wave amplitude gain in waveguides
has not been properly explored in the literature (refer also
to [62]).

025303-9



A. L. AZEVEDO et al. PHYSICAL REVIEW E 109, 025303 (2024)

FIG. 5. (a) Two permeable circles of radii R1 < R2 are placed
close to the θ wedge waveguide vertex. Both circles have their
centers along the waveguide bisector. The regions to be analyzed
for wave amplitude gain are indicated as A (between the vertex
and the smaller circle) and B (between the two circles). A relevant
characteristic length of the region A (B) is the distance between the
waveguide vertex and the smaller circle border, D − R1 [the borders
of the two circles, (R1 + R2)(1/ sin[θ/2] − 1) − D]. (b) The circles
segments used to calculate g (main text): the dashed line (MA), the
full lines (MB), and the dotted line (ME ).

B. Circular obstacles close to the waveguide vertex

Another possible arrangement to achieve amplitude gain
is to set circular obstacles in the region close to the waveg-
uide tip, i.e., near the waveguide vertex. We illustrate this
for the θ = 45◦ case. We consider two leaky circles, of radii
R1 < R2, with their centers lying along the waveguide bisec-
tor, as shown in Fig. 5(a). The distance between the larger
circle borders to the two waveguide walls is equal to R1.
The distance of the smaller circle center to the vertex is D.
Hereafter, the exterior region E will denote the waveguide
portion outward of the vertex, beyond the circle of radius
R2. The goal is to obtain a considerable amplitude enhance-
ment for the scatting state ψ (when compared to the incident
ϕ) in the regions marked as A and B in Fig. 5(a). We ob-
serve that a relevant geometric quantity is represented by the

TABLE II. For the cases displayed in Fig. 6, for C = A, B the
values of GC , and dC , this latter the ratio between the region C
characteristic length and the incoming wavelength.

Fig. 6 GA dA GB dB

(c) 4.2398 1.5750 0.6165 0.2543
(d) 2.3698 1.5456 0.5324 0.3140
(e) 0.2633 1.2715 4.5107 0.5698
(f) 1.2421 1.1541 6.7226 0.6509
(g) 14.0033 1.1119 7.6429 0.6870
(h) 320.5760 1.0946 35.2479 0.7265
(i) 28.7876 1.0680 20.6598 0.8017
(j) 2.5061 0.9973 38.6046 0.8743
(k) 0.3524 0.8418 65.0402 1.0036
(l) 0.1171 0.7143 45.2026 1.1068
(m) 0.0327 0.6066 24.8023 1.1943
(n) 0.0045 0.4606 6.6878 1.3100

characteristic length associated with the region A (B) divided
by the incident wavelength λ = 2π/k, given by dA = (D −
R1)/λ [dB = ((R1 + R2)(1/ sin[θ/2] − 1) − D)/λ].

For the numerical analysis we set R1 = 0.1, R2 = 0.356,
and vary the distance D, the structures’ permeability parame-
ter γ , and the incident wavenumber k. We choose the number
of discretized points N on the circles so to keep δs/λ as close
as possible to 0.05—a value akin to those in Sec. IV and which
leads to good numerical accuracy. Notice that for the BWM,
the full wall C corresponds to the circumferences of the two
circles in Fig. 5.

To look for configurations yielding high gains in the afore-
mentioned regions A and B, we consider the BWM scanning
procedure developed in [51]. Here we just outline the main
idea; for a full account and technical details see [51]. By
discretizing the T matrix we have the elements Ti j , where in
our case the indices i, j = 1, . . . N run over segments of arc
of length δs composing the two circles. A key property of
the T matrix [51] (e.g., useful to study the phenomenon of
penumbra diffraction in quantum billiards [83]; refer to [50])
is the following. Suppose a small area C nearby [84] to a
portion MC of the wall frontier C. Assume i, j ∈ IC with IC

the indices associated with the discretization of MC . Then, if
SC = ∑

i, j∈IC
|Ti j | is large, the scattering solution |ψ |2 in the

region C tends to have high peaks. In Fig. 5(b) we depict the
segments MA (close to the region A), MB (close to the region
B), and ME (close to the exterior region) that we are going to
use to search for wave amplifications in our setup. Then, for
each set of parameter values we calculate gC = log[SC/SE ]
(C = A, B). Large values of gC should indicate amplitude gain
in C.

For a fixed γ = 50, 17.5 � k � 19 (so that 0.328 < Pt <

0.366), and 2.6 � D/R1 � 6.4, we generate density plots of
gA in Fig. 6(a) and gB in Fig. 6(b). Darker spots in the
graphs represent greater values of gA and gB, thus higher wave
amplitudes. We shall call connected darker spots forming a
kind of trajectory in the (k, D/R1) space—for instance, in
Fig. 6(b) the one similar to a reversed “ξ” letter—a family
of scattering resonances. For selected values of k and D/R1

[always the same pairs in Fig. 6(a) and Fig. 6(b)] we plot
in Figs. 6(c)–6(n) the corresponding scattering states |ψ |2
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FIG. 6. Density plots of (a) gA and (b) gB as function of k and D/R1 for γ = 50. For selected values of k and D/R1 (as indicated), density
plots of the scattering solutions |ψ |2 assuming the incident ϕ with α = π/8. The specific values of k, D/R1 are (c) 18.1, 6.46729, (d) 18.40,
6.27787, (e) 18.22, 5.3849, (f) 17.86, 5.06018, (g) 17.8, 4.92488, (h) 18.02, 4.81665, (i) 18.5, 4.62723, (j) 18.52, 4.38369, (k) 18.26, 3.89661,
(l) 18.02, 3.49071, (m) 17.82, 3.13894, and (n) 17.52, 2.65186.

assuming α = θ/2 = π/8 for the incident wave ϕ given by
Eq. (17).

We emphasize that for the density plots in Fig. 6 we are
using a gray scale (with lighter shades representing lower
amplitudes). Hence, by qualitatively comparing regions A and
B with E , one realizes that although in Figs. 6(c)–6(f) ei-
ther A or B already presents higher peaks for |ψ |2, they are
only a few times greater than those in the exterior region E .
On the other hand, for Figs. 6(g)–6(n) the contrast becomes

TABLE III. The same as in Table II but for the scattering states
in Fig. 9.

Fig. 9 GA dA GB dB

(b) 0.0357 1.0868 358.0500 0.7606
(c) 0.0002 1.3110 42.6600 0.6233
(d) 0.0006 1.4144 31.1406 0.5725
(e) 0.0171 1.5857 9.3195 0.5043
(f) 0.00001 0.7507 856.5630 1.1028
(g) 0.0003 0.9762 355.3050 0.9481
(h) 0.0006 1.2149 8.2262 0.8064
(i) 0.0289 1.3551 52.5898 0.7227
(j) 0.0013 0.5165 592.8050 1.3188
(k) 0.0008 0.7031 270.7980 1.1666
(l) 0.0009 0.8806 96.0828 1.0285
(m) 0.6355 0.9761 17 927.5000 0.9643
(n) 3763.2000 1.1580 6094.5300 0.8693
(o) 0.7997 1.2227 211.91900 0.8349

much more pronounced, so the enhancement must be con-
siderably more intense. To better quantify these gains, we
define GC = |ψ |2max,C/|ϕ|2max, where |ψ |2max,C is the maximum
of the modulus square of the scattering state ψ in the region C
(C = A, B) and |ϕ|2max is the global maximum of the modulus
square of the incoming state ϕ. For the examples in Fig. 6,
the corresponding gains and the spatial parameters dA and dB

are shown in Table II. Thus, from Table II one sees there is a
large diversity of amplifications. For example, it is enormous
in A and high in B for Fig. 6(h), considerable in A and B for
Fig. 6(i), and to a less extent for Fig. 6(g), and very high in
B but absent in A for Fig. 6(k). Regarding the d ′s, Table II
indicates their values are around 1 for both A and B in the
cases of higher gains. Nonetheless, for B we should also note
that its transversal size—i.e., the distance between the two
waveguide walls tangent to the bigger circle—divided by λ

is greater, about 2. These linear sizes might be a bit small for
certain applications [85–88], but enough for others, as for a
nanolens [89–91]. We emphasize the key intention here is just
to demonstrate the feasibility of amplitude enhancement using
the present type of scatter disposition (see also Sec. VI). A
further advancement certainly would be trying to increase the
d ′s, the focus of a forthcoming contribution.

Similar analysis can be performed for other values of γ

and larger ranges for k and D/R1. Thus, assuming increasing
γ ′s, we plot the results for g′

As in Fig. 7 and for gB in Fig. 8.
In such density plots, different families of resonances can be
identified. As expected, generally the families in A and B
do not need to follow akin trajectories. Indeed, compare the
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FIG. 7. Density plots of gA as function of k and D/R1 for distinct values of γ . From the top to the bottom panels, γ is set to 20 [so
that Pt (k = 25) = 0.862], 50 [Pt (k = 25) = 0.500], 100 [Pt (k = 25) = 0.200], 200 [Pt (k = 25) = 0.059], 400 [Pt (k = 25) = 0.015], 1000
[Pt (k = 25) = 0.002], and ∞ (for this last, complete opaque circles, Pt = 0). Many amplification resonance families can be clearly identified
in the distinct plots as darker lines forming “trajectories” in such a k × D/R1 space. The lighter vertical lines for greater γ ′s correspond to the
small circular billiard eigenwavenumbers.

“paths” in Figs. 7 and 8. The point is that the spatial geometry
of the regions A and B are obviously distinct, therefore the
resonance k′s usually are not the same.

By inspecting Figs. 7 and 8 one sees that overall the fam-
ilies’ trajectories are less fragmented, smoother, and longer
when γ increases, i.e., for the circles becoming more opaque.
Moreover, for all the graphs in Fig. 7 one can identify the
formation of many vertical white lines at specific k′s, espe-
cially for the larger γ ′s, whereas in both Figs. 7 and 8, as γ

increases two dark vertical lines emerge. The former (latter)
patterns correspond to the exact eigenwavenumbers kn of the
bigger (smaller) circle. Actually, since the BWM provides at
once the inner eigenstates (if existing) and the outer scattering
states of the billiards, the information about their resonances
must be contained in the T matrix whenever k → kn. In fact,
the T matrix is exactly the function employed to calculate the
g′s, hence explaining such motifs.

A relevant question relates to eventual features of the
states in a given resonance family. So to investigate the

characteristics of the amplitude gains between the circles
(region B) along some families, we consider in Fig. 9(a) a
blow up of the intervals 18 < k < 21 and 2.6 < D/R1 < 6.4
for the case γ = 200 in Fig. 8. Note that for γ = 200 we
have Pt (k = 20) = 0.0384. Thus, for the k range in Fig. 9
the circles are almost fully opaque obstacles. Also, greater
values of D/R1 imply spatially closer circles. Particular scat-
tering states along distinct trajectories associated with B
are plotted in Figs. 9(b)–9(m). The cases (n) and (o) in
Fig. 9(a) are shown in Fig. 10. The corresponding gains in
the B (as well as in A for sake of comparison) are shown
in Table III.

As a first observation, we notice from the 3D plots in the
inset of Fig. 9(a) which gB oscillates along a trajectory. It
implies that the amplitude gains GB also vary for the different
scattering states throughout a family (refer to the numerical
values in Table III). Second, the morphology of the ψ ′s in a
trajectory tend to be similar. For instance, this is the case for
the ψ ′s in the families (I) and (II) in Fig. 9(a)—illustrative
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FIG. 8. The same as in Fig. 7, but for gB. As γ increases (from top to bottom panels), there is the formation of two vertical lines, a behavior
also observed in Fig. 7. They correspond to the eigenwavenumbers kn of the small circle.

|ψ |2 are depicted in Figs. 9(b)–9(e) for (I) and in Figs. 9(f)–
9(i) for (II).

However, such a resemblance trend is not mandatory and
conceivably should depend on the circles’ relative locations
and actual values of λ = 2π/k. This becomes apparent for
the family (III) of Fig. 9. As an illustration, consider the
state (j) with D/R1 = 2.79. For it, the smaller circle is very
close to the waveguide vertex, creating enough room for ψ

to display three high peaks (all adjacent to the bigger circle)
in the region B. But for the state (k), with D/R1 = 3.93, the
circles are closer together, and thus two of the previous peaks
considerably diminish in B. For D/R1 increasing even more,
there is a rearrangement in the morphology of the ψ ′s; see
Figs. 9(l) and 9(m). Finally, for D/R1 and k corresponding
to (n) and (o) in Fig. 9(a)—which are located to the right of
the “gap” in family (III)—we again see three peaks for |ψ |2
[Fig. 10]. But now two of them lying near the smaller circle
[compare Fig. 10 with Fig. 9(j)].

All these results exemplify the diverse factors involved
in the complex phenomenon of wave amplitude gain
in waveguide-like systems. They demonstrate that proper

methods (as the here proposed BWM) are in fact needed to
find the right conditions to achieve the effect.

VI. DISCUSSION AND FINAL REMARKS

In this contribution we have employed the BWM—
commonly considered to investigate distinct undulatory pro-
cesses (see the Introduction section)—to study simple setups
leading to wave amplitude gain within θ wedge waveguides.
For so, an expression for the waveguide Green’s function
has been derived in the particular case of θ = π/M (M =
1, 2, 3, . . .). Moreover, for billiards whose some sides can be
formed by parts of the waveguide walls, the protocol also
allows us to obtain the eigenstates of the corresponding closed
structures, as demonstrated through explicit computations for
triangular shapes. Thus, the present extends the already long
list of possible usages for the BWM.

Before addressing few potential applications for the frame-
work, some discussions concerning the physical mechanisms
underlying resonances and amplitude enhancement in waveg-
uides are in order. We start observing there is an important
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FIG. 9. (a) For γ = 200, detail of gB in Fig. 8 in the region 18 < k < 21 and 2.6 < D/R1 < 6.4. It highlights three resonance families,
labeled as (I), (II) and (III). In the inset, 3D plots of these three trajectories. For the latter two 3D graphs, an artificial offset has been
implemented just to facilitate the visualization. Along the different resonance families, density plots of |ψ |2, corresponding to particular
values of the pair (k, D/R1) (indicated by arrows), are displayed from (b) to (m) [for (n) and (o) see Fig. 10]. The specific values of k and D/R1

are (b) 18.28, 4.74, (c) 19.14, 5.30, (d) 19.66, 5.52, (e) 20.68, 5.82, (f) 18.34, 3.57, (g) 19.04, 4.22, (h) 20.00, 4.82, (i) 20.56, 5.14, (j) 18.16,
2.79, (k) 18.5, 3.39, (l) 18.89, 3.93, (m) 19.20, 4.19, (n) 20.06, 4.63, and (o) 20.36, 4.77.

literature analyzing changes in the quantum waveguides
steady states due to modifications, local [92–95] or not, in
their geometry; see [12] and the references therein. Exam-
ples of adjustments aimed at controlling the properties of the
states in waveguides comprise, e.g., soft [96–101] and sharp
[102–104] (including L-shaped [105–107]) bending as well as
the introduction of elements of various layouts as cross- and
T-junctions [107] and lateral windows [108].

For typical models of straight waveguides, namely, a recti-
linear strip of width L and infinite or semi-infinite length [62],
the eigenmodes’ quantization occurs only in the direction t ,
transverse to the wave propagation, so that kt ∼ nt π/L with
nt = 1, 2, . . .. On the other hand, in the propagation direc-
tion p, we have kp ∈ (0,∞). Then the associated ψ ′

nt ,kp
s are

delocalized states. However, geometrical deformations (local
reshaping of the waveguide boundaries) impose extra spatial

FIG. 10. Density plots of |ψ |2 for the states (n) k = 20.06,
D/R1 = 4.63 (left graph), and (o) k = 20.36, D/R1 = 4.77 (right
graph) indicated in Fig. 9(a).

modulations to ψ , which for certain special k′
ps might not be

accommodated in an extended state. Consequently, we have
the formation of bound states [96,102–104] in the continuum.
Moreover, the number of such modes are proportional to the
deformation strength, e.g., being smaller (greater) for softer
(sharper) bending [103,104].

The above phenomenology should likewise hold true for
the situations in Sec. V B. Indeed, for these systems the trans-
verse quantization is related to the angular quantum numbers
n and the radial is the propagation direction, bearing the
wavenumber k [cf. �n(ρ, φ; k) in Eq. (18)]. Very importantly,
the circles play the role of the local distortions in the waveg-
uide frontiers, altering the morphology of ψ . In this way, the
circles when properly placed act as open resonant cavities
creating a set of bound states in the continuum [109,110],
spatially lying in the regions A and B in Fig. 5. Hence, an
incident wave ϕ with the correct k can excite one of these
modes and on top of that inducing a resonator-like effect (see,
e.g., [98,103]) giving rise to the observed amplitude gains. It
is further emblematic that the obstacles’ opacity, gauged by γ ,
has a direct parallel with the previously mentioned deforma-
tion strength. Note from Figs. 8 and 9 that as γ increases we
have more bound states since the number of trajectories in the
(D/R1, k) space similarly grows. This is in total accordance
with the findings in [103,104] for bent waveguides.

Our contribution can be viewed as a proof-of-concept type
of work, illustrating how to utilize the BWM to search for
arrangements yielding amplification in waveguide systems.
However, final comments related to actual conditions and
concrete experimental realizations for the proposed designs
are opportune.
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First, the scheme suggested here, i.e., to insert a few
structures close to the vertex of wedge waveguides to gen-
erate distinct resonant states, can be directly linked to a
recently proposed quantum effect [111]. It takes place in
confined device systems [112,113], under size-invariant re-
shaping processes, when the system’s geometry is the only
one responsible for variations of physical properties, espe-
cially thermodynamical. For the examples in Sec. V B, we
fix the spatial dimensions, radii of both circles, as well as
the position of the outer circle. The cavity format is then
changed simply by relocating the inner circle, the kind of
transformation proposed in [111]. Thus, our results show that
such a quantum shape effect is also possible for nonconfined
problems and in principle could also be explored in waveg-
uides.

Second, in the context of matter waves, guiding can
be attained, e.g., through deposition of atoms on metal-
lic surfaces, forming distinct array structures [54,55]. More
broadly, current quantum engineering permits clever ways
to confine, drive, and measure—say, by means of optical-
like interferometry—quantum matter (for a review see, for
instance, Ref. [7]). Also, several techniques have been de-
veloped to fabricate extremely thin membranes, serving as
tunneling barriers with various purposes [114–117]. Thence,
the specific systems discussed in Secs. V A and V B, in princi-
ple representing straightforward theoretical models, may not
be too far from real implementations.

Third, relying on certain similarities between the solutions
of the Helmholtz equation and TM electromagnetic wave
modes, the BWM has been used in the examination of some
optical effects (refer to [56,58–60]). Thus, for electromagnetic
versions of the situations discussed in Sec. V A (arbitrary Pt )
and in Sec. V B (Pt not very small), the leaky walls could
be realized by means of dielectric ultrathin films, which can
be produced exhibiting different properties and geometries, as
mesoscopic hollow spheres [118,119]. For completeness, a re-
lation between our present parameter γ and the characteristics
of a very thin dielectric film is presented in the Appendix E.
Additionally, if for the two circles in Sec. V B we take the
limit Pt → 0, effectively we can assume our obstacles just as
opaque disks. Then an actual implementation would be even
simpler (see, e.g., the discussion in [60]).

Finally, our approach may also be useful to analyze the
important effect of lasing, i.e., amplification of low-intensity
electromagnetic waves due to specific features of the optical
medium, like the presence of random scatters [48]. Some
experimental realizations for these scatters—having different
shapes, as spheres [120] and stars [121], and usually made of
dielectric materials, like nanodimers [122,123], biomaterials
[124], and natural nanofibers [125]—could be used to build
a configuration akin to that in Sec. V B—but, of course, with
a considerably larger number of obstacles. Presently we are
working on an efficient algorithm to simulate much more
circles in our wedge waveguide, and hopefully the results will
appear in the due course.

The FORTRAN codes to implement the BWM for wedge
waveguides and perform all the present simulations are avail-
able in a GitHub repository [126].
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APPENDIX A: THE GREEN’S FUNCTION FOR AN
ARBITRARY θ WEDGE WAVEGUIDE

The present system belongs to a class of problems ad-
dressed in [62]. From the results in Sec. 3 of [62], the
Green’s function for the wedge waveguide can be calcu-
lated based on the following general procedure. For V =
(0,∞) × �, with � a limited region of RN−1, r = (ξ, η),
and [Ôξ = f2(ξ ) ∂2/∂ξ 2 + f1(ξ ) ∂/∂ξ + f0(ξ )], the Green’s
function obeying the differential equation

(∇2
r + k2

)
G(ξ, η; ξ0, η0; k)

= (
Ôξ + f (ξ ) ∇2

η + k2)G(ξ, η; ξ0, η0; k)

= δ(r − r0) = s(ξ ) δ(ξ − ξ0) δ(η − η0), (A1)

with G(ξ, η; ξ0, η0; k)|r∈∂V = 0, can be written as
G(±)(ξ, η; ξ0, η0; k) = ∑

n wn(η) w∗
n (η0) F (±)

n (ξ ; ξ0; k), where

(∇2
η + k2

n

)
wn(η) = 0, wn(η ∈ C�) = 0,

∫
�

dη wn2 (η) w∗
n1

(η) = δn2 n1 ,
∑

n

wn(η2)w∗
n (η1) = δ(η2 − η1),

F (±)
n (ξ ; ξ0; k) = C(±)

n un(ξ<; k) h(±)
n (ξ>; k), C(±)

n = s(ξ0)

f2(ξ0)

1

W [h(±)
n (ξ0; ξ0; k), un(ξ0; ξ0; k)]

. (A2)

Here un(ξ ; k) and vn(ξ ; k) are the two fundamental (sta-
tionary) solutions of [Ôξ − f (ξ ) k2

n + k2]Fn(ξ ; k) = 0, such
that h(±)

n (ξ ; k) = αn un(ξ ; k) ± iβn vn(ξ ; k) must asymptoti-
cally represent an outgoing + (incoming −) wave. Further,
un(ξ ; k) is assumed to lead to the same trend of G at
ξ = 0 and W [g2(ξ ), g1(ξ )] ≡ g′

2(ξ ) g1(ξ ) − g2(ξ ) g′
1(ξ ) is the

Wronskian of g2 and g1.

In polar coordinates r = (ρ, φ), ∇2
r = ∂2/∂ρ2 +

ρ−1 ∂/∂ρ + ρ−2 ∂2/∂φ2 and δ(r − r0) = ρ−1 δ(ρ − ρ0)
δ(φ − φ0). Thence, f2 = 1, f1 = s = 1/ρ, f0 = 0, f = 1/ρ2.
From Fig. 1(a), G(ρ, 0; ρ0, φ0; k) = G(ρ, θ ; ρ0, φ0; k) = 0,
and we shall have a well-behaved G(ρ, φ; ρ0, φ0; k)
at ρ = 0. Hence, the function wn in Eq. (A2) is
wn(φ) = ϕ(θ )

n (φ) = √
2/θ sin[nπφ/θ ], where kn = nπ/θ ,
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and the homogeneous equation for Fn reads

{
z2 d2

dz2
+ z

d

dz
+

[
z2−

(
nπ

θ

)2]}
Fn(z) = 0, with z = k ρ.

(A3)

This is the usual Bessel equation [67], whose solutions
are the Bessel J nπ

θ
(kρ), Neumann N nπ

θ
(kρ), and Hankel

[of the first (+) and second (−) kind] H (±)
nπ
θ

(kρ)
functions of order nπ/θ . Jν is regular everywhere with
Nν diverging at the origin. In its turn, asymptotically
H (±)

ν (z) ∼ √
2/(πz) exp[±i (z − νπ/2 − π/4)]. Therefore,

un(ρ) = J nπ
θ

(kρ) and h(±)
n (ρ) = H (±)

nπ
θ

(kρ). Finally, since

s(ρ0)/ f2(ρ0) = 1/ρ0 and W [H (±)
nπ
θ

(kρ0), J (±)
nπ
θ

(kρ0)] = ±2i/

(πρ0) [66], we obtain Eq. (7).

APPENDIX B: THE PARTICULAR CASE OF θ = π

In Sec. III A we have employed the method of images
to derive the exact Green’s functions for θ = π/M (M =
1, 2, . . .) wedge waveguides. Nonetheless, it would be instruc-
tive to see how these expressions can be obtained from the
general formula in Eq. (7). This is straightforward for the case
of θ = π as we show below.

For θ = π , the Green’s function is defined in the up-
per half-plane. So, setting θ = π in Eq. (7), we get (using
sin[u] sin[v] = (cos[u − v] − cos[u + v])/2)

G(±)
π (r; r0; k) = ∓i

∞∑
n=1

sin[nφ] sin[nφ0] Jn(kρ<) H (±)
n (kρ>)

= ∓ i

4

{
2

∞∑
n=1

cos[n(φ − φ0)] Jn(kρ<) H (±)
n (kρ>) + J0(kρ<) H (±)

0 (kρ>)

− 2
∞∑

n=1

cos[n(φ + φ0)] Jn(kρ<) H (±)
n (kρ>) − J0(kρ<) H (±)

0 (kρ>)

}
. (B1)

For R = |r − r0| =
√

ρ2 + ρ2
0 − 2ρ ρ0 cos[φr,r0 ], with φr,r0

the angle between r and r0, we have the summation theorem
for Bessel functions (8.531-2 in [67]), or

H (±)
0 (kR) = J0(kρ<) H (±)

0 (kρ>)

+ 2
∞∑

n=1

cos[n φr,r0 ] Jn(kρ<) H (±)
n (kρ>). (B2)

With the help of Fig. 11, we readily recognize in Eq. (B1) that
the terms cos[n(φ − φ0)] are related to R = |r − r0| and the
terms cos[n(φ + φ0)] to R−φ = |rφ→−φ − r0|. Hence

G(±)
π (r; r0; k) = ∓ i

4
H (±)

0 [k|r(ρ, φ) − r0|]

± i

4
H (±)

0 [k|r(ρ,−φ) − r0|], (B3)

which is exactly Eq. (9) in Sec. III A by noticing that
r(x, y) ↔ r(x,−y) is equivalent to r(ρ, φ) ↔ r(ρ,−φ).

APPENDIX C: THE INCIDENT PLANE WAVELIKE ϕ(r; k),
EQ. (17), WRITTEN IN POLAR COORDINATES

The ϕ(r; k) in Eq. (17) (with N = 1) can be rewritten in
polar coordinates via the Jacobi-Anger expansion,

exp[i z cos[φ]] =
∞∑

n=−∞
in exp[inφ] Jn(z), (C1)

so that [with kl = (k, βl ) and r = (ρ, φ)]

ϕ(r; k) =
2M−1∑

l=0

(−1)l
∞∑

n=−∞
in exp[in(βl − φ)] Jn(k ρ)

=
∞∑

n=−∞
in exp[−inφ] Jn(k ρ)

2M−1∑
l=0

(−1)l exp[inβl ].

(C2)

FIG. 11. The distance between the points (ρ, φ) and (ρ0, φ0),
both lying in the upper-half plane, is R. The specular image of (ρ, φ)
about the x axis is the point (ρ, −φ), whose distance to (ρ0, φ0 ) is
R−φ .
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Now, recalling the geometric actions of the matrices Sl θ (re-
flection about the angle l θ ) and Rl θ (rotation by an angle 2 l θ )
and the definition of f (D)

l , Eq. (13), one finds

βl =
{+β + l θ, if l is even,

−β + (l + 1) θ, if l is odd,
(C3)

which from θ = π/M yields (for m an arbitrary integer)

2M−1∑
l=0

(−1)l exp[inβl ] = 2i sin[nβ]
M−1∑
l=0

exp[2inlθ ]

= 2i sin[nβ] M δn mM, (C4)

where δp q is the usual Kronecker’s delta.

Next, by inserting Eq. (C4) into Eq. (C2), we get

ϕ(r; k) =
∞∑

n=−∞
inM exp[−inMφ] 2i sin[nMβ] M JnM (k ρ).

(C5)

Finally, since inJn(k ρ) is even with respect to n, it reads

ϕ(r; k) =
∞∑

n=1

inMJnM (k ρ) sin[nMφ] sin[nMβ] 4 M

= 2π

∞∑
n=1

inMϕ(θ )
n (φ)ϕ(θ )

n (β )JnM (k ρ)

= 2π

∞∑
n=1

(−1)nMϕ(θ )
n (φ)ϕ(θ )

n (α)JnM (k ρ), (C6)

with ϕ(θ )
n given by Eq. (8) and β = α + π .

APPENDIX D: A BRIEF REVIEW OF THE EXACT SOLUTIONS OF QUANTUM TRIANGULAR BILLIARDS

Three particular triangular billiards treated in this work are the only ones [127] known to have quantum exact analytic
solutions; see, e.g., Refs. [75–78,128,129]. They are the right 45◦–45◦(right isosceles), the right 60◦–30◦, and the 60◦–60◦–
60◦(equilateral). In particular, the odd eigenstates through a given bisector of the equilateral triangle correspond to the eigenstates
of the right 60◦–30◦ triangle.

Therefore, recollecting the results in the literature, assuming the spatial orientation for the triangles as in Sec. IV and denoting
by � the length of the triangles base sides, we have the normalized eigenstates and eigenwavenumbers as

90◦–45◦–45◦triangle: ψpq(x, y) = 2

�

(
sin

[
pπx

�

]
sin

[
qπy

�

]
− sin
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�

]
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[
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�

])
,

kp q = π

�

√
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90◦–60◦–30◦triangle: ψpq(x, y) = 2
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− σ π

2

]
sin

[
2√
3

(2p + q)π
y

�

]

− cos

[
2pπ

x

�
− σ π

2

]
sin

[
2√
3

(2q + p)π
y

�

]

− cos

[
2(p + q)π

x

�
+ σ

π

2

]
sin

[
2√
3

(p − q)π
y

�

])
,

kp q = 4π√
3�

√
p2 + q2 + pq (q = σ, σ + 1, σ + 2, . . . , p = q + 1, q + 2, . . .).

ψE ,ξ
pq (x, y) = 1√

2

(
ψA2

pq (x, y) + i ψA1
pq (x, y)

)
,

kp q = 4π√
3�

√
p2 + q2 + pq

(
q = ξ

3
,
ξ

3
+ 1,

ξ

3
+ 2, . . . , p = q + 1, q + 2, . . .

)
.
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We observe that the equilateral triangle has a more involved
solution, whose symmetry group is C3V of irreducible rep-
resentations A1, A2 (both nondegenerated) and the double
degenerated E [76]. Above, σ (ξ ) assume the values 0 or 1
(1 or 2).

Using the present exact analytic solutions, the density plots
of |ψ |2 corresponding to some cases analyzed in Sec. IV are
depicted in Fig. 3. As one readily realizes by contrasting Fig. 3
with the numerical calculations in Fig. 2, the states patterns
are exactly the same, illustrating the great accuracy of the
waveguide BWM.

APPENDIX E: THE ELECTROMAGNETIC
TRANSMITTANCE THROUGH A VERY THIN FILM AND γ

Suppose a nonabsorbing, nonmagnetic thin dielectric film
of thickness a and refractive index n embedded in a medium
of refractive index n0. For a monochromatic electromagnetic
field (of wavenumber k) incident perpendicular to it, the Fres-
nel equations for the transmission and reflection waves lead
to the following expression for the transmittance through the
film (nr = n/n0) [130,131]:

T (k) = 8 n2
r(

n2
r + 1

)2 + 4 n2
r − (

n2
r − 1

)2
cos[2 k nr n0 a]

. (E1)

Now, if a/λ is small enough such that we can use for the
cosine function the expansion cos[x] ≈ 1 − x2/2, then

T (k) ≈ 1

1 + (
n2

r − 1
)2

[(k n0 a)/2]2
. (E2)

Finally, by equating Pt = 4k2/(4k2 + γ 2) to the approxima-
tion for T (k) in Eq. (E2), it reads (assuming nr > 1)

γ = (
n2

r − 1
)

n0 a k2. (E3)

In this way, given a k, if we wish a certain nonzero
Pt —which determines the exact value of γ —ideally the thin
dielectric film parameters should be chosen according to
Eq. (E3).

In the particular case of large γ , such as some examples
in Secs. V A and V B, one should have large k (n2

r − 1)/(2nr )
to compensate for the fact that 2 k nr n0 a is small. This might
be a challenging condition, but eventually feasible so that the
effects observed in Sec. V (for large but not infinite γ ) can
be achieved from actual thin dielectric films properly placed
into electromagnetic waveguides. Of course, for the case of
Pt ≈ 0 for the two circles in Sec. V B, effectively we are not
restricted to very thin films—the behavior of the rather small
field inside the circles is not really relevant—and the previous
practical complications are not an issue.
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