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Motility-induced phase separation and frustration in active matter swarmalators
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We introduce a two dimensional system of active matter swarmalators composed of elastically interacting
run-and-tumble active disks with an internal parameter φi. The disks experience an additional attractive or
repulsive force with neighboring disks depending upon their relative difference in φi, making them similar to
swarmalators used in robotic systems. In the absence of the internal parameter, the system forms a motility-
induced phase separated (MIPS) state, but when the swarmalator interactions are present, a wide variety of
other active phases appear depending upon whether the interaction is attractive or repulsive and whether the
particles act to synchronize or ant-synchronize their internal parameter values. These phases include a gas-free
gel regime, arrested clusters, a labyrinthine state, a regular MIPS state, a frustrated MIPS state for attractive
antisynchronization, and a superlattice MIPS state for attractive synchronization.
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I. INTRODUCTION

Active matter systems contain self-motile particles and
can be found in soft matter [1–3], biological [4–8], social
[9,10], active topological [11,12], and robotic [13–15] con-
texts. These active matter systems are challenging to model,
and have an interesting collective behavior, as the motor
forces inject energy into the system locally, meaning that
active matter systems are out of equilibrium and present a
lack of detailed balance and of time-reversal symmetry. This
opens up the possibility of emergent collective behaviors,
such as collective motion to escape a region with multiple
obstacles present or, in case of bacteria, to more optimally
search for food. This makes active matter systems prime
candidates to form so called intelligent materials—systems
adaptable to multiple functions, highly responsive to exter-
nal stimuli, and able to perform tasks in response to these
external stimuli. Such systems are widespread in biology,
two examples of them being the bacterial colonies and the
biological tissues. It is also possible to mimic these complex
behaviors in artificial active matter systems and assemblies
of robotic systems that could move and perform tasks to-
gether as a swarm [16–19]. The simplest models of active
matter consist of interacting elastic disks undergoing a run-
and-tumble motion or driven Brownian diffusion. Even in
the absence of any attractive forces, such motion produces
what is known as motility-induced phase separation (MIPS)
when the activity level and the disk density are sufficiently
large [19–27]. For monodisperse particles, the dense clusters
in the MIPS state have triangular order and coexist with a
lower density gas. An open question is whether there can be
other types of MIPS regimes that have alternative ordering
within the clusters. Also unknown is whether inclusion of
more complex particle-particle interactions can lead to a com-
prehensive way to connect different MIPS regimes within one
model.

In many soft and condensed matter systems that have
competing or multilength scale interactions, additional larger
scale patterning can arise [28–33]. Frustration effects can
occur when not all of the constraints in the system can be
satisfied simultaneously, as is the case for proton ordering in
water ice [34], frustrated colloidal systems [35,36], spin ice
[37], artificial spin ice systems [38,39], and certain types of
metamaterials [40]. There are potentially many active systems
where additional competing interactions could be added that
would create additional regimes or frustration effects that
might interfere with the crystalline ordering in the dense phase
of MIPS.

Here we consider a model of run-and-tumble active disks
that exhibit a MIPS phase for sufficiently high activity and
density. We give each disk an internal parameter φi and in-
troduce an additional attractive or repulsive force between
neighboring disks i and j based on the swarmalator rules for
internal parameter differences δφi j [41]. This internal param-
eter evolves as a function of time and also changes due to
interactions with neighboring disks located within a radius
2rsw. A schematic illustration of the model appears in Fig. 1.
The parameter J controls the strength and sign of the transla-
tional force exerted along the line connecting two disks i and
j depending on the magnitude of δφi j . A second parameter K
determines how rapidly the value of φi changes in response
to δφi j , with positive values of K resulting in a net reduction
of δφi j and negative K values causing δφi j to increase. With
these additional interactions, we find that a wide variety of
active matter regimes can be realized, including distinctive
MIPS states that revert back to the ordinary MIPS state in
the limit J = 0, K = 0. For J > 0, the MIPS state contains a
hexagonal superlattice structure of disks with similar internal
parameter values surrounded by a gas of misaligned disks. We
also observe a gel state at K = 0, where the internal parameter
can take on multiple values as it is not synchronized, and a
frustrated liquid at high K values where the superlattice is
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FIG. 1. (a) Colliding disks experience a steric repulsion force fdd. Each disk also undergoes run-and-tumble motion with a motor force of
fm pointing in a direction set by the angle θi for a time ti, with new random values of θi and ti selected during each instantaneous tumbling
event. (b) fdd − JH , the disk-disk forces, and the function −JH (ri j ) vs the distance ri j between disks. Only steric disk repulsion acts when
ri j � rsw . The value of JH (ri j ) becomes nonzero when rsw < ri j � 2rsw; it is negative when J > 0 (green) and positive when J < 0 (red).
The left inset shows the steric interactions (brown disks). The upper center inset shows swarmalator interactions between disks with internal
parameters that differ more than π/2, which is repulsive for J > 0 (green arrows) and attractive for J < 0 (red arrows). The lower center
inset shows the swarmalator interactions when the disks have internal parameters that differ less than π/2, which is attractive for J > 0 (green
arrows) and repulsive for J < 0 (red arrows). (c) The function KG(ri j ) controlling the evolution of the internal parameter. When K > 0 (blue),
the internal parameter of neighboring disks becomes synchronized over time, as illustrated by the boxes in the top inset that show how the
phase changes as a function of time. When K < 0 (orange), the internal parameters become desynchronized over time, as shown by the boxes
in the lower inset. (d) Summary of swarmalator forces for the four possible nonzero combinations of J and K . Disk color indicates the value
of the internal parameter, and the possible values of this parameter appear as a ring inside each disk. Gray arrows show the orientation of
fsw for each combination, while the curved colored arrows indicate the direction in which the internal parameter will evolve as a result of the
interaction. For each combination, we show a pair of disks where the internal parameter difference is smaller than π/2 (blue colored disks),
and a pair where the difference is larger than π/2 (green and orange disks).

unable to form. We map the evolution of these distinct states
as a function of activity and density and find that MIPS is
enhanced for the combination K < 0 and J > 0, but is sup-
pressed for other combinations.

Our model could be realized using robotic swarms with
steric interactions and swarmalator rules [42,43]. The term
“swarmalator” was originally introduced in these robotic
swarm systems, where it denotes an interaction among the
robots based on their internal state, and served as an in-
spiration for our active matter system with the additional
interaction, also based on an internal state that is not coupled
to the other parameters of the active motion.

In addition to robotic systems, such interactions that de-
pend on the internal state of the individual particles could
arise for biological systems of motile cells of different
types in which individual cells are attracted to one cell
type but repelled by a different cell type [44]. There are
also a variety of soft matter systems that can have particle-
specific or competing attractive and repulsive interactions
with each other, or that have multiple length scales in
their interactions, which can create pattern forming states
[28–30,33,45,46]. It should also be feasible to create compet-
ing interactions using light activated colloids with feedback
loops [47–49].

II. MODEL

We consider a two-dimensional system of size Sx = 160
and Sy = 160 with periodic boundary conditions in the x and
y directions, containing N = 4000 circular disks of radius of
Rd = 1.0. The disk density is given by ρ = NπR2

d/(SxSy).
As shown in Fig. 1(a), disk i interacts sterically at short
range with other disks according to fdd = fddr̂i j with fdd =∑N

j k(2Rd − ri j )�(2Rd − ri j ), where ri j = |r j − ri| is the
distance between the centers of disks i and j, r̂i j = (r j −
ri )/ri j , � is the Heaviside step function, and k = 20.0 is the
elastic constant. Run-and-tumble motion is produced by a mo-
tor force fm of magnitude fm = 1, where the angle θi ∈ [0, 2π )
sets the direction that the motor force is applied in for a
duration of ti ∈ [τ, 2τ ]. At the end of each running event, an
instantaneous tumbling event occurs in which new values of
θi and ti are chosen randomly from the allowed intervals with
uniform distributions.

Each particle is endowed with an internal parameter φi ∈
[0, 2π ) that is not coupled to θi. The internal parameter un-
dergoes a slow thermal diffusion that is independent of the
surroundings of the disk. The thermal force F T

i is imple-
mented using Langevin kicks with the properties 〈F T

i 〉 = 0
and 〈F T

i (t )F T
i (t ′)〉 = 2kBT δi jδ(t − t ′). Here we use a small
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thermal force magnitude of F T = 0.001. The value of φi is
also modified by a forcing term of strength K that is depen-
dent on the difference between the internal parameters δφi j =
(φ j − φi ) of neighboring disks within a radius of ri j � 2rsw

where rsw = 2Rd . This gives

dφi

dt
=

N∑
j

K sin(δφi j )G(ri j ) + F T
i , (1)

where G(ri j ) = 1 for ri j � rsw, G(ri j ) = (2rsw − ri j )/rsw for
rsw < ri j � 2rsw, and G(ri j ) = 0 for ri j > 2rsw. The form of
G(ri j ) is illustrated in Fig. 1(c). When K > 0, the internal pa-
rameters of neighboring disks tend to become synchronized,
while when K < 0, the internal parameters tend to become
antisynchronized.

The positions of the disk centers are obtained by integrat-
ing the following equation of motion:

η
dri

dt
= fm + fdd + fsw, (2)

where we set the damping coefficient to η = 1. This is the
parameter that connects the units of the force, distance, and
time in our simulation, and it can be used to rescale these units
to match experimental values. The swarmalator interaction
force is given by fsw = fswr̂i j with

fsw = −
N∑
j

J cos(δφi j )H (ri j ), (3)

where H (ri j ) = 0 for ri j � rsw, or ri j > 2rsw and H (ri j ) =
(ri j − rsw)/rsw for rsw < ri j � 2rsw. As shown in Fig. 1(b),
disks with similar internal parameters repel each other when
J < 0 and attract each other when J > 0. When J = 0, the
internal parameter has no impact on the disk dynamics and the
model reverts to the normal MIPS behavior found in the ab-
sence of swarmalator interactions. Figure 1(d) summarizes the
four possible interaction regimes for nonzero combinations of
J and K .

We numerically integrate Eqs. (1) and (2) using a simu-
lation time step of dt = 0.001. To initialize the sample, we
place all disks in randomly chosen nonoverlapping positions
and set the initial values of θi, φi, and ti to random values
chosen from the allowed range of each quantity. We allow
the system to evolve for 2 × 106 simulation time steps before
collecting data during the next 3 × 106 simulation time steps.

III. RESULTS

In Fig. 2, we plot a dynamic phase diagram for samples
with ρ = 0.49 and τ = 1.5 × 105 as a function of K versus
J , where we highlight the seven regimes of behavior. For this
choice of τ , an isolated disk undergoing no collisions would
travel a distance dfree ranging from dfree = 150 to dfree = 300,
comparable to the system size. When K = 0 and J = 0 the
system forms an ordinary MIPS state, which we designate as
region II. This MIPS phase extends along the J = 0 axis for all
values of K , since the swarmalator interaction has no effect on
the disk motion when J = 0. The MIPS state persists for small
values of |J| when the swarmalator force remains too small
to perturb the motion significantly. In region I, where J > 0

FIG. 2. Dynamic phase diagram as a function of K , the synchro-
nization factor, and J , the swarmalator force strength, for an active
disk system with a density of ρ = 0.49 at τ = 1.5 × 105. Region I
with K > 0 and J > 0 is the active gel where all of the disks synchro-
nize to the same internal parameter, as shown in Fig. 3(a). Region II
is the ordinary MIPS phase for J = 0, illustrated in Fig. 4(d). Region
III for J < 0 and K > 0 is the active labyrinthine state shown in
Fig. 3(b) where the disks synchronize to the same internal parameter.
In region IV for K < 0 and J < 0 we find the frustrated MIPS phase
illustrated in Figs. 3(c) and 4(a) with stripe ordering in the clusters,
while region V for K < 0 and J > 0 is a superlattice MIPS phase
as shown in Figs. 3(d) and 4(b). Region Ib is the arrested gel phase
shown in Figs. 5(a) and 5(c), and region Vb is a frustrated cluster
fluid, illustrated in Figs. 5(b) and 5(d).

and K > 0, all of the disks evolve to have the same internal
parameter φbulk, the swarmalator force becomes attractive, and
a gas-free gel state emerges, as illustrated in Fig. 3(a).

We find the same gel state for most choices of τ and ρ, but
as τ increases, the gel forms more rapidly. The value of φbulk

differs depending on the initial conditions, as particles that are
closer together initially are synchronizing faster toward each
other in their internal parameter, and eventually all of the disks
always reach φi = φbulk after a transient time that becomes
longer as K becomes smaller. At K = 0, for all positive J we
find region Ib, where there is no global ordering of φi. Instead,
small, gellike clusters form with a coherent internal parameter
and with no surrounding free gas state, as shown in Figs. 5(a)
and 5(c). In both regions I and Ib, the gel clusters slowly drift
through the system as a result of the disk activity.

For K > 0 and J < 0 in Fig. 2, we find region III where the
disks synchronize to a single global internal parameter value
φbulk but repel each other. Here a labyrinthine pattern appears,
as illustrated in Fig. 3(b). Due to the activity, region III has
some characteristics of a fluctuating fluid. The disks do not
form a crystal because the repulsive swarmalator force drops
to zero when the particles touch (ri j = 2Rd ) and is maximal
when ri j = 4Rd . The labyrinthine structures are similar to the
labyrinthine and cluster phases found in systems with multiple
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FIG. 3. Illustrations of the disk locations (circles) and internal
parameters (indicated by color) for the dynamic phases described in
Fig. 2 in a system with ρ = 0.49 and τ = 1.5 × 105. (a) Region I,
the gel state where all disks have the same value of φi, at J = 1.0 and
K = 0.1. (b) Region III, the fluid labyrinthine state where all disks
have the same value of φi, at J = −1 and K = 0.001. (c) Region
IV, the frustrated MIPS state with stripe ordering of φi inside the
clusters, at J = −1.5 and K = −0.1. (d) Region V, the superlattice
MIPS state, at J = 1.0 and K = −0.1. We show the color code for
the different internal parameters separately under the panels. Videos
of these phases are available in the Supplemental Material [50].

length scale repulsive potentials [29,45]. In our case, there is
a core repulsive force from the elastic repulsion extending out
to ri j = 2Rd that is surrounded by a softer intermediate range
swarmalator repulsive force from 2Rd < ri j � 4Rd . In nonac-
tive systems where this type of two-step repulsion is present, a
range of additional crystalline and stripelike phases appear for
varied densities [29,30]; however, the activity in our system
prevents the formation of such higher-order structures.

For K < 0 and J < 0 we observe a frustrated MIPS state
that we denote region IV in Fig. 2. This consists of a high-
density solid with stripelike ordering of the internal parameter,
coexisting with a fluid that contains locally ordered patches,
as shown in Fig. 3(c). A blow up in Fig. 4(a) of one of the
dense regions indicates that disks with a given value of φi form
stripes that are interleaved between disks with the opposite
internal parameter. A considerable number of lattice defects
are present in the dense patches and the internal parameters
are continuously changing due to the activity. Within region
IV, the disks are attempting to antisynchronize their internal
parameter with the parameters of the neighboring particles.

FIG. 4. (a) A blowup of the lower red dashed box in
Fig. 3(c) showing stripe ordering in the dense portion of the frustrated
MIPS state. (b) A blowup of the red dashed box in Fig. 3(d) showing
a detail of the superlattice ordering in the superlattice MIPS state.
(c) A blowup of the upper red dashed box in Fig. 3(c) showing
the fluid portion of the frustrated MIPS state where the internal
parameters are correlated. (d) Region II, the MIPS state, with no
ordering of the internal parameter at J = 0 and K = 0.

FIG. 5. (a) Region Ib or the arrested gel state at J = 1.5 and
K = 0, where the system separates into clusters with the same
internal parameter, but cannot fully coarsen due to the repulsive inter-
actions between disks with opposite internal parameters. (b) Region
Vb, the fluctuating clump state with local antisynchronized internal
parameter ordering, at J = 1.5 and K = −0.01. (c) A blowup of the
red dashed box for region Ib in panel (a). (d) A blowup of the red
dashed box for region Vb in panel (b).
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Once this antisynchronization is successful, the disk is at-
tracted to its neighbors, but disks with the same value of
φi repel each other. Formation of the striped order in the
internal parameter is favored, because this allows each disk
to maximize the number of nearest neighbors with attractive
interactions while minimizing the number of neighbors with
repulsive interactions. The internal parameter ordering pattern
resembles the patterns found for frustrated spins on a hexago-
nal lattice or the buckling of colloidal particles that have been
packed into slightly more than a monolayer [35,51,52]. In the
case of the colloidal system, the colloidal particles are a little
too dense to form a triangular solid, but can maintain their
triangular arrangement by buckling out of plane, giving each
particle an effective spin degree of freedom and permitting
the system to form an antiferromagnetic Ising-like state that
is frustrated on a hexagonal lattice. The frustrated state breaks
up into multiple stripelike domains that each have different
orientations of the buckled pattern.

Although region IV is related to a MIPS state, it has a larger
number of disks in the gas state compared to ordinary MIPS
and these disks exhibit a local internal parameter ordering, as
illustrated in Fig. 4(c). The gas phase particles form loose
pairs that have opposite values of φi. This ordering occurs
only very locally and the specific values of φi for the opposing
pairs vary from one gaseous patch to the next. Although this
locally ordered liquid structure is preferred by the system at
low densities, it is susceptible to the shear and compression
produced by the activity of the disks, so it does not remain
stable as a function of time but forms and disintegrates con-
stantly in order to establish a dynamical equilibrium with the
dense striped crystalline patches.

For J > 0 and K < 0, the system forms a more stable
superlattice MIPS state, termed region V, where the dense
regions develop a hexagonal superlattice ordering, illustrated
in Fig. 3(d). For these parameters, disks with the same internal
parameters attract each other and disks with the opposite in-
ternal parameters repel each other, but the internal parameters
of neighboring disks evolve to be different from each other. To
minimize the competition between attractive and repulsive in-
teractions, the system forms the dense hexagonal superlattice
ordering shown in more detail in Fig. 4(b). The swarmalator
force decreases as ri j decreases and vanishes when ri j = 2Rd ,
so disks that are in direct contact can avoid being repelled by
each other. Locally the system then can be described as repul-
sively interacting particles on a triangular lattice with a large
lattice constant, and the superlattice ordering emerges from
the desynchronization of the internal parameters of neighbor-
ing particles.

In Fig. 4(d), we show the regular MIPS state or region II
at K = 0 and J = 0, where the disks maintain the same ran-
dom internal parameters they received during initialization;
however, since the internal phases play no role in the dy-
namics, the dense region develops with no internal parameter
ordering. The regular MIPS state extends along the K axis
for a band of finite width in J , since when J is sufficiently
weak, the evolution of the internal parameter does not change
the disk dynamics. We also find a window of region II for
larger positive J and small but finite negative K ; here, the
antisynchronization is not strong enough to alter the internal
phases and produce region V or Vb behavior.

In Fig. 5(a), we illustrate the configuration for what we call
region Ib, or the phase arrested gel, which occurs for K = 0
and J > 0. In this case, the system starts with the disks as-
signed to random internal parameters, but since K = 0, these
phases cannot evolve with time, so the system can be viewed
as containing active particles that have randomized attractive
and repulsive interactions with each other. Over time, the disks
segregate into clumps of uniform internal parameters, but the
formation of a single clump as in the gel state or region I is
not possible because clumps with opposite internal parameters
repel each other. A blow up of this state appears in Fig. 5(c).
The frustrated clump fluid or region Vb that appears for K < 0
and J > 1.5 is illustrated in Fig. 5(b). The internal parameter
configuration is not ordered within the solid clumps and the
clusters are less compact and show larger fluctuations than the
region II regular MIPS state. Although there is no superlattice
ordering within the cluster, particles with the same internal pa-
rameter generally try not to be next to each other. This region
appears when J becomes large enough that the repulsive and
attractive forces destabilize the solid that forms in region V.

The different regimes can be distinguished using several
measures. The circularly averaged internal parameter is given
by

φ̄ = arctan2

(
1

N

N∑
i=1

sin(φi ),
1

N

N∑
i=1

cos(φi)

)
. (4)

This quantity is calculated every 5000 simulation time steps
and we then compute the time average 〈φ̄〉 from M =
600 measurements. We obtain the standard deviation σ =√∑M

k (φ̄k − 〈φ̄〉)2/(M − 1), and plot a heat map of σ as a
function of K versus J in Fig. 6(a). For K > 0, σ drops to zero
since all of the internal parameters synchronize to a global
value φbulk. For K = 0, σ takes on a small finite value since
the small thermal fluctuations of the individual internal pa-
rameters are no longer suppressed by synchronization, while
for K < 0, σ becomes large since the disks evolve to have
internal parameters opposite from those of their neighbors.

We define the average frustration f as the sum,

f =
〈

1

N

N∑
i=1

fi

〉
, (5)

of the individual disk frustration values fi,

fi = −1

n
sgn(J )sgn(K )

N∑
j=1

cos(δφi j )�(4Rd − ri j ), (6)

where the average is taken over time. An individual disk with
no frustration has fi = −1. Examples where frustration does
not occur include disks in region II with J = 0 and K = 0,
disks that have no neighbors within a radius ri j = 4Rd , or
disks for which all of the neighbors satisfy both the J and K
interactions such as in the gel state of region I. In Fig. 6(b)
we plot a heat map of f , which ranges from −1 � f � 1,
as a function of K versus J . We find f = +1 (maximum
frustration) in region III where the internal parameters are
aligned but the swarmalator interaction forces are repulsive.
In the frustrated MIPS state of region IV, f is close to zero but
negative, indicating intermediate frustration, while in region V
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FIG. 6. (a) Standard deviation σ of the circularly averaged phase
φ̄ of the disks. (b) The average frustration f in a system with
ρ = 0.49 and τ = 1.5 × 105.

or the superlattice MIPS state, the frustration is intermediate
but positive. Generally, as f gets closer to f = +1, the motion
in the system becomes more fluidlike.

The average fraction CL of disks in the largest cluster is
defined by identifying groups of disks that are all in steric
contact with each other as members of a single cluster. This
quantity is computed using an efficient neighbor lookup table
method [53] and is then averaged over time. In Fig. 7(a) we
plot a heat map of CL as a function of K versus J . In the active
gel region I, CL is large, while in the active labyrinthine region
III, CL is low since the repulsive swarmalator forces break
the labyrinth structures into small disjoint clusters. For the
MIPS-like regions IV and V, there is a substantial amount of
clustering but CL is lower than its value in the standard MIPS
region II. We observe reduced clustering in region Vb, and the
value of CL is one of the criteria that we use to distinguish
region Vb from region V.

In systems where pattern formation is possible, the average
distance to the closest neighbor 〈dmin〉 can be used to identify
signatures of different patterns [46]. The closest neighbor of
disk i is at a distance di

min = min{ri j} and we obtain 〈dmin〉 =
〈N−1 ∑N

i di
min〉, where we sum the shortest distance to the

nearest particle over all particles and then divide by N , the
number of particles, and then we take this average over time.
Figure 7(b) shows a heat map of 〈dmin〉 plotted as a function

FIG. 7. (a) Fraction CL of disks contained in the largest cluster
present in the system. (b) The average shortest distance 〈dmin〉 be-
tween neighboring disks in a system with ρ = 0.49 and τ = 1.5 ×
105.

of K versus J . In the active gel region I, 〈dmin〉 is small since
all of the disks are in one giant cluster and the swarmalator
force acts as a surface tension that further compresses the
disks. There is a linear dependence of 〈dmin〉 on J in the
active labyrinthine region III since the increasing repulsion
slightly reduces the size of the small clusters that appear in the
labyrinth formation. In the frustrated MIPS region IV, 〈dmin〉
reaches its lowest value for large J and K where the stripe-
ordered dense clusters illustrated in Fig. 4(a) coexist with the
maximum amount of the low density state with correlated
internal parameters shown in Fig. 4(c). We used the values of
σ , f , CL, and 〈dmin〉 to construct the dynamic phase diagram
plotted in Fig. 2.

We next consider the impact of changing the activity τ and
the density ρ on the dynamical behavior. In general, the gel
regions I and Ib persist down to the lowest values of τ , but
the process of gel aggregation becomes slower as τ decreases.
The active labyrinthine region III is not modified by changes
in τ . We focus on the behavior of the MIPS states in Fig. 8,
where we plot heat maps of CL as a function of ρ versus τ . In
the frustrated MIPS region IV, shown in Fig. 8(a) at J = −2
and K = −0.001, MIPS only occurs for the highest densities
and activities, indicating that the frustration interferes with the
emergence of the MIPS. For the standard MIPS region II with
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FIG. 8. The size of the largest cluster in the system, indicating
the presence of MIPS when it encompasses the majority of the sys-
tem (shaded green). (a) The frustrated MIPS region IV at J = −2 and
K = −0.001. (b) The regular MIPS region II at J = 0 and K = 0.

(c) The superlattice MIPS region V at J = 1 and K = −0.01. (d) The
frustrated cluster fluid region Vb at J = 2 and K = −0.001.

J = 0 and K = 0, plotted in Fig. 8(b), MIPS extends down
to a minimum density of ρ = 0.4 and a minimum run time
of τ = 5 × 104, spanning a much larger window of ρ and
τ than the frustrated MIPS region IV. MIPS is enhanced for
the superlattice MIPS region V in Fig. 8(c), where J = 1 and
K = −0.01. The superlattice ordering illustrated in Fig. 4(b)
stabilizes the MIPS clusters and allows them to persist down
to lower values of τ . The greatest enhancement of CL occurs
in region Vb, shown in Fig. 8(d) at J = 2 and K = −0.001.
For these parameters, the system is not far from the arrested
gel region Ib and the regular MIPS region II. Although the
long range crystalline ordering of the superlattice found in
the superlattice MIPS region V is absent, there is a longer
range correlation of the values of φi within the clustered areas,
as illustrated in Fig. 5(d). Neighboring disks have different
internal parameters φi, but next-neighbor disks at a distance
ri j = 4Rd have matching values of φi and tend to stabilize
the cluster. This allows the disks in the gas phase to adhere
more readily to the surface of the largest cluster since it is not
necessary for them to attach at the precise location that would

be required if long range ordering were present. As a result,
the window of large CL is maximized for the frustrated cluster
fluid region Vb.

IV. DISCUSSION AND SUMMARY

Our active matter swarmalator model demonstrates that
ordinary MIPS can be considered as a special case of a larger
class of possible active phase separating behaviors. The in-
ternal parameter degree of freedom of each disk couples to
the swarmalator rules and produces additional repulsive and
attractive interactions between disks that can compete with or
facilitate MIPS formation. The swarmalator model generates
a wide variety of active phases, including an aggregating gel
where activity speeds up aggregation, a phase arrested active
gel, regular MIPS, frustrated MIPS with stripe phase ordering,
a superlattice phase ordered MIPS, and several correlated
active fluids with local internal parameter ordering. Future
investigations could address whether there are additional dy-
namics within the solids with ordered internal parameters,
such as periodic oscillations or propagating waves in which
these parameters change. Additional dynamic behaviors could
arise if a periodic external driving force were coupled to the
internal internal parameter of the disks. Previously considered
modifications to generic swarmalator models, such as tem-
perature [54,55] or chirality [56], could also be introduced
to the active disk system. In addition, instead of a continu-
ously variable internal parameter, the internal parameter could
be limited to discrete values in order to draw parallels with
Ising or other spin systems. Our results are relevant to active
colloidal systems with competing interactions, biological sys-
tems with particle-specific interactions, and robotic swarms.
This work provides a model for interactions between frus-
trated systems and the MIPS state, and shows that in some
cases, the frustration works against formation of MIPS, but
under other conditions, the frustration can instead enhance
MIPS.
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