
PHYSICAL REVIEW E 109, 024221 (2024)

Effect of adaptation functions and multilayer topology on synchronization
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This study investigates the synchronization of globally coupled Kuramoto oscillators in monolayer and
multilayer configurations. The interactions are taken to be pairwise, whose strength adapts with the instan-
taneous synchronization order parameter. The route to synchronization is analytically investigated using the
Ott-Antonsen ansatz for two broad classes of adaptation functions that capture a wide range of transition
scenarios. The formulation is subsequently extended to adaptively coupled multilayer configurations, using
which a wider range of transition scenarios is uncovered for a bilayer model with cross-adaptive interlayer
interactions.
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I. INTRODUCTION

Synchronization is an emergent phenomenon observed in
coupled dynamical systems [1,2] and has gained significant
attention recently. In its most general form, synchronization
can be described by constraint relations between the various
dynamical variables of a system [3]. This phenomenon can be
attributed to the couplings between the individual dynamical
units and generally manifests as near-identical dynamics of
each constituent unit of the system under specific parametric
conditions. It has been observed in a wide spectrum of physi-
cal systems such as neuron networks [4,5], electromechanical
systems [6–8], fluid dynamics [9–11], and optical systems
[12,13] and in different engineering applications [14,15].

Synchronization has been widely studied using the
Kuramoto model of phase oscillators [16,17], along with its
many variants. This is not only due to its simplicity and ana-
lytical tractability but also due to its wide applicability across
a host of physical systems, with examples ranging from brain
dynamics [18–20], power to grids [21–23], and various others
[24–28]. Signatures of synchronization are investigated using
order parameters that collectively define the global dynamics
of the system and that undergo qualitative changes with refer-
ence to one or more parameters. The routes to synchronization
provide interesting insights into the dynamical behavior of the
system and can be classified into two broad types: continuous
and explosive. A continuous transition is characterized by
a gradual increase in synchronous behavior when a control
parameter is increased beyond a critical value. Explosive tran-
sitions, on the other hand, are characterized by discrete jumps,
where the system transitions from an asynchronous state to a
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synchronous state or vice versa, usually accompanied by hys-
teresis. Apart from synchronization, explosive transitions can
also be observed in the context of other emergent phenomena
[29,30].

While the original Kuramoto model considers constant
homogenous coupling across different pairs of oscillators,
there has been many studies where researchers have consid-
ered more complex cases. These include multiplexing [31],
incorporating inertia [32], introducing correlations between
frequency and coupling strength [33], and integrating time
delays into the governing equation [34] among many others
[35–40]. Studies [41–44] exist where the strength of the inter-
actions has been taken to be dependent on the instantaneous
global state of the system and is referred to as adaptive cou-
pling. This is a common feature in modeling many real-life
systems, especially those involving multiphysics interactions.
Adaptation is particularly prevalent in biological evolution
[45,46], which enables organisms to adjust to new environ-
ments. An example that utilizes adaptive coupling could be a
model of the political inclination of a group of individuals in a
social network. It is expected that the political views of an in-
dividual would adapt to the prevailing political climate, which
is quantified by the order parameter of the system. However,
individuals who were previously aligned may shy away if the
global behavior becomes more extreme, due to a certain level
of synchrony. This is analogous to the coupling strength being
dependent on the synchronization order parameter, potentially
in a nonlinear and nonmonotonic manner. The present study
is motivated by this type of problem, where we consider a
variant of the Kuramoto model due to its simplicity, analytical
tractability, and wide applicability as mentioned earlier.

The rest of the article is arranged as follows: Sec. II
discusses the mathematical model of globally coupled Ku-
ramoto oscillators whose interactions are pairwise and adapt
to the synchronization order parameter. In Sec. II A analytical
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FIG. 1. Schematic of a monolayer phase oscillator system with
adaptation. α′ and α denote the adaptive and nonadaptive coupling
strength, respectively.

arguments to determine the transition types are presented. As
an example, two broad classes of adaptation functions that
encapsulate a wide range of adaptation characteristics are con-
sidered in Sec. II B and Sec. II C, respectively. Subsequently,
this formulation is extended in Sec. III to the more general
case of multilayer networks, with the interactions between
the layers being adaptive. The specific example of “cross”-
adaptation (discussed later) in a bilayer system is considered
in Sec. III A. Section III A 1 presents the cases where the
transitions are either explosive or continuous. The more in-
teresting cases involving two different tiered transitions are
presented in Sec. III A 2. The paper ends with concluding
remarks in Sec. IV.

II. MONOLAYER CONFIGURATION

The governing equation of an adaptively coupled
Kuramoto phase oscillator system is given by [47–49]

dφi

dt
= ωi + α f (r(t ))

〈k〉
N∑

j=1

Ai j sin(φ j − φi ), (1)

where φi ∈ [0, 2π ) and ωi ∈ (−∞,∞) represent the phase
and natural frequency of the ith oscillator, 〈k〉 is the average
degree of the underlying network described by the adjacency
matrix Ai j , and i = 1, 2, . . . , N , where N is the number of
oscillators in the system. Generally, the natural frequencies
are nonidentical (i.e., ωi �= ω j) and are drawn from a distri-
bution g(ω). Here α f (r(t )) represents the adaptive coupling
strength where α is the nonadaptive coupling strength, i.e.,
when f (r(t )) = 1 ∀ t . The function f (r(t )) > 0 introduces the
generalized-adaptive behavior into the system (see Fig. 1 for
a schematic), where r(t ) is the modulus of the instantaneous
complex Kuramoto order parameter z(t ), given by

z(t ) = r(t )eiψ (t ) = N−1
N∑

j=1

eiφ j (t ), (2)

and i = √−1.
It is to be noted that z, r, and ψ are generally time-

dependent, but we drop the time dependence in our notation
hereafter for the sake of brevity of exposition. To analytically
arrive at the synchronization transition points, the relatively
simpler case of a large number of globally coupled Ku-
ramoto oscillators is considered. This implies that Ai j = 1 −
δi j and N → ∞, such that 〈k〉 ≈ N . Therefore, Eq. (1) can be

recast as

dφi

dt
= ωi + α f (r)

N

N∑
j=1

sin(φ j − φi ), (3)

which can be further rewritten in the form

φ̇i = ωi + α f (r)

2i
[ze−iφi − z∗eiφi ], (4)

by using the definition of z from Eq. (2). In the limit N → ∞,
the state of the system can be specified by the joint probabil-
ity density function F (φ,ω; t ), which satisfies the continuity
equation

∂F

∂t
+ ∂ (F φ̇)

∂φ
= 0 (5)

and ∫ 2π

0
F (φ,ω; t ) dφ = g(ω). (6)

The function F (φ,ω; t ) can therefore be expanded as a
Fourier series

F (φ,ω; t ) = g(ω)

2π

[
1 +

∞∑
n=1

F̃n(ω, t )einφ

+
∞∑

n=1

[F̃n(ω, t )]∗e−inφ

]
, (7)

where F̃n(ω, t ) is the nth Fourier coefficient. Applying the
Ott-Antonsen (OA) ansatz [50,51], the Fourier modes are
assumed to be of the form

F̃n(ω, t ) = [v(ω, t )]n, (8)

with the restriction

|v(ω, t )| < 1, (9)

such that the infinite series in Eq. (7) converges. It is further
assumed that |v(ω, t )| can be analytically continued to the
complex ω plane, has no singularities in the lower half of the
complex ω plane, and |v(ω, t )| → 0 for Im(ω) → −∞.

Subsequently, Eq. (8), when substituted into Eq. (5) along
with Eq. (4), leads to

∂v(ω, t )

∂t
+ iωv(ω, t ) + α f (r)

2
[zv2(ω, t ) − z∗] = 0. (10)

Additionally, it follows from Eq. (2) that

z=
∫ 2π

0

∫ ∞

−∞
dφ dω eiφ F (φ,ω; t )=

∫ ∞

−∞
dω g(w) v∗(ω, t ),

(11)

which simplifies to

z = v∗(−i	, t ), (12)

if the distribution g(ω) is assumed to be

g(ω) = 	

π

(
1

ω2 + 	2

)
, (13)
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where 	 is a constant parameter. Substituting ω = −i	 into
Eq. (10) and separating the real part leads to

dr

dt
= G(r), (14)

where

G(r) = −r

[(
	 − α f (r)

2

)
+ α f (r)r2

2

]
. (15)

Therefore, an ordinary differential equation is obtained for the
order parameter r in terms of α,	, and f (r). The steady-state
dynamics of r(t ) can be investigated by enforcing ṙ(t ) = 0
in Eq. (14). This shows the existence of two fixed points at
r = (0, r∗). The fixed point at r = r∗ is a function of α and is
given by the solution of the nonlinear equation

(r∗)2 = 1 − 2	

α f (r∗)
, ∀ α > 0. (16)

The stability of either fixed point is determined from the
behavior of the derivative of G(r) given by

dG

dr
= −	 + α f (r)

2
[1 − 3r2] + rα f ′(r)

2
[1 − r2], (17)

where f ′(r) = df /dr. The fixed point at r = 0 is stable for
values of α satisfying

α <
2	

f (0)
, (18)

whereas the fixed point r = r∗ is stable for ∀ (α, r∗) pairs that
satisfy

2	 − α f (r∗) + r∗ 	 f ′(r∗)

f (r∗)
< 0. (19)

Equation (18) and Eq. (19) suggest that there could exist a
region of bistability, i.e., where both r = 0 and r = r∗ are
simultaneously stable for some values of α. In such cases, one
obtains an explosive route to synchronization with two transi-
tion points: (1) at α = α f , where the asynchronous state loses
stability upon forward variation, and (2) at α = αb, where
the synchronous state loses stability upon backward variation.
The forward transition point α f can be obtained from Eq. (18)
and is given by

α f = 2	

f (0)
. (20)

From the assumption f (r) > 0, it follows that f (0) > 0 which
implies that α f is finite and positive. The estimation of the
backward transition point αb can be posed as a minimization
problem given by

αb = minimize
α ∈ (0, α f ] α

subject to

× 2	

f (r∗)
+ r∗ 	 f ′(r∗)

[ f (r∗)]2
< α. (21)

However, in the absence of such bistability, one obtains a
continuous transition where the two transition points coincide
at α = αc = 2	/ f (0) where r∗ = 0, and the fixed points ex-
change stability.

FIG. 2. Schematic of different types of transitions for R > 0 (ex-
plosive) and R = 0 (continuous); see Eq. (22). The curves denote the
variation of r∗ as a function of α for two different parameter sets P1

and P2. These are marked in green (solid line) and red (broken line)
respectively.

A. Identifying transition type

It follows from the previous discussion that, to determine
the type of transition for any given f (·), it is sufficient to check
the value of r∗ at α = α f (denoted by R). Rewriting Eq. (16)
at α = α f leads to

R2 = 1 − h(R), (22)

where

h(R) = f (0)

f (R)
, (23)

the roots of which allow the determination of the transition
type.

While it is straightforward to see that R = 0 is always a
solution of Eq. (22), it is the only solution if h(R) � 1. This
is represented by the green square in Fig. 2. The nonzero
solution of Eq. (22), if it exists, is always stable and greater
than 0 and is represented by the red circle in Fig. 2. This case
represents an explosive transition, whereas the former repre-
sents a continuous transition. Thus, the condition h(R) � 1
allows us to distinguish between continuous and explosive
transitions. The following subsections discuss the results for
two different functional forms of f (·), namely, polynomial
and Gaussian, and for different parameter values.

B. Polynomial form of f (r)

The form of the adaptation function that has been widely
reported in the literature is the power law, i.e., f (r) = rα (for
example, see [49,52–55]). It finds application in many do-
mains such as in modeling biological oscillators [56], coupled
Josephson junctions [57], and others, where the strength of the
interaction increases with synchronization. Motivated by this,
the functional form of f (r) is assumed to be a polynomial of
the form

f (r) = (Ar + B)p, (24)

where A, B ∈ R+ and p ∈ R are constants. This is a more
general form of the power law discussed before, and the
parameters capture a variety of possible interactions which
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FIG. 3. f (r) = (Ar + B)p with A = 1, B = 2, and 	 = 4. (a) Variation of R as a function of p ∈ [−5, 5] (plotted as a solid line) obtained
from Eq. (22), whereas the discrete points denote values of R at specific values of p. (b) Variation of r∗ as a function of α ∈ [0, 20] for
specific values of p as in (a) (plotted as solid lines), demonstrating the type of transition as p is varied. The vertical broken lines denote the
corresponding values of α f , and the discrete colored points denote the value of R. (c–e) Numerically obtained variation of r (denoted by
discrete points) superimposed on the analytical prediction (denoted by lines) as a function of α for p = −1.0, 0.0, and 2.0, respectively. The
black solid line and circular markers denote the forward variation of α whereas the red broken line and square markers denote the backward
variation of α. The vertical broken lines denote the transition point(s), i.e., (αb, α f ) or αC , depending on the type of transition.

are of different magnitudes and types (linear, quadratic, etc.),
depending on the values of A, B, and p, respectively. Addi-
tionally, for A = 1, B = 0, Eq. (24) reduces to the previously
reported form and thus captures the essential features of the
results already reported in the literature.

Substituting Eq. (24) into Eq. (20), the forward transition
point can be obtained as α f = 2	B−p. Here the expression of
h(R) is obtained as

h(R) = 1

(1 + cR)p
, (25)

where c = A/B > 0. Thus, for p � 0, h(R) � 1, which im-
plies the transition at α f is continuous. For values of p > 0,
h(R) < 1, which implies the transition at α f is discontinuous.
In Fig. 3(a) the solid red line denotes the locus of nonzero
values of R obtained from Eq. (22) by varying p. Specific
values of R corresponding to p = −1.0,−0.5, 0.0, 0.5, and
1.0 is highlighted, and the variation of r∗ as a function of
α (obtained from Eq. (16)) corresponding to these p values
is shown in Fig. 3(b). From Fig. 3(a), it is observed that for
values of p � 0, R = 0 is the only solution, whereas for values
of p > 0, R > 0 is also a solution along with R = 0. The plots
in Fig. 3(b) confirm that explosive transitions are obtained
for p > 0 (i.e., p = 0.5, 1.0) and continuous transitions are
obtained for p � 0 (i.e., p = −1.0,−0.5,−0.0). This is fur-
ther validated in Figs. 3(c), 3(d), and 3(e), which show the

numerically obtained variation of r (see Appendix A), as a
function of α, for p = −1.0, 0.0, and 2.0. These are obtained
for both forward (plotted as black circles) and backward (plot-
ted as red squares) variations of α and are superimposed on
the analytical predictions, which are plotted as solid black
lines and broken red lines, respectively. The plots are seen to
agree remarkably well. Note that for all the results reported
in this subsection and Fig. 3, A = 1, B = 2, and 	 = 4; see
Appendix B for the corresponding plots of the adaptation
functions.

C. Gaussian form of f (r)

The previously chosen polynomial form, while nonlinear,
is strictly monotonic in [0,1]. To incorporate nonmonotonic
behavior, which is prevalent in many physical scenarios, the
functional form of f (r) is assumed to be a Gaussian of the
form

f (r) = Ae−B(r−C)2
, (26)

where A, B ∈ R+ and C ∈ R are constants. The Gaussian is
also an appropriate approximation in many physical scenarios,
especially when there are contributions from many different
functional forms. Additionally, for A = a2, B = 1, and C = 0,
it reduces to the form reported recently [47].
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FIG. 4. f (r) = Ae−B(r−C)2
with A = e, B = 1, and 	 = 2. (a) Variation of R as a function of C ∈ [−5, 5]. (b) Variation of r∗ as a function

of α ∈ [0, 8] for specific values of C as in (a), demonstrating the type of transition as C is varied. (c–e) Numerically obtained variation of r
superimposed on the corresponding analytical prediction as a function of α for C = −1.0, 0.0, and 1.0 respectively. For all subfigures, the
different point types, lines, and colors carry the same meaning as in Fig. 3.

Substituting Eq. (26) into Eq. (20), the forward transition
point can be obtained as α f = 2	A−1eBC2

. It is interesting to
note that keeping other parameters fixed, the value ±C results
in the same value of α f due to its quadratic dependence on C.
Here the expression of h(R) is obtained as

h(R) = e−2BCR
(

1− R
2C

)
. (27)

Thus for C � 0, h(R) � 1, implying the transition at α f is
continuous. For C > 0, h(R) < 1 for R ∈ (0, 2C), which im-
plies the transition at α f is discontinuous. In Fig. 4(a), which
is similar to Fig. 3(a), it is observed that R has nonzero solu-
tions only for C > 0, implying that the transition is explosive
only for such cases. This is further verified via the plot of
r∗ as a function α for C = −1.0,−0.5, 0.0, 0.5, and 1.0 in
Fig. 4(b). Finally, these results are numerically validated in
Figs. 4(c), 4(d), and 4(e) for C = −1.0, 0.0, and 1.0 and are
seen to agree remarkably well with the analytical predictions.
The results reported in this subsection and Fig. 4 have been
computed for A = e, B = 1, and 	 = 2; see Appendix B for
the corresponding plots of the adaptation functions.

III. MULTILAYER CONFIGURATION

The previously introduced formalism can be generalized to
the case of multilayer networks, with the interlayer coupling
being adaptive (for example, see [55]). Such a system can
be described by a set of N × L coupled ODEs, analogous to

Eq. (3), of the form

dφi,k

dt
= ωi,k +

adaptive interlayer interaction︷ ︸︸ ︷
αk fk (r(t ))

N

N∑
j=1

sin(φ j,k − φi,k )︸ ︷︷ ︸
intralayer interaction

, (28)

where i = 1, 2, . . . , N and k = 1, 2, . . . , L, N and K being
the number of oscillators per layer and the number of layers,
respectively. Here r = (r1, r2, . . . , rL )T , fk: RL → R is the
generalized adaptation function associated with the kth layer.
Further, φi,k and ωi,k carry the same physical connotation from
Eq. (3), with the subscripts (i, k) denoting the ith oscillator
from the kth layer. The synchronization order parameters of
each layer rk is defined similarly to Eq. (2), as

zk = rkeiψk = N−1
N∑

j=1

eiφ j,k . (29)

It is important to note that the coupling between the lay-
ers in Eq. (28) is via the adaptation function f and there
is no explicit direct interlayer phase coupling between the
oscillators across different layers, the coupling is implicitly
introduced via the individual order parameters rk . It is plausi-
ble to expect such a coupling scheme to appear in multilayer
systems, especially those with nonseparable inter- and in-
tralayer interactions. While most of the existing literature
considers separable forms of interaction where the governing
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equations can be written as a sum of inter- and intralayer
interactions (for example, see [58–60]), the proposed model
in Eq. (28) highlights an example of a nonseparable inter-
action. While such interactions could potentially be of many
forms, this example combines the interlayer interaction as a
generalized adaptation in the intralayer interaction term which
follows as a natural extension of the adaptive coupling model
discussed in Eq. (3).

Following a similar analysis as in the previous section,
using the OA ansatz leads to a set of L nonlinear coupled
differential equations governing the evolution of the L order
parameters, given by

drk

dt
= Gk (r), (30)

where

Gk (r) = −rk

[(
	k − αk fk

2

)
+ αk fkr2

k

2

]
(31)

and

∂Gk

∂r j
=

[
− 	k + αk fk

2

(
1 − 3r2

k

)]
δk j + rkαk

2

∂ fk

∂r j

(
1 − r2

k

)
(32)

denotes the corresponding Jacobian.

Cross-adaptive coupling �f (�r)

Among the numerous possible coupling scenarios [i.e.,
various forms of f (r)] that merit investigation, “cross”-
adaptation, which is discussed next, is interesting and
physically relevant. Here the intralayer coupling strength of
one layer adapts to the order parameter of the other layer and
vice versa (for example, see [31,55,61]) with no additional
forms of interlayer interaction. This form of coupling is cho-
sen as a simpler but physically relevant case of Eq. (28). An
example of this can be the dynamics of synchronized clapping
and cheering in a hotly contested sports event or political
debate. In this scenario, supporters of one group would always
try to be louder or turn up in larger numbers compared to their
opponents (i.e., be more synchronized in their own activity).
As a result, increased synchronization of one group incites
the other group to be more synchronized. However, while this
represents a case of positive feedback acting across the lay-
ers, there could exist other scenarios with different feedback
characteristics across different layers.

The condition of cross-adaptation can be mathematically
expressed by the condition

∂ fk

∂rk
= 0, (33)

which implies fk is not a function of rk . Under this condition,
the diagonal ( j = k) and off-diagonal ( j �= k) terms of the
Jacobian are, respectively, given by

∂Gk

∂r j

∣∣∣∣
j=k

= −	k + αk fk

2

(
1 − 3r2

k

)
(34)

and

∂Gk

∂r j

∣∣∣∣
j �=k

= rkαk

2

∂ fk

∂r j

(
1 − r2

k

)
. (35)

FIG. 5. Schematic of the multilayer phase oscillator system stud-
ied in Sec. III A. α′

k and αk carry the same meaning as Fig. 1.
Different values of k (i.e., the subscript) denote the distinct layers
in the system.

It is clear from Eq. (30) that r = 0 (i.e., all layers are asyn-
chronous) is always a solution and for which the Jacobian is
diagonal. Therefore, the stability of the 0 state is determined
by the largest eigenvalue (i.e., the largest diagonal element) of
the Jacobian and

max
k={1,...,L}

[
− 	k + αk fk (0)

2

]
< 0 (36)

represents the mathematical condition for stability. As an
example, a bilayer system of coupled phase oscillators (see
Fig. 5 for a schematic) is studied with equal intralayer
coupling strength (i.e., α1 = α2 = α) and identical natural
frequency distributions (i.e., 	1 = 	2 = 	). For this system,
the adaptation functions are defined following Eq. (33) as

fk (r) =
{

(Ar2 + B)p k = 1,

(Ar1 + B)q k = 2,
(37)

where A, B, p, and q are constants defined similarly to
Eq. (24). Here the first layer (k = 1) is coupled to the sec-
ond layer (k = 2) by pure adaptation and vice versa; see
Appendix B. Note that our model reduces to a similar bi-layer
model studied by Zhang et al. [55] for A = 1, B = 0, and
p = q = 1.

However, in general, p �= q �= 0 and hence an aspect of
asymmetry is introduced into the adaptive coupling between
the layers. The rationale for this choice of adaptation functions
is similar to that in Sec. II. The parameter values are chosen
such that the two layers have very different adaptation charac-
teristics (see Appendix B). Substituting Eq. (37) into Eq. (30)
leads to

dr1

dt
= −r1

[(
	 − α(Ar2 + B)p

2

)
+ α(Ar2 + B)p

2
r2

1

]
(38)

and

dr2

dt
= −r2

[(
	 − α(Ar1 + B)q

2

)
+ α(Ar1 + B)q

2
r2

2

]
. (39)

The above are two coupled differential equations that govern
the evolution of the order parameters r1 and r2 corresponding
to the two layers k = 1 and k = 2, respectively. The corre-
sponding Jacobian J , essential for the linear stability analysis
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(a)

(b)

FIG. 6. Results for A = 2.0, B = 1.0, p = 1.0, q = 2.0, and
	 = 3.0, demonstrating explosive transition. The subfigures corre-
spond to (a) variation of λk (marked with arrows) as a function of
α ∀ k. The different colors and line styles correspond to the different
values of k and (b) r1 and r2 as a function of α. Here discrete points
denote values of r obtained from numerical simulation of Eq. (28),
whereas the lines denote the steady-state solution of Eq. (38) and
Eq. (39). The different markers, lines, and colors carry the same
connotation as in Fig. 3.

of the system, is given in Appendix C. This system of equa-
tions admits four qualitatively different steady-state solutions
(r∗

1 , r∗
2 ) given by S0 ≡ (0, 0), S1 ≡ (0, X2), S2 ≡ (X1, 0), and

S3 ≡ (R1, R2). Here

Xk =
√

1 − 2	

α fk (0)
, (40)

and {R1 �= 0, R2 �= 0} is the nonzero solution of the set of
equations given by Gk (R1, R2) = 0 for k = 1, 2. The variation
of these steady states Sk ∀ k = {0, . . . , 3}, as a function of
α, along with the corresponding eigenvalues of J , completely
describes the synchronization characteristics in this system.

Figures 6–9 show the results for the four different
parameter sets that demonstrate qualitatively different syn-
chronization phenomena occurring in the system governed by
Eq. (28) and Eq. (37).

Subfigure (a) of each of these figures show the variation of
the largest eigenvalue of J , denoted by λk and marked with
an arrow, computed for each steady state Sk , as a function
of α. The different line markers and colors correspond to
different values of k. Here (a) the magenta line with right
triangle markers corresponds to k = 0, (b) the yellow line with

(a)

(b)

FIG. 7. Results for A = 1.5, B = 0.1, p = 1.0, q = −1.0, and
	 = 3.0, demonstrating continuous transition. The subfigures and
the different plot styles have identical implications as in Fig. 6.

square markers corresponds to k = 1, (c) the blue line with
upward triangle markers corresponds to k = 2, and (d) the red
line with circular markers corresponds to k = 3. Subfigure (b)
of these figures shows the variation with α of the order pa-
rameters r1 and r2 computed numerically by solving Eq. (28)
(plotted as discrete points), along with the steady-state solu-
tion of Eq. (38) and Eq. (39) (plotted as lines). Here (1) the
black solid line and circular markers denote the forward vari-
ation of α, whereas (2) the red broken line and square markers
denote the backward variation of α. Specifically, Figs. 6 and
7 demonstrate the two commonly observed synchronization
transitions, i.e., explosive and continuous. Figures 8 and 9
demonstrate two slightly different cases, denoted here as Type
1 and Type 2, (also see [62]) of what is called “tiered”
transition [63]. Both continuous and explosive transitions are
encountered en route to synchronization and the difference
between them is highlighted during desynchronization. The
following subsections discuss these in more detail.

1. Explosive and continuous transitions

In Fig. 6(a) it is seen that the eigenvalues λ0 and λ3 are
negative for α ∈ [3.1, 6], which indicates the states S0 and S3

are simultaneously stable in that range. As discussed earlier,
this induces explosive transition at the boundaries of this
region as α is varied across this range. Thus, upon forward
variation of α, the system explosively transitions from S0 to
S3 at α = 6, and upon backward variation of α, the system
explosively transitions from S3 to S0 at α ≈ 3.1. However, for
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(a)

(b)

FIG. 8. Results for A = 9.0, B = 4.5, p = 1.0, q = 2.0, and
	 = 3.5, demonstrating type 1 tiered transition. The subfigures and
the different plot styles have identical implications as in Fig. 6.

(a)

(b)

FIG. 9. Results for A = 4.5, B = 2.0, p = 1.0, q = 2.0, and
	 = 1.5, demonstrating type 2 tiered transition. The subfigures and
the different plot styles have identical implications as in Fig. 6.

α < 3.1 and α > 6, λ0 and λ3 are the sole negative eigenval-
ues respectively. This implies that the system is monostable
in these regions with the states S0 and S3 respectively. These
transition points and the variation of the steady-state order
parameters are numerically validated in Fig. 6(b).

In Fig. 7(a) it is seen that no two eigenvalues are simul-
taneously negative for any value of α. However, at least one
eigenvalue is always negative for the entire region. Specifi-
cally, for α < 0.6, α ∈ [0.6, 4.0], and α > 4.0, the negative
eigenvalues are λ0, λ1 and λ3 respectively. This implies that
the stability regions of the different states are nonoverlap-
ping, i.e., the states are monostable. As discussed earlier,
this implies that the transitions are continuous at the sta-
bility boundaries of each steady state. Thus, upon forward
variation of α, the system undergoes a continuous transition
from S0 to S1 at α ≈ 0.6. Upon further increasing α, the
system undergoes another continuous transition from S1 to
S3 at α ≈ 4. Curiously, for α > 4, in contrast to r (1) which
increases monotonically, there is a decrease in r (2), due to this
particular choice of the parameters. Since all the transitions
are continuous, the backward variation of α leads to the same
set of transitions but in reverse sequence. Figure 7(b) provides
the numerical validation of these transition points and the
variation of the steady-state order parameters.

2. Tiered transitions

In Fig. 8(a) the variation of λk , as a function of α, can be
divided into four distinct regimes: (1) α < 0.35, where only
λ0 is negative; (2) α ∈ [0.35, 0.6], where only λ1 is negative;
(3) α ∈ [0.6, 0.66], where both λ1 and λ3 are negative; and (4)
α > 0.66, where only λ3 is negative. Thus, for the first two
regimes, S0 and S1 are the only stable states respectively. For
the third regime, S1 and S3 are simultaneously stable, whereas
for the fourth regime, S3 is the sole stable state. Thus, upon
forward variation of α, the system undergoes a continuous
transition from S0 to S1 at α ≈ 0.35. Upon further increasing α

adiabatically, the system remains in S1 till α < 0.66, and then
undergoes an explosive transition from S1 to S3 at α ≈ 0.66
since S1 loses stability. This results in a highly synchronous
state. Upon backward variation of α, the system continues
to remain in S3 upon crossing the right bistable boundary at
α = 0.66. However, at α = 0.6, i.e., the left boundary of the
bistability regime, S3 loses stability and the system transitions
from S3 to S1 explosively. Further decreasing α leads to a
continuous transition from S1 to S0 at α ≈ 0.35, coinciding
with the forward transition point, resulting in a completely
asynchronous state. The numerical verification of these transi-
tion points and the corresponding variation of the steady-state
order parameters is presented in Fig. 8(b).

For the case presented in Fig. 9(a), the variation of λk , as
a function of α, can also be divided into four distinct regions:
(1) α < 0.61, where only λ0 is negative; (2) α ∈ [0.61, 0.75],
where both λ0 and λ3 are negative; (3) α ∈ [0.75, 0.84], where
both λ1 and λ3 are negative; and (4) α > 0.84, where only
λ3 is negative. Thus, for the first region, only S0 is stable.
The following two regions are bistable with S0, S3 and S1, S3

being the respective stable states. Finally, in the fourth region,
S3 is the only stable state. Thus, upon forward variation of
α, the system remains in S0 till α < 0.75. At α ≈ 0.75, the
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systems switches to the nearest stable state S1 and continues
till α < 0.84. At α ≈ 0.84, S1 loses stability and the system
explosively transitions to S3 resulting in a highly synchronous
state. Upon backward variation of α, the system remains in
S3 across the right bistable boundary and only undergoes an
explosive transition from S3 to S0 directly at α ≈ 0.61 where
S3 loses stability, thereby resulting in a completely asyn-
chronous state. This is in contrast to the previous case where
the desynchronization involves both explosive and continuous
transitions. Figure 9(b) illustrates the numerical validation of
these transition points, along with the variation in steady-state
order parameters.

IV. CONCLUSIONS

This study investigates the various routes to synchrony
in globally coupled Kuramoto oscillators with pairwise in-
teractions, such that the strength of the coupling adapts
according to the global dynamics, which is quantified through
the instantaneous value of the order parameter r(t ). The
exact relationship between the coupling strength and the
order parameter is dictated by the physical scenario under
consideration and is modeled through a nonlinear function
f (·). Analytical developments presented in this study, based
on the Ott-Antonsen, enable inferring the type of transition
from the form of f (x) via a simple algebraic equation, the
roots of which dictate the type of transition. The develop-
ments are applicable for a wide class of functional forms
of f (·), satisfying certain criteria. The validity of these re-
sults is demonstrated for two broad classes of f (·): (1)
polynomial, which is monotonic and (2) Gaussian, which is
nonmonotonic. These are chosen for their generality, wide ap-
plicability, and are shown to induce different synchronization
transitions.

These developments are subsequently generalized to mul-
tilayer networks where the coupling strength of each layer
depends on the order parameters associated with each of the
other layers. It is shown that the routes to synchrony are
completely characterized through the largest eigenvalue of
the Jacobian corresponding to the reduced system obtained
via the Ott-Antonsen ansatz. The results are demonstrated
through a bilayer network with cross-adaptation. This sys-
tem exhibits rich dynamical behavior and a multitude of
routes to synchrony depending on the monotonicity and
relative magnitudes of the adaptation functions. Specifi-
cally, certain parameter values are seen to induce tiered
synchronization transitions in addition to explosive and con-
tinuous transitions. The analytical developments presented
are shown to exactly capture all these intricate complexi-
ties of the various transition scenarios and contribute to a
better understanding of real-life complex systems. Further
studies are ongoing with applications of generalized adap-
tive dynamics to systems with complex intra- and interlayer
topologies, which can potentially show even richer dynamical
phenomena.

The computer programs and the generated data used in
this study are available from the corresponding author upon
reasonable request.
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FIG. 10. Plot of the adaptation functions used in (a) Fig. 3 where
f (r) = (Ar + B)p for A = 1.0, B = 2.0 and (b) Fig. 4 where f (r) =
Ae−B(r−C)2

for A = e, B = 1.0.
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APPENDIX A: SIMULATION DETAILS

For numerical simulations of Eq. (3), Eq. (28), and the
evaluation of the order parameter(s), N is taken to be 2.5 ×
104. The dynamical equations were integrated by the classic
fourth-order Runge-Kutta method on an NVIDIA GPU using
code written in C++ and OpenACC. The time step δt was
taken to be 10−4 and the simulations were run for at least
105 steps. The forward and backward variation of the order
parameter(s) as a function of α (i.e., the discrete data points in
black and red respectively in the synchronization transition di-
agrams) was obtained by using the final state of the system for
the current value of α as the initial condition of the system for
next value of α → α ± δα. The value of δα was appropriately
chosen such that the transitions are well captured.
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FIG. 11. Plot of the adaptation functions (i.e., fk as a function
of r) used in Figs. 6–9 [here (a), (b), (c), and (d), respectively]; see
Eq. (37). The red (solid line) and blue (broken line) lines correspond
to f1 and f2, respectively. These figures highlight the contrasting
adaptation characteristics in the two layers.
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APPENDIX B: ADAPTATION FUNCTIONS USED IN SEC. II
AND SEC. III A

Figures 10 and 11 show the plots of the various different
adaptation functions used in the simulations reported in Sec. II
and Sec. III A, for r ∈ [0, 1]. Specifically, Fig. 11 showcases
the contrasting adaptation characteristics of the different lay-
ers in the bilayer model discussed in Sec. III A. Figure 11(a)
showcases a scenario where the adaptation functions are simi-
lar (i.e., strictly monotonic) and of similar magnitude, whereas
Fig. 11(b) showcases a scenario where the adaptation function
is strictly monotonically increasing on one layer and strictly
monotonically decreasing on the other. Figures 11(c) and
11(d) showcase two scenarios where the adaptation functions
are similar (i.e., strictly monotonically increasing) but the
magnitudes are widely different on different layers.

APPENDIX C: JACOBIAN FOR EQ. (38) AND EQ. (39)

The elements Ji j of the 2 × 2 Jacobian J for Eq. (38) and
Eq. (39) are given by

J11 = − 1
2α(3x2 − 1)(Ay + B)p − 	, (C1a)

J12 = − 1
2αApx(x2 − 1)(Ay + B)p−1, (C1b)

J21 = − 1
2αAqy(y2 − 1)(Ax + B)q−1, (C1c)

J22 = − 1
2α(3y2 − 1)(Ax + B)q − 	, (C1d)

where r1 ≡ x and r2 ≡ y for the sake of brevity.
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