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#### Abstract

The macroscopic fundamental diagram (MFD) is a large-scale description of the traffic in an urban area and relates the average car flow to the average car density. This MFD has been observed empirically in several cities but how its properties are related to the structure of the road network has remained unclear so far. The MFD displays in general a maximum flow $q^{*}$ for an optimal car density $k^{*}$ which are crucial quantities for practical applications. Here, using numerical modeling and dimensional arguments, we propose scaling laws for these quantities $q^{*}$ and $k^{*}$ in terms of the road density, the intersection density, the average car size and the maximum velocity. This framework is able to explain the scaling observed empirically for several cities in the world, such as the scaling of $k^{*}$ with the road density, the relation between $q^{*}$ and $k^{*}$ and the impact of buses on the overall capacity $q^{*}$. This work opens the way to a better understanding of the traffic on a road network at a large urban scale.
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## I. INTRODUCTION

Traffic congestion in large urban areas is a crucial problem as a source of pollution and loss of time. Congestion is not only a product of insufficient road capacity [1] and it is clear now that the structure of the road network has to be carefully planned to improve the traffic. A crucial tool for monitoring the traffic at a urban scale is the macroscopic fundamental diagram (MFD) that relates the traffic flow and the density of a (large) road network based on highly aggregated data. It extends to networks the concept of the fundamental diagram-relating the flow to the density of vehicles-discovered by Greenshield almost a century ago [2], which is arguably the most important quantitative characterization of traffic for single roads. Although the concept of a MFD, describing the response of the network to traffic demand, was already known in the 1960s, its full potential has only been realized with the work of Daganzo and Geroliminis [3,4]. These authors were the first to study the relationship between the average density (also called accumulation) and the average traffic flow at the scale of a urban road network, coining the term macroscopic fundamental diagram. Their empirical discovery that both average quantities are related by a well defined relationship (see Fig. 1, for an example), similarly to the single road case, has been a major step in our comprehension of traffic in urban areas. Much like the Fundamental Diagram, the MFD displays a maximum $q^{*}$ for a critical density of cars $k^{*}$. Subsequent work focused on understanding the origins of such a network-wide relation [5-10] and on the characterization of its functional form [11-14]. This diagram has important applications such as perimeter

[^0]control $[15,16]$, which tries to maintain an optimal network performance at maximal flow, congestion pricing [17] and its role in network-wide congestion propagation just starts to be understood [18].

In general, the MFD depends on characteristics like traffic demand, the structure of the road network and the fundamental diagrams of the constituting roads as well as other factors (heterogeneity of traffic, driver behavior as route choice, etc.). However, the question of the relation between the network and the MFD remains unclear [19,20]. Finding the parameters of the network which influence the MFD is crucial for taking the best decisions in future road planning. In this respect, the work [20] is an important step for our understanding, as the authors propose an empirical study of the MFD using billions of vehicle observations for more than 40 cities worldwide and tried to correlate the MFD with network properties. In particular, they found a sublinear relation between the critical accumulation $k^{*}$ and the network density (given by the length of roads per unit area).

In this article, we focus on the problem of the relation between the critical parameters $q^{*}$ and $k^{*}$ of the MFD (which define in some way its shape), and the properties of the network. To investigate this problem, our main tool will be numerical simulations of the traffic on a network, and vary its parameters independently. These numerical results enable us to propose and to test scaling laws for these critical parameters $q^{*}$ and $k^{*}$ in terms of the network parameters.

## II. SIMULATIONS

## A. The model

We simulated the traffic with the ChSch model [21] which was introduced as an extension to urban road networks of the NaSch model [22] for highway traffic. It allows to study the interplay between vehicle dynamics and interactions


FIG. 1. Macroscopic fundamental diagram of Paris (France). Each point represents the traffic state of the network at a given date. The vertical line indicates the optimal density $k^{*}$ and the horizontal dashed line the optimal flow $q^{*}$. This MFD was obtained for the period April-May 2014 (data from opendata.paris).
induced by intersections controlled by traffic lights [23,24]. We consider a regular 2D-lattice of roads and for the sake of simplicity, we consider cars moving from west to east and from south to north only. On each road, the cars move by following the rules of the ChSch model that we describe briefly (for more details on this models, see, for example, Ref. [25]). The road is divided into discrete cells and time is also discretized. Each cell can be either empty or occupied by a vehicle with a velocity $v$ that can take integer values in [ $0, v_{\max }$ ] where $v_{\max }$ is the maximum speed allowed on the road. The update is performed in parallel according to some rules for acceleration and braking. Contrary to the original paper, we do not introduce a probability for cars to randomly decelerate. At each time step $\tau$, the speed $v_{i}$ of each car is updated in parallel following, if the traffic light in front is green,

$$
v_{i}(t+\tau)=\max \left(v_{\max }, v_{i}(t)+1, d_{i, i+1}(t)-1\right)
$$

where $v_{i}$ is the speed of the car $i, v_{\max }=5$ cells/timestep and $d_{i, i+1}$ is the number of cells separating the car $i$ from its predecessor. If the traffic light in front of car $i$ is red, then this rule changes to

$$
v_{i}(t+\tau)=\max \left(v_{\max }, v_{i}(t)+1, d_{i, i+1}(t)-1, d_{i, \mathrm{tl}}(t)\right)
$$

where $d_{i, \mathrm{tl}}(t)$ is the distance to the traffic light. In particular, note that the (i) the speed of the car $i$ only depends on the position of car $i+1$, not on its speed, and (ii) cars accelerate at most by 1 cell $/ \tau^{2}$, but can decelerate by up to 5 cells $/ \tau^{2}$ if needed. Once all the speeds are determined, the cars progress together by a discrete number of simulation cells, the new positions of car $i$ being

$$
d_{i}(t+\tau)=d_{i}(t)+v_{i}(t+\tau)
$$

In addition, and in contrast with the original model [21], at each intersection, every car picks a new direction (east or north) at random and continues its progression. Road networks are, however, not regular lattices (see, for example, Ref. [26] and references therein), and we introduce a probability $p$ for each link of the lattice to be removed. Starting from a regular 2D-lattice, we can transform the network into a less regular network, with intersections of degree 3 and 4 (see Fig. 2).


FIG. 2. Illustration of our simulation for a network with $p=$ 0.2 , with $13 \times 13$ nodes and roads of length 166 m (distances are indicated in meters). We use periodic boundary conditions. (Top) Initial time: $N=200$ cars located at random in the network. (Middle) Trajectory of a car during 100 consecutive timesteps (time goes from yellow to read). (Bottom) Corresponding MFD obtained over 500 timesteps. We show the values of $k^{*}$ and $q^{*}$ with the corresponding confidence intervals (red dashed lines). The shape of the MFD implies in general that the estimate of $k^{*}$ is noisier than the one for $q^{*}$.

In the spirit of Loder et al. [20], we define all our variables as averages per unit area: $k^{*}$ is in veh $/ \mathrm{km}^{2}$, and $q^{*}$ in cars $\mathrm{km} / \mathrm{h} / \mathrm{km}^{2}$. The network is defined by the fraction $p$ of missing links, the density $\rho_{r}$ of roads in space (with unit $\mathrm{km} / \mathrm{km}^{2}$ ) and the density $\rho_{i}$ of intersections in space (with unit $\mathrm{km}^{-2}$ ). The progression of cars using the ChSch model is defined by four parameters: the length $L_{\text {car }}(\mathrm{km})$ of the discrete cells on which cars evolve, the time step on which we update the speeds and positions (taken equal to 2 s ), the maximal speed of the cars $v_{\text {max }}$ (expressed in our model as a number of steps per time step) and the duration of each green or red light phase, $t_{\mathrm{tl}}$ (in seconds).

## B. Measuring the MFD

Each point of the MFD is obtained by averaging the density of cars and the flux on the network over a given time span. The


FIG. 3. Evolution of the average velocity on the network with time. The density on the network is here close to $k^{*}$. Starting from a random configuration, the average speed decreases as traffic jams emerge during the first 1000 s . The network then remains in a steady state with relatively constant average velocity.
choice of this time span is important in real-world network. It should be longer than the typical duration of green light cycles, as we are interested in the average state of traffic rather than in its high frequency variations. However, averaging over too long a period means that some cars will enter or exit the network, resulting in a biased estimation of the state of the traffic. This problem is also well-known for the road fundamental diagrams, where the measured diagram is always smaller than the "real" diagram. The way we obtain the MFD is then the following:
(1) We pick a network corresponding to the desired values of the parameters
(2) We pick a number of cars and add them randomly to the network. This stage determines the car density $k$ (ranging from $1 \%$ to $50 \%$ of the maximal number of cars one could fit on the network, i.e., values of density respectively far smaller and larger than the MFDs maximum).
(3) We let the network evolve during 500 time steps towards its equilibrium
(4) We let the network evolve during 500 times steps and estimate the average flow $q$ during this period
(5) We repeat steps 3 and 4 for the same network but an increasing number of cars.

Hence, for each estimation of the flux, the density $k$ is fixed (unlike for real life measurements). This allows us to estimate the flow over a longer period of time than what would typically be done on real networks. Step 3 is necessary to have a realistic MFD. Indeed, on real networks, cars are never randomly distributed. We determined the time needed to reach the equilibrium using the average velocity. Starting from our random initial configuration, we measure the average velocity on the network as a function of time. We observe a decrease of the velocity as cars regroup in traffic jams in specific points of the network. The choice of 500 time steps (or 1000 s) corresponds to a duration which guarantees that the network has reached a steady state (average velocity is constant, see Fig. 3).

Step 4 also needs some clarification. The average flow can be estimated with two methods, which are subject to debate among traffic engineers. Remembering that the average flow is expressed as a number of traveled kilometers during a period
of time and per unit surface, one can either sum the speeds of the cars at each time step, average this sum over all time steps, and finally divide by the network surface. Alternatively, one can measure the number of cars exiting a road at each time step and consider that this car covered the length of the road during that time step. Summing these distances over all time steps, dividing by the duration of the measurement (here 500 time steps correspond to 1000 s ) and dividing by the network surface leads to another estimation of the flux. The former method corresponds to real life data provided by onboard speed measurements (floating car data, FCD), while the latter corresponds to measurements obtained with fixed loop detectors on the road (loop detector data, LDD). While one might intuitively think that both methods are equivalent, they are not and the resulting MFD depends-albeit slightlyon the method chosen. The choice of a method, or a mix between both of them is not settled among the traffic engineer community, but here we emulate LDD results, mainly because we wanted to be as close as possible to the conditions of the empirical measures of Loder et al. [20].

We use the network parameters described in Table I. In real networks, $\rho_{r}$ and $\rho_{i}$ can vary independently, thanks to multilane roads, the sinuosity of roads, as well as the existence of bridges and tunnels (i.e., roads might physically cross without intersecting). To reproduce this in our simulation, we introduce a geometrical factor $g$ linking the actual length of the roads $\biguplus_{\text {road }}$ to the geometrical distance between intersections $\biguplus_{\text {grid }}$, such that $\biguplus_{\text {road }}=g \coprod_{\text {grid }}$.

We then have $\rho_{r}=\rho_{r}^{0}(1-p)=\frac{2 g(1-p)}{L_{\text {grid }}}$ and $\rho_{i}=\frac{1}{L_{\text {grid }}^{2}}$, for the density of roads and intersection, respectively, which we can indeed vary independently. Note that the influence of $p$ is twofold: there is an implicit dependence in $\rho_{r}$ and an explicit one that we explored at fixed $\rho_{r}$.

We note that, by design, cars travel an integer number of cells per timestep. This means that, when we vary the length of the cars, we also vary their speed. More precisely $V=2 V_{s} L_{\text {car }}$ with $V$ the real speed ( $\mathrm{m} / \mathrm{s}$ ), as used in the article, and $V_{s}$ the simulation speed (cells/timestep). In this article, we plot the data collapse $q^{*} L_{\mathrm{car}} / \rho_{r}$ versus $\rho_{r} / L_{\mathrm{car}} \rho_{i}$. To achieve this in practice, we actually plot $q^{*} / \rho_{r}$ versus $\rho_{r} / L_{\text {car }} \rho_{i}$.

## III. SCALING FOR $\boldsymbol{q}^{*}$ AND $\boldsymbol{k}^{*}$

Despite its simplicity, this model is complex enough to display a MFD, from which we extract $q^{*}$ and $k^{*}$ (see Fig. 2). We compute those critical parameters for various values of $\rho_{r}, \rho_{i}, p, t_{\mathrm{tl}}$, and $L_{\mathrm{car}}$, on a $13 \times 13$ nodes network, running 100 simulations for each set of values to estimate the error. This is quite a small network when compared to real-world cases. This choice is motivated primarily by computational resources, as the computation timescales as the square of the number of cars on the network. Besides, because we chose periodic boundary conditions, we do not expect the behavior of the simulation to be radically different on larger networks. We tested this claim on a subset of the results presented here, and found that the results are very similar on a $20 \times 20$ nodes network, when compared to a $13 \times 13$ nodes network (see Appendix A).

TABLE I. Definition of the variables used in this article.

| Variable | Description | Unit | Default value |
| :---: | :---: | :---: | :---: |
| $q^{*}$ | Network capacity | $\mathrm{km} / \mathrm{h} / \mathrm{km}^{2}$ |  |
| $k^{*}$ | Critical accumulation | cars/ $\mathrm{km}^{2}$ |  |
| $\rho_{r}$ | Density of roads in space | lane $\cdot \mathrm{km} / \mathrm{km}^{2}$ |  |
| $\rho_{i}$ | Density of intersections in space | $\mathrm{km}^{-2}$ |  |
| $p$ | Fraction of links missing compared to regular lattice | Number $\in[0 ; 1]$ | 0 |
| $L_{\text {car }}$ | Length of our simulation cell | km | 7 m |
| $\tau$ | Discrete timestep of the simulation | h | 2 s |
| $v_{\text {max }}$ | Maximal speed on our simulated network (in cells per timestep) | $\mathrm{h}^{-1}$ | 5 cells/ $\tau$ |
| $t_{\text {tl }}$ | Traffic light timing (duration of a green or red light) | h | 30 s |
| $v_{s}$ | Average speed of the cars in our simulation, in cells per timestep | $\mathrm{h}^{-1}$ |  |
| $V_{\text {lim }}$ | Average speed on the empty network, combination of $L_{\text {car }}, v_{\text {max }}$ and $t_{\mathrm{tl}}$ | km/h |  |

We will use these numerical simulations to identify scaling laws for the parameters $k^{*}$ and $q^{*}$. We start with the most general form for these quantities that are

$$
\begin{align*}
& k^{*}=F\left(\rho_{i}, \rho_{r}, L_{\mathrm{car}}, v_{\max }, p, \ldots\right)  \tag{1}\\
& q^{*}=G\left(\rho_{i}, \rho_{r}, L_{\mathrm{car}}, v_{\max }, p, \ldots\right) \tag{2}
\end{align*}
$$

where $F$ and $G$ are unknown functions at this point. The critical accumulation $k^{*}$ has the unit of $\rho_{r} / L_{\mathrm{car}}$ while the $q^{*}$ has the unit of $k^{*}$ times a velocity. We first define the adimensional quantity $n=\rho_{r} / L_{\text {car }} \rho_{i}$ which is the average number of cars which can be fitted on a road between two intersections of the network. Keeping the number of relevant parameters minimal, the natural scaling for $k^{*}$ and $q^{*}$ can then be written as

$$
\begin{align*}
k^{*} & =\frac{\rho_{r}}{L_{\mathrm{car}}} \Phi\left(n, p, t_{\mathrm{tl}}, v_{\max }\right)  \tag{3}\\
q^{*} & =\frac{\rho_{r}}{L_{\mathrm{car}}} V^{*}\left(n, p, t_{\mathrm{tl}}, v_{\max }\right) \tag{4}
\end{align*}
$$

where the functions $\Phi$ and $V^{*}$ are at this stage also unknown. $\Phi$ has no dimension, while $V^{*}$ is the average speed on the network at the critical point. We tested numerically these scaling forms Eqs. (3) and (4) by plotting $k^{*} L_{\mathrm{car}} / \rho_{r}$ and $q^{*} L_{\mathrm{car}} / \rho_{r}$ versus $n=\rho_{r} / L_{\mathrm{car}} \rho_{i}$ (at fixed $p$ and $t_{\mathrm{tl}}$ ). If they are correct, then we should obtain a data collapse for various values of $\rho_{r}$, $\rho_{i}$, and $L_{\text {car }}$. We show in Fig. 4 this data collapse (for $p=0$ ) which confirms that our scaling assumptions are correct. A power law fit of the form $\Phi(n) \sim n^{\beta}$ gives the following estimate (obtained by multiple fits on all the parameters, see Appendix B)

$$
\begin{equation*}
\beta \approx-0.1 \pm 0.1 \tag{5}
\end{equation*}
$$

with $R^{2} \approx 0.5$. The small exponent combined with the quality of the fit indicates that at first order, we should consider the influence of $n=\frac{\rho_{r}}{L_{\text {car }} \rho_{i}}$ on $k^{*}$ to be minimal.

We also tested the dependence of $k^{*}$ on the other parameters $p, v_{\max }$ and $t_{\mathrm{t} \mid}$. In particular, there is no explicit dependence on $p$ (only via $\rho_{r}$ ) and no dependence on $v_{\max }$ and $t_{\mathrm{tl}}$ (see Fig. 5).

This leads us finally to the following scaling form for $k^{*}$,

$$
k^{*} \approx \frac{\rho_{r}}{L_{\mathrm{car}}}\left(\frac{\rho_{r}}{L_{\mathrm{car}} \rho_{i}}\right)^{\beta}
$$

with $\beta$ given by Eq. (5). The prefactor in this expression has a natural interpretation as it is the number of cars per unit area that can be fitted in the network.

Figure $4(\mathrm{~b})$ shows that the scaling of $q^{*}$ is more complicated and displays essentially two regimes, and that, unlike $k^{*}, q^{*}$ also depends on $p$ and $t_{\mathrm{t} 1}$. We used a simple ansatz suggested by Fig. 4 of the form $V^{*}\left(n, p, t_{\mathrm{tl}}\right)=V_{\lim }(1-$ $\left.e^{-n / n_{c}\left(p, t_{1}\right)}\right)$ where $n_{c}\left(p, t_{\mathrm{tl}}\right)$ is a crossover value that depends on $p$ and $t_{\mathrm{tl}}$ (but is also independent of $v_{\text {max }}$, see Appendix B ), while the general exponential form of $V^{*}$ and the limit $V_{\lim }$ at large $n$ remain are independent of $p, t_{\mathrm{tl}}$ or $v_{\max }$. Using the data


FIG. 4. Test of the scaling ansätze Eqs. (3) and (4). We plot the rescaled variables $k^{*} L_{\mathrm{car}} / \rho_{r}$ and $q^{*} / \rho_{r}$ versus the adimensional variable $n=\rho_{r} /\left(L_{\text {car }} \rho_{i}\right)$. In both cases we observe a good data collapse. (Top) For $k^{*}$, we observe a roughly constant function (the dashed line is a power law fit with exponent $\approx-0.1, R^{2} \approx 0.5$ ). (Bottom) For $q^{*}$, we observe an increasing function followed by a plateau, which we fit with an exponential function $\left(R^{2}=0.98\right)$. The figures were obtained using 100 random configurations of a network of $13 \times 13$ nodes, with $p=0$.


FIG. 5. Data collapse for $k^{*}$ for different values of $p$ (at fixed $t_{\mathrm{tl}}=30 \mathrm{~s}$ ) and $t_{\mathrm{tl}}$ (at fixed $p=0$ ). Neither $p$ nor $t_{\mathrm{tl}}$ have a significant influence on $\Phi$. The figures were obtained using 100 random configurations of a network of $13 \times 13$ nodes.
collapse [Fig. 4(b)], we estimate for $p=0$ the critical value $n_{c} \approx 20 \mathrm{cars} / \mathrm{road}$, and the limit for large $n$ gives us the value $V_{\text {lim }} \approx 400 \mathrm{veh} / \mathrm{h} /$ lane. We then get the complete scaling for $q^{*}$ under the form

$$
\begin{equation*}
q^{*} \approx \frac{\rho_{r} V_{\mathrm{lim}}}{L_{\mathrm{car}}}\left(1-e^{-n / n_{c}\left(p, t_{\mathrm{t}}\right)}\right) \tag{7}
\end{equation*}
$$

The shape of the function $V^{*}$ and the influence of $p$ and $t_{\mathrm{tl}}$ deserve some discussion. The quantity $n_{c}$, that characterizes the maximum number of cars that can be fitted on the network, separates two regimes for the function $V^{*}$. For $n>n_{c}, V^{*}$ is essentially constant, meaning that $q^{*}$ becomes proportional to $\rho_{r}$ and does not depend on $\rho_{i}$. If the roads of the network are long enough, then the MFD will then be governed by the roads themselves and the impact of intersections will be negligible. This also gives an interpretation for $V_{\text {lim }}$, which is the average speed of a car traveling on the empty network but respecting all traffic lights. On the opposite side of the spectrum, if roads are short $\left(n<n_{c}\right)$, then the MFD will be mostly determined by intersections. Two mechanisms are at play here. On the one hand, cars will spend a larger fraction of their time accelerating or decelerating, which is suboptimal ; on the other hand, short roads increase the likelihood of a spillback of congestion into an intersection, leading to a gridlocked network leading to a decrease of $q^{*}$. This is consistent with the observed increase of $n_{c}$ with $p$ shown in Fig. 6. For $p=0$, the network is completely regular and there is no reason for the traffic to accumulate at a given place. The probability of a gridlocked intersection is small and even relatively short roads are sufficient to prevent spillbacks. However, if one removes some links ( $p>0$ ), breaking this regularity, then one introduces congestion hotspots into the network. More specifically, the absence of some links creates


FIG. 6. Variation of $n_{c}$ (top) with $p$ (at fixed $t_{\mathrm{tl}}=30 \mathrm{~s}$ ) and (bottom) with $t_{\mathrm{tl}}$ (at fixed $p=0$ ). Figures obtained using 100 random configurations of a network of $13 \times 13$ nodes.
intersections where two roads merge into one. To be resilient against spillbacks, roads of the resulting network have to be at least twice as long, which is consistent with the observed increase of $n_{c}$ from $\approx 20$ to $n_{c} \approx 50$ for $p>0$. We notice here that the transition occurs in the range $p \in[0 ; 0.1]$. For larger values of $p, n_{c}$ remains constant, which is consistent with the proposed mechanism. Note that this discussion implies that the global efficiency of the network, of which $q^{*}$ is a measure, is ultimately defined by the few (local) weakest points of the network. Creating only few hotspots of congestion is all it takes to reduce the macroscopic capacity of the network by up to a factor 3 .

Note that this discussion is true only in the specific case of an homogeneous origin-destination matrix, studied here. In particular, having heterogeneous turning ratios at the intersections might change the results and is certainly something that should be studied in the future (see discussion).

The variations of $n_{c}$ with $t_{\mathrm{t}}$, displayed in Fig. 6 are consistent with previous results such as those obtained in the original study by Chowdury and Schadschneider [21]. In the case where traffic lights are synchronized (green wave), the traffic flow on the network is maximized for a correctly chosen value of the traffic light duration. With our variables, this translates into a minimum for $n_{c}\left(t_{\mathrm{tl}}\right)$, reached for $t_{\mathrm{tl}} \approx 30 \mathrm{~s}$. The reason for this optimum is a competition between two optimization problems. On the one hand, cars need to accelerate from a standstill. Increasing $t_{\mathrm{tl}}$ increases the average speed of cars passing the intersection during the green phase, thus increasing the flow. On the other hand, if $t_{\mathrm{tl}}$ is too large, then one reaches a point where few cars pass the intersection and a large number of cars wait at the red light of the intersecting road. This discussion is well known and can be found in more details in traffic engineering handbooks such as Ref. [27].


FIG. 7. Influence of $\rho_{r}$ on $k^{*}$. A power law fit gives an exponent in [0.7,1.1] in agreement with the scaling form result $k^{*} \sim \rho_{r}^{1+\beta}(100$ random configurations of a network of $13 \times 13$ nodes with $p=0$ ).

Our optimal value of $t_{\mathrm{tl}} \approx 30 \mathrm{~s}$ is in good agreement with green light duration chosen in typical urban networks, where synchronization strategies for traffic lights are also commonly implemented.

## IV. COMPARISON WITH EMPIRICAL RESULTS

Our scaling laws Eqs. (6) and (7) explain many results observed on MFDs, including the empirical relation found in Ref. [20] between $\rho_{r}$ and $k^{*}$. In this study, they found a power law of the form $k^{*} \approx \rho_{r}^{\alpha}$ with exponent $\alpha=0.85$ and rejected the assumption of a linear relation between these variables. Our scaling form Eq. (6) implies that

$$
\begin{equation*}
k^{*} \sim \rho_{r}^{1+\beta} \tag{8}
\end{equation*}
$$

where $1+\beta \approx 0.9 \pm 0.2$ in agreement with the results obtained in Ref. [20]. In Fig. 7 we plot the numerical result for $k^{*}$ versus $\rho_{r}$ confirming our scaling result.

Loder et al. [20] also found empirically a linear relationship between $k^{*}$ and $q^{*}$. Numerically, we find (see Fig. 8) an almost linear relation between both parameters, $q^{*} \approx\left(k^{*}\right)^{\alpha}$ with $\alpha=0.9 \pm 0.1\left(R^{2}=0.9\right)$, close to what Loder et al. found. Our scalings however show that this linear relationship is not true a priori. In fact, using these scaling forms, the ratio $q^{*} / k^{*}$ can be rewritten as

$$
\begin{equation*}
\frac{q^{*}}{k^{*}}=V_{\lim } n^{-\beta}\left(1-e^{-n / n_{c}\left(p, t_{1}\right)}\right), \tag{9}
\end{equation*}
$$



FIG. 8. Simulation results showing the optimal flow $q^{*}$ as a function of $k^{*}$. The dashed line is a power law fit with exponent $0.9 \pm 0.1\left(R^{2}=0.9\right)(100$ random configurations of a $13 \times 13$ nodes network with $p=0$ ).


FIG. 9. Top: Distribution of the value of $n$ in real cities, varying by not more than a ratio 5 . Bottom: Influence of $\rho_{r}$ on the value of $n$ for real cities, showing close to no correlation ( $r=-0.32$ ). Figures produced with openstreetmap data, on the cities used for the empirical study [20].
where we recall that $n=\rho_{r} /\left(L_{\mathrm{car}} \rho_{i}\right)$. For real networks, the variations of $\rho_{r}, \rho_{i}, L_{\text {car }}$ are such that $n$ does not vary over more than a decade (typically not more than a factor of order 6 ), and is usually in the range $[25,100]$ [see Fig. 9(a)]. This leads to $1-e^{-n / n_{c}}$ varying by a factor $\pm 2$, while the variations of $n^{0.1}$ are negligible. $V_{\text {lim }}$ is also known to vary between cities, but again by not more than a factor 1.5 (see, for instance, Ref. [20]). Note that Fig. 9(b) shows that, interestingly, the average length of roads does not seem to be a function of road density in real cities.

These empirical considerations thus show that both quantities $k^{*}$ and $q^{*}$ can vary independently between cities by up to a factor $\pm 3$. However, as shown in Ref. [20], both quantities vary by more than a factor 10 mainly under the common influence of $\rho_{r}$. This common $\rho_{r}$ term makes them seem proportional, even though it is not strictly speaking the case (as illustrated in Fig. 8). We also note that a simple approximation for computing the MFD, as used in Ref. [10], further suggests that $k^{*}$ and $q^{*}$ have no reason to be proportional.

Rather counterintuitively, our results show a limited influence of the intersection density on the MFD. More precisely, $\rho_{i}$ has no influence on $k^{*}$, and only an indirect influence on $q^{*}$ through the length of the roads $n$ and its impact on $V^{*}$. This is consistent with Ref. [20], where only a slight negative correlation between $\rho_{i}$ and $q^{*}$ was observed. Another empirical result in Ref. [20] is the reduction of the network capacity when the bus production increases. Our scaling for $q^{*}$ indeed comprises the length of vehicles and by adjusting the average length of vehicles according to the proportion of buses, we reproduce exactly the empirical results in Ref. [20], giving


FIG. 10. Data collapse for $k^{*}$ (left) and $q^{*}$ (right) in the case of a network with variable road lengths, with $p=0$. The average behavior is the same as for the regular network described in the article, but the error bars are larger, indicating that the position of the roads becomes relevant. The figures were obtained on 100 random configurations of a $13 \times 13$ nodes network.
another confirmation to our proposed scaling laws (details and calculations in Appendix C).

## V. DISCUSSION

Our results-under the form of scaling laws-provide a framework for analyzing and understanding empirical findings about the MFD. Our numerical analysis explains most of the variations of the critical parameters $k^{*}, q^{*}$, but some noise remains in our results. In the Appendix A we show that part of this noise is due to the small size of the networks that we used in our simulations. Obviously, exploring these results on larger networks is an interesting direction for future studies. Additionally, the shape of the MFD, and the fact that we only used a fixed number of car densities to produce the MFD, implies that the extraction of the critical parameters of a given MFD is noisy (especially for $k^{*}$ ). However, the noise in our results could be a sign that other parameters might be important as well, even by a smaller order of magnitude than those discussed. This suggests interesting directions for future theoretical research on the MFD. First, our model considered here a specific origin-destination matrix (with all cars going from west to east and south to north) and the good agreement with the empirical measures of Ref. [20] suggests that this is possibly irrelevant. Second, we studied a regular lattice with missing links, but more generally, we could think of more disordered networks, with different types of roads (so far in our simulation, all roads are identical), or different topologies. Preliminary results obtained when roads have variable lengths are shown in Fig. 10. These results suggest that on average,
the behavior of $k^{*}$ and $q^{*}$ with respect to the network parameters remains preserved. There are however large fluctuations of the MFD from one network to another when roads have variable lengths. When roads are different, we can indeed expect that their spatial distribution is relevant, leading to large fluctuations, but further studies are needed to confirm this.

We presented a simple model, mainly motivated by the idea of finding the relevant parameters for the MFD and allowing for a scaling analysis of the problem. Introducing too many parameters would have made this difficult if not impossible. Directions for further studies could be to include various origin-destination patterns, with cars choosing their trajectory along shortest paths. Indeed, as we mentioned, bottlenecks seem to play an important role in the MFD, and it is the interplay between network structure and OD-matrix that seems to be relevant. Also, we focused on steady-state MFDs which allows to extract a 'clean' MFD and to study the influence of network parameters. However, transient regimes of loading and unloading are of prime importance and occur more frequently than the ideal steady-state regime. Studying the network's response during these phases would be of great interest but certainly requires additional parameters and a better understanding of the MFD. Finally, and from a more theoretical perspective, it is interesting to note that the concept of the MFD is similar to an effective medium theory [28-30] relating macroscopic quantities (such as the flow and the


FIG. 11. Comparison of the data collapse for different network sizes. For a smaller network of $13 \times 13$ nodes ( 100 random configurations, $p=0$ ), and for a larger network $20 \times 20$ ( 100 configurations, $p=0$ ). Top : for $k^{*}$, we find in both cases a power-law of very small exponent $\alpha \in[0 ; 0.2]$. Bottom: for $q^{*}$, we find in both cases an exponential fit, with a small difference, as now $n_{c} \in[15 ; 60]$ cars for the small network versus $n_{c} \in[70 ; 90]$ cars for the large network.


FIG. 12. Top: Data collapse for $q^{*}$ for different values of $p$ (at fixed $t_{\mathrm{tl}}=30 \mathrm{~s}$ ) and $t_{\mathrm{tl}}$ (at fixed $p=0$ ) and corresponding value of $n_{c}$. All fits have $R^{2}>0.98$. Bottom: Collapse of the dependence of $V^{*}$ to $p$ and $t_{\mathrm{tl}}$ (same conditions). Each color corresponds to a value of $p$ (respectively, $t_{\mathrm{tI}}$ ).
density) of a composite system made of roads with different properties. More precisely, each road $e$ is described by a fundamental diagram of the form $q_{e}=f\left(k_{e}\right)$ (where $q_{e}$ and $k_{e}$ are the capacity and accumulation on the road $e)$, and the MFD can be written under the form $q=\left\langle q_{e}\right\rangle=F\left(\left\langle k_{e}\right\rangle\right)$ (where the brackets denote the average over all roads). The problem is thus really to go from the microscopic (nonlinear) behavior to the average macroscopic behavior described by $q$ and $k$. The simplest approximation is to consider that $F$ is the average of the local function $f$ (which was done [10]), but it would be interesting to go beyond this simple approximation and to develop an effective medium theory for urban traffic. In particular, this suggests the possible intriguing relation between fracture phenomena and congestion spread in networks.

## APPENDIX A: SIZE EFFECT

We show in Fig. 11 the comparison of the data collapse in the case $p=0.2, t_{\mathrm{tl}}=30 \mathrm{~s}$ on a the $13 \times 13$ network and a $20 \times 20$ network. We see on this figure that our results are stable with a small impact of the system size. The noise, however, is greatly reduced by this larger network size.

## APPENDIX B: INFLUENCE OF PARAMETERS ON $\boldsymbol{q}^{*}$

In Fig. 12, we show the data collapse for $q^{*}$ for different values of $p$ and $t_{\mathrm{tl}}$.

We verify that the dependence of $V^{*}$ to $p$ and $t_{\mathrm{tl}}$ is indeed only through $n_{c}$ by plotting $e^{-n / n_{c}\left(p, t_{1}\right)}$ as a function of $1-\frac{V^{*}}{V_{\text {lim }}}$ for various $p$ and $t_{\mathrm{tl}}$ and verify that the graphs collapse into one (Fig. 12, bottom).

## APPENDIX C: INFLUENCE OF THE BUS PRODUCTION

Another important result found empirically is that the capacity of the network is reduced when the bus production increases. More precisely, if we denote by $q^{*}\left(P_{b}\right)$ the maximum capacity when the bus flow is $P_{b}\left[q^{*}(0)\right.$ is then the capacity for the network when no bus is present], then the capacity reduction of the network is defined by

$$
\begin{equation*}
\delta=\frac{q^{*}(0)-q^{*}\left(P_{b}\right)}{q^{*}(0)} . \tag{C1}
\end{equation*}
$$

They express the bus production as a flux per unit surface, i.e., in the same units as the capacity. It is therefore natural to denote by $\theta_{b}$ the fraction of vehicles that are buses and we can then write $\theta_{b}=P_{b} / q^{*}\left(P_{b}\right)$. Using our proposed scaling, the main dependence of $q^{*}$ on the vehicle length is $q^{*} \sim 1 / \overline{L_{\mathrm{veh}}}$. If we consider that the length of a bus is $L_{b} \approx 3 L_{\text {cars }}$, the average length of the vehicles in the network is $\overline{L_{\text {veh }}}=L_{\mathrm{car}}\left(2 \theta_{b}+1\right)$, and we then obtain

$$
\begin{align*}
q^{*}\left(P_{b}\right) & =\frac{q^{*}(0)}{1+2 \theta_{b}} \\
& \approx q^{*}(0)-2 P_{b} \tag{C2}
\end{align*}
$$

which leads to a capacity reduction $\delta=2 P_{b} / q^{*}(0)$. We thus expect a linear relationship between the capacity reduction and the bus production, with a slope $2 / q^{*}(0) \approx$ $10^{-4} \mathrm{kmh}$ (considering the observed values for $q^{*} \approx$ $10^{4}$ veh $\mathrm{km} / \mathrm{h} / \mathrm{km}^{2}$ ). This is in excellent agreement with the empirical results observed in Ref. [20] which gives a slope $\approx 4 \times 10^{-4} \mathrm{kmh}$, and also explains the large dispersion observed in their results: for each value of $P_{b}$, the observed capacity reduction can vary significantly based on the capacity $q^{*}(0)$ of that particular city.
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