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Source location in quantum networks is a critical area of research with profound implications for cutting-edge
fields such as quantum state tomography, quantum computing, and quantum communication. In this study,
we present groundbreaking research on the technique and theory of source location in Szegedy’s quantum
networks. We develop a linear system evolution model for a Szegedy’s quantum network system using matrix
vectorization techniques. Subsequently, we propose a highly precise and robust source-location algorithm based
on compressed sensing specifically tailored for Szegedy’s quantum network. To validate the effectiveness and
feasibility of our algorithm, we conduct numerical simulations on various model and real networks, yielding
compelling results. These findings underscore the potential of our approach in practical applications.
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I. INTRODUCTION

Research on quantum networks based on quantum walk
has gained significant attention in recent years due to
advancements in quantum communication and quantum
computation [1]. Within this domain, the task of locating
the source nodes of a quantum message through partial ob-
servations of a quantum network is referred to as quantum
network source location. Alternatively, from a system control
perspective, quantum network source location can be viewed
as inferring the initial state of a quantum network system
based on limited observational information.

Quantum state tomography, a crucial area of study in quan-
tum information, aims to infer the input quantum states by
analyzing the output information of a quantum system [2].
This field is closely related to quantum network source lo-
cation. However, most existing methods for quantum state
tomography do not incorporate quantum walks for modeling
and analysis. To address this gap, we propose a theoretical
model called quantum network source location, which intro-
duces new concepts for the development of precise and robust
quantum state tomography methods. Quantum network source
location holds significant potential in quantum computing,
specifically in the transfer of quantum messages through re-
versible quantum logic gates [3]. Prior to conducting quantum
computations, it is essential to prepare high-quality super-
posed quantum states [4], as the quality of these states directly
impacts the accuracy and effectiveness of computational mea-
surements. To ensure the quality of superposed states, we
can employ quantum network source-location techniques by
creating a quantum network system evolution model and
performing source-location operations. Additionally, quantum
network source location can be utilized for tracking the origin
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of quantum messages and detecting cascade failures within
quantum networks.

The concept of discrete quantum walk was first introduced
by Aharonov et al. [5]. In this paradigm, the Hilbert space
comprises the position space and the coin space, where the
former corresponds to network nodes and the latter con-
trols the walk direction. Quantum walks exhibit distinctive
properties, attributed to coherence, that set them apart from
classical random walks. These properties include high oper-
ational efficiency, absence of steady state, and nonuniform
probability distribution. Over time, researchers have proposed
various types of discrete quantum walks tailored to networks
with diverse topologies and applications. These include coin
quantum walk [6], Szegedy’s quantum walk [7,8], and scat-
tering quantum walk [9,10]. Coin quantum walk operates on
one-dimensional lines or regular networks, while Szegedy’s
quantum walk accommodates arbitrary high-dimensional het-
erogeneous networks. Scattering quantum walk, on the other
hand, is primarily suited for regular networks in which the
position space corresponds to connected edges, obviating the
need for an additional coin space. Lovett et al. [6] demon-
strated that coin quantum walk can be leveraged to construct
universal quantum logic gates, offering theoretical support
for quantum computer design and algorithm development.
Paparo et al. [8] proposed a quantum PageRank metric utiliz-
ing Szegedy’s quantum walk results to measure the centrality
of network nodes. This algorithm exploits the superposition
of quantum walker states, significantly enhancing centrality
computation speed. Yanmei Liu et al. [9] devised an efficient
search algorithm for star networks using scattering quantum
walk, achieving search accuracy of over 92.9% for specific
connected edges. Titchener et al. [11] investigated the physical
implementation of quantum walk by modeling it with the evo-
lution of entangled photon pairs in coupled waveguides. They
also proposed a method to vectorize the density matrix of
quantum systems, enabling the reconstruction of initial photon
states. Rhodes et al. [12] proposed a quantum walk search
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algorithm on fully bipartite networks based on coin quantum
walk, incorporating both nodes and connected edges as state
spaces. Martín-Vázquez et al. [13] introduced a time-varying
discrete quantum walk, identifying the sequence of coin oper-
ators that maximizes network transmission efficiency.

The study of source location in conventional message
propagation on complex networks has made significant ad-
vancements over the past decade [14]. Researchers have
delved deeper into this subject due to its complexity and
diverse practical requirements [15,16]. The focus of research
has shifted from single-source locations to multisource sce-
narios [17–20]. Additionally, there has been a transition from
studying tree-structured network source location to examining
general networks with complex topology [21,22], as well as
a move away from specific propagation models towards de-
veloping universal algorithms suitable for various propagation
models [23,24]. However, existing research has primarily fo-
cused on classical message propagation models, with limited
exploration of quantum messages involving entangled states,
superposed states, unmeasurable values, and other properties.
Nonetheless, the successful outcomes of classical message
source-location algorithms for complex networks provide
valuable insights. While applying these algorithms directly to
source location in quantum networks is challenging, lessons
learned from investigating the accuracy of source location
in complex networks can inspire further research. First, the
scope of complex network source-location research can be ex-
tended to encompass quantum networks, including the study
of source location in different model networks, optimizing
the efficiency of source-location accuracy algorithms, and ad-
dressing challenges related to multisource location. Second,
[25] consider the accuracy of complex network source loca-
tion as a reconstruction problem concerning the initial state
of linear systems and propose a source-location algorithm
based on compressed sensing. Quantum information within
quantum networks also exhibits sparsity properties at the ini-
tial time. Therefore, if a linear evolution model for quantum
network systems can be established, the theory of compressed
sensing is well-suited to address the source-location problem
in quantum networks.

There exists a significant research gap concerning the
fundamental correlation between classical complex network
source location and quantum network source location [26].
Furthermore, there is a lack of effective algorithms and theo-
ries for accurately locating sources in quantum networks. This
paper aims to address these issues by undertaking an analysis
of the evolution mechanism of Szegedy’s quantum walk. We
reduce the Szegedy’s quantum walk model and establish a
linear Szegedy’s quantum network system with observable
information using the matrix vectorization technique [11]. To
enhance algorithm efficiency, we approximate and simplify
the linear evolution model, ultimately employing the theory
of compressed sensing to solve the source-location problem
in the Szegedy’s quantum network.

The rest of this paper is structured as follows: In Sec. 2,
we introduce the concept of Szegedy’s quantum network
and present two crucial theorems for reducing the origi-
nal Szegedy’s quantum network. In Sec. 3, we establish a
linear evolution model of the Szegedy’s quantum network
system and propose a source-location model. With a focus on

algorithm efficiency, in Sec. 4, we simplify the Szegedy’s
quantum network source model in a reasonable manner and
proposed a source-location algorithm based on the compres-
sive sensing theory. Subsequently, in Sec. 5, we conduct
simulations and verify the effectiveness of the proposed
source-location algorithm on both model and real networks.
Finally, we conclude the paper in Sec. 6.

II. SZEGEDY’S QUANTUM NETWORK

Here is a connected undirected network G = (V, E ) with-
out self-loops, where |V | = N is the number of nodes and
|E | = M is the number of edges in the network. G can be
represented by a symmetric adjacency matrix A, element ai, j

in A represents the connection of nodes vi and v j . If ai, j = 1,
there is a link between nodes vi and v j , that is to say, nodes
vi and v j are neighbors to each other. For convenience, we
refer to ai, j as the directed edge from node vi to v j , and a j,i

as the directed edge from node v j to vi. For an undirected
network G, ai, j = a j,i. ai, j = 0 represents that nodes vi and v j

are not connected. In a classical random walk, a walker can
only locate at node vi in the network at some time and move
to a neighbor node of vi with a certain probability at the next
unit time. The state space of a walker in a classical random
walk can be expressed as an N-dimensional vector space HC ,
and the computational basis states of HC are

|v1〉 =

⎛
⎜⎜⎜⎜⎝

1
0
0
...

0

⎞
⎟⎟⎟⎟⎠, |v2〉 =

⎛
⎜⎜⎜⎜⎝

0
1
0
...

0

⎞
⎟⎟⎟⎟⎠, . . . , |vN 〉 =

⎛
⎜⎜⎜⎜⎝

0
0
0
...

N

⎞
⎟⎟⎟⎟⎠,

where |·〉 is the Dirac symbol and represents a state vector.
Then the definition of Szegedy’s quantum network is given
below. First, H = span{|vi, v j〉, vi, v j ∈ V } is defined as the
Hilbert space spanned by the directed edges of network G,
where |vi, v j〉 = |vi〉 ⊗ |v j〉, so the dimension of space H is
N2. In fact, each edge in the undirected network G is treated
as two directed edges. Then, define the vector

|ψi〉 = |vi〉 ⊗
N∑

j=1

√
ai, j∑N
j=1 ai, j

|v j〉. (1)

Here the vector |ψi〉 is superposition state of all directed edges
from node vi, and obviously all vectors |ψi〉 (i = 1, 2, . . . , N )
are normalized. Because G is a connected undirected network
without self-loops, the vector |ψi〉 can also be expressed as

|ψi〉 = 1√
ki

|vi〉 ⊗
N∑

j=1

ai, j |v j〉, (2)

where ki is the degree of the node vi. The elements 0 in
the vector |ψi〉 represent nonexistent self-loops and directed
edges. In this paper, the initial state of Szegedy’s quantum
network system at time 0 is

|ψ (0)〉 =
N∑

i=1

αi|ψi〉, (3)
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FIG. 1. Comparison between a classical random walk and a quantum walk. (a) A simple network with six nodes. Numbers in the center of
nodes are the serial numbers of nodes. (b) The heat map of the network adjacency matrix A in panel (a). (c) The probability that the walker
locates at each directed edge after Szegedy’s quantum walk on the network in panel (a). (d) The result of converting the probability that the
quantum walker locates at edges in (c) to nodes. (e) A classical random walk on a one-dimensional line. (f) Szegedy’s quantum walk on a
one-dimensional line. (g), (h) The probability distributions of a classical random walk and Szegedy’s quantum walk on a two-dimensional grid,
respectively.

where the complex number αi satisfy the normalization con-
dition

∑N
i=1 |αi|2 = |〈ψ (0)|ψ (0)〉| = 1, and 〈·| represents the

conjugate transpose of the state vector |·〉. 〈α|β〉 represents
the inner product of two vectors 〈α| and |β〉. If we observe
state |ψ (0)〉 of a quantum walker, we find that the quantum
walker locate at states |ψi〉 (i = 1, 2, . . . , N ) with probability
P(0) = [|α2

1 ||α2
2 | · · · |α2

N |]T . |ψ (0)〉 is the superposition state
of vectors |ψi〉 (i = 1, 2, . . . , N ), which is also known as the
wave function of the quantum system.

Szegedy’s quantum network system is controlled by an
N2 × N2 unitary transformation matrix U , and the system
state at time t can be expressed as

|ψ (t )〉= U |ψ (t − 1)〉, (4)

where |〈ψ (t )|ψ (t )〉| = |〈ψ (t − 1)|U †U |ψ (t − 1)〉| = |〈ψ
(t − 1)|ψ (t − 1)〉| = 1; that is, U can maintain the
normalization condition of the system. Obviously,
|ψ (t )〉 = Ut |ψ (0)〉. The unitary transformation matrix U
of Szegedy’s quantum network system is

U = S(2� − I ), (5)

where S = ∑N
i, j=1 |vi, v j〉〈v j, vi| is shift operator, � =∑N

i=1 |ψi〉〈ψi|, |α〉〈β| represents outer product of two vectors,
and I is identity matrix. Clearly, S and � are both symmetric
matrices.

According to the definition of Szegedy’s quantum walk,
the walker is located in the superposition state of the

directed edges of the network. Actually, we can convert the
probability of the quantum walker to locate at directed edges
into the probability of the walker locate at nodes; that is,
the probability of the walker locate at node vi is the sum of
the probabilities of the walker locate at the directed edges
starting from node vi. Figure 1 is a schematic diagram of
converting probability of quantum walker locate at directed
edges to nodes and comparison between the classical random
walk and the Szegedy’s quantum walk. Figure 1(a) shows
a simple network with six nodes. Numbers in the center of
nodes are the serial numbers of nodes. Figure 1(b) is the heat
map of the network adjacency matrix A in Fig. 1(a). Each
element in the matrix corresponds to an edge of the network,
and ai, j = 1 represents the existence of an edge and ai, j = 0
otherwise. Figure 1(c) is the probability that the walker locate
at each directed edge after the Szegedy’s quantum walk on the
network in Fig. 1(a). Figure 1(d) is the result of converting
the probability that the quantum walker locate at edges in
Fig. 1(c) to nodes. The probability that the quantum walker
locate at node vi is obtained by summing the values of row
i of the matrix in Fig. 1(c). Figure 1(e) is a classical random
walk on a one-dimensional line. A random walker starts from
the initial coordinate zero. The walker can only move to the
left or right at each time step with probability of 0.5. After
enough time, the probability of the walker to be given coor-
dinate on the line obeys a Gaussian distribution. Figure 1(f)
is Szegedy’s quantum walk on a one-dimensional line. The
walker starts the quantum walk from coordinate zero, that
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is, at the initial time, the quantum walker is located at the
superposition state of the left and right edges which connect
to coordinate zero, and the moving direction chosen by the
quantum walker at each time step is the superposition state of
the left and right directions. After enough time, the probability
of the quantum walker to be located at different coordinates
on the line follows a non-Gaussian distribution. Figures 1(g)
and 1(h) are the probability distributions of classical random
walk and Szegedy’s quantum walk on a two-dimensional
grid, respectively. According to the central limit theorem, the
probability of a classical random walker locate at each node
after evolution obeys a two-dimensional Gaussian distribution
[27], while Szegedy’s quantum walk obeys a non-Gaussian
distribution.

It is worth pointing out that another way to describe the
state of a quantum system is using the density matrix, which
is defined as

ρ(t ) = |ψ (t )〉〈ψ (t )|. (6)
The main diagonal element of the density matrix represents
the probability of the quantum walker to be located at each di-
rected edge of the network, which corresponds to the elements
in P(t ). Therefore, the trace of the density matrix ρ(t ) is one.
As the density matrix can describe all measurable information
of the quantum system, it is equivalent to the wave function
|ψ (t )〉. Hence, we can also use the density matrix to describe
the state of Szegedy’s quantum walker on networks. Then the
evolution equation of the Szegedy’s quantum network system
can also be

ρ(t+1) = Uρ(t )U T . (7)
Obviously, ρ(t ) = Utρ(0)(U T )t .

Here we give two theorems of Szegedy’s quantum walk on
complex networks.

Theorem 1. Let matrix ψ = [|ψ1〉|ψ2〉 · · · |ψN 〉] with di-
mension N2 × N be composed of all vectors |ψi〉 (i =
1, 2, . . . , N ) of Szegedy’s quantum walk. For the initial state
|ψ (0)〉 = ∑N

i=1 αi|ψi〉, the positions of rows with all zeros
in matrix ψ are the same as in vector Ut |ψ (0)〉,where the
variable t is an arbitrary positive integer.

Proof. In fact, when nodes vi and v j are not connected,
ai, j = 0, which leads to some vectors of ai, j |vi, v j〉 (i, j =
1, 2, . . . , N ) having the same locations of the value zero.
Since |ψi〉 = ∑N

j=1
ai, j√

ki
|vi, v j〉 (i = 1, 2, . . . , N ), the positions

where the elements are zero in ai, j |vi, v j〉 (i, j = 1, 2, . . . , N )
are also zero in |ψi〉 (i = 1, 2, . . . , N ). Furthermore, since
ψ = [|ψ1〉|ψ2〉 · · · |ψN 〉], it follows that the corresponding
rows in ψ are all zero. Clearly, due to the fact that 1√

ki
> 0

(i = 1, 2, . . . , N ) in the connected network, the positions
where ai, j |vi, v j〉 (i = 1, 2, . . . , N ) are simultaneously zero
correspond one to one with the rows in ψ that are also
zero. Therefore, to prove Theorem 1, it suffices to show
that the positions where ai, j |vi, v j〉 (i = 1, 2, . . . , N ) are si-
multaneously zero in the vector Ut |ψ (0)〉 are also zero.
Since |ψ (0)〉 = ∑N

i=1 αi|ψi〉 = ∑N
i, j=1

αiai, j√
ki

|vi, v j〉, it follows

that Ut |ψ (0)〉 = ∑N
i=1 αiU t |ψi〉 = ∑N

i, j=1
αi√
ki

U t (ai, j |vi, v j〉).
Therefore, to demonstrate that the positions where ai, j |vi, v j〉
(i, j = 1, 2, . . . , N ) are simultaneously zero in the vector
Ut |ψ (0)〉, we only need to establish that the positions
where ai, j |vi, v j〉 (i = 1, 2, . . . , N ) are simultaneously zero in
Ut (ai, j |vi, v j〉) are zero. We start by examining the case of
U (ai, j |vi, v j〉):

U (ai, j |vi, v j〉) = ai, j

⎛
⎝ N∑

m,n=1

|vm, vn〉〈vn, vm|
⎞
⎠

⎛
⎝2

N∑
x,y=1

a1,xa1,y

k1
|v1, vx〉〈v1, vy|+ · · ·

+ 2
N∑

x,y=1

ai,xai,y

ki
|vi, vx〉〈vi, vy|+ · · · +2

N∑
x,y=1

aN,xaN,y

kN
|vN , vx〉〈vN , vy|−I )|vi, v j〉

⎞
⎠

= ai, j

⎛
⎝ N∑

m,n=1

|vm, vn〉〈vn, vm|
⎞
⎠

⎛
⎝2

N∑
x,y=1

a1,xa1,y

k1
|v1, vx〉〈v1, vy | vi, v j〉+ · · ·

+ 2
N∑

x,y=1

ai,xai,y

ki
|vi, vx〉〈vi, vy | vi, v j〉+ · · ·

+2
N∑

x,y=1

aN,xaN,y

kN
|vN , vx〉〈vN , vy|vi, v j〉 − |vi, v j〉

⎞
⎠.

For 2
∑N

x,y=1
ah,xah,y

kh
|vh, vx〉〈vh, vy|vi, v j〉, only when h = i, y = j, 〈vh, vy|vi, v j〉 = 1, and for other cases, 〈vh, vy|vi, v j〉 = 0.

Thus, we obtain

2
N∑

x,y=1

ah,xah,y

kh
|vh, vx〉〈vh, vy|vi, v j〉 = 2

N∑
x=1

ai,xai, j

ki
|vi, vx〉.
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Therefore, the original expression is

ai, j

⎛
⎝ N∑

m,n=1

|vm, vn〉〈vn, vm|
⎞
⎠(

2
N∑

x=1

ai,xai, j

ki
|vi, vx〉 − |vi, v j〉

)

= ai, j

⎛
⎝ N∑

m,n=1

|vm, vn〉〈vn, vm|
⎞
⎠(

2ai,1ai, j

ki
|vi, v1〉 + · · · + 2ai, jai, j

ki
|vi, v j〉 + · · · + 2ai,N ai, j

ki
|vi, vN 〉 − |vi, v j〉

)

= 2ai,1ai, j

ki

N∑
m,n=1

|vm, vn〉〈vn, vm|vi, v1〉 + · · · + 2ai, jai, j

ki

N∑
m,n=1

|vm, vn〉〈vn, vm|vi, v j〉 + · · ·

+ 2ai,N ai, j

ki

N∑
m,n=1

|vm, vn〉〈vn, vm | vi, vN 〉 − ai, j

N∑
m,n=1

|vm, vn〉〈vn, vm|vi, v j〉.

For
∑N

m,n=1 |vm, vn〉〈vn, vm|vi, vh〉, where n = i, m = h, we have 〈vn, vm|vi, vh〉 = 1, for other cases, it is zero, therefore, we

obtain
∑N

m,n=1 |vm, vn〉〈vn, vm|vi, vh〉 = |vh, vi〉. Thus, the original expression is

2ai,1ai, j

ki
|v1, vi〉 + · · · + 2ai, jai, j

ki
|v j, vi〉 + · · · + 2ai,N ai, j

ki
|vN , vi〉 − ai, j |v j, vi〉

=
N∑

m=1

2ai,mai, j

ki
|vm, vi〉 − ai, j |v j, vi〉 =

N∑
m=1

2ai,m

ki
(ai, j |vm, vi〉) − ai, j |v j, vi〉.

It can be seen that U |vi, v j〉 is a linear combination
of ai, j |v1, vi〉, . . . , ai, j |v j, vi〉, . . . , ai, j |vN , vi〉, and
ai, j |v1, vi〉, . . . , ai, j |v j, vi〉, . . . , ai, j |vN , vi〉 is a subset of
all ai, j |vi, v j〉 (i = 1, 2, . . . , N ). Therefore, if all the positions
of ai, j |vi, v j〉 (i = 1, 2, . . . , N ) being zero are also zero
in ai, j |v1, vi〉, . . . , ai, j |v j, vi〉, . . . , ai, j |vN , vi〉, then the
corresponding positions of U |vi, v j〉 are also zero. From
U (ai, j |vi, v j〉) = ∑N

m=1
2ai,m

ki
(ai, j |vm, vi〉) − ai, j |v j, vi〉 we

know that U 2(ai, j |vi, v j〉) = ∑N
m=1

2ai,m

ki
U (ai, j |vm, vi〉) −

U (ai, j |v j, vi〉). Similarly, for U (ai, j |vm, vi〉) and
U (ai, j |v j, vi〉) we can reach the same conclusion. That
is, if all the positions of ai, j |vi, v j〉 (i = 1, 2, . . . , N ) being
zero are also zero in U (ai, j |vm, vi〉) and U (ai, j |v j, vi〉),
then they are also zero in U 2(ai, j |vi, v j〉). By induction, we
know that all the positions of ai, j |vi, v j〉 (i, j = 1, 2, . . . , N )
being zero are also zero in Ut (ai, j |vi, v j〉). The proof is
complete. �

In fact, based on Theorem 1, we show in the following
Theorem 2 that we can remove the rows with all zeros from
matrix ψ and get a reduced Szegedy’s quantum walk, along
with the corresponding reduced vectors |ψi〉 (i = 1, 2, . . . , N )
and reduced unitary matrix.

Suppose the elements in rows m1, m2, . . . , mL of ma-
trix ψ are not all zero. We define the reduction matrix
C as the matrix obtained by taking out the elements in
positions m1, m2, . . . , mL of ψ , i.e., C|ψi〉 is a new vec-
tor |ψ̄i〉 formed by extracting the elements at positions
m1, m2, . . . , mL from |ψi〉. Since |ψi〉 = ∑N

j=1
ai, j√

ki
|vi, v j〉,

where ai, j√
ki
� 0, all the elements at positions m1, m2, . . . , mL in

|vi, v j〉 (i, j = 1, 2, . . . , N ) are also nonzero. Now, we remove
the elements at positions m1, m2, . . . , mL from all |vi, v j〉

(i, j = 1, 2, . . . , N ) to obtain new vectors C|vi, v j〉 (i, j =
1, 2, . . . , N ). Obviously, the matrix C satisfies CCT = I ,
where CT C is a diagonal matrix with ones at positions (mi, mi )
(i = 1, 2, . . . , L) and zeros everywhere else. Thus, CT C · d
sets all the elements in vector d except those at positions
m1, m2, . . . , mL to zero, while keeping the values of elements
at positions m1, m2, . . . , mL unchanged. Therefore, from the
properties of ai, j |vi, v j〉 and |ψi〉, we have CT Cai, j |vi, v j〉 =
ai, j |vi, v j〉, which implies CT C|ψi〉 = |ψi〉. Similarly, we
have ai, j〈vi, v j |CT C = ai, j〈vi, v j | and 〈ψi|CT C = 〈ψi|. Con-
sequently, we obtain CT C · � = �, as well as � · CT C = �.
Based on this, we establish the following theorem:

Theorem 2. When simplification operations are applied
to ψ and |vi, v j〉, we obtain C|vi, v j〉 and C|ψi〉. Conse-
quently, the matrices S, �, and U transform into CSCT ,
C�CT , and CUCT , respectively. Moreover, the state |ψ (t )〉 =
Ut

∑N
i=1 αi|ψi〉 becomes C · |ψ (t )〉.

Proof. For matrix S = ∑N
i, j=1 |vi, v j〉〈v j, vi|, we have

N∑
i, j=1

C|vi, v j〉〈v j, vi|CT = C

⎛
⎝ N∑

i, j=1

|vi, v j〉〈v j, vi|
⎞
⎠CT

= CSCT .

For matrix � = ∑N
i=1 |ψi〉〈ψi|, we have

∑N
i=1 C|ψi〉〈ψi|CT =

C(
∑N

i=1 |ψi〉〈ψi|)CT = C�CT . For matrix U = S(2� − I ),
we have CSCT (2C�CT − I ) = 2CSCT C�CT − CSCT =
2CS�CT − CSCT = CS(2� − I )CT = CUCT . For vector
|ψ (t )〉 = Ut

∑N
i=1 αi|ψi〉, according to Theorem 1,

all elements in Ut
∑N

i=1 αi|ψi〉 except for positions
m1, m2, . . . , mL are zero. Also, by the action of CT C, we know
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that CT CUt
∑N

i=1 αi|ψi〉 = Ut
∑N

i=1 αi|ψi〉, which means
CT C|ψ (t )〉 = |ψ (t )〉. After performing the simplification
operation, we obtain

(CUCT )tC
N∑

i=1

αi|ψi〉

= CUCT · CUCT · · · · · CUCT · CUCT C
N∑

i=1

αi|ψi〉

= CUCT · CUCT · · · · · CUCT · CU
N∑

i=1

αi|ψi〉

= CUCT · CUCT · · · · · CU 2
N∑

i=1

αi|ψi〉

= · · · = CUt
N∑

i=1

αi|ψi〉 = C · |ψ (t )〉.

Thus, the proof complete. �
We denote Ū = CUCT as the evolution matrix ma-

trix of reduced Szegedy’s quantum walk, the wave
function of the reduced Szegedy’s quantum walk is
|ψ̄ (t )〉 = C|ψ (t )〉. Obviously, Ū |ψ̄ (t )〉 = CUCT · C|ψ (t )〉 =
CU |ψ (t )〉 = C|ψ (t + 1)〉 = |ψ̄ (t + 1)〉. We prove that Ū
satisfies unitarity. First, we have

ŪŪ T = CSCT (2C�CT − I )(2C�CT − I )CSCT

= 4CSCT C�CT C�CT CSCT − 4CSCT C�CT CSCT + CSCT CSCT

= 4CS�2SCT − 4CS�SCT + CSCT CSCT.

Since �2 = (
∑N

i=1 |ψi〉〈ψi|)(
∑N

j=1 |ψ j〉〈ψ j |) = ∑N
i=1 |ψi〉〈ψi| = �, we have the original expression is 4CS�SCT −

4CS�SCT + CSCT CSCT = CSCT CSCT . In fact, according to the definition of matrix C, we already know that the po-
sitions m1, m2, . . . , mL where the row elements of C are one also satisfy the condition that they are not all zero in all
|vi, v j〉. And, since |vi, v j〉 = |vi〉 ⊗ |v j〉, the positions m1, m2, . . . , mL correspond to the elements one in the vectorization
Ã = [a1,1 a2,1 · · · aN,1 a1,2 a2,2 · · · aN,N ]T of the adjacency matrix A, i.e., the elements at positions m1, m2, . . . , mL in Ã are
one, while other elements are zero. Since ai, j takes values of one or zero representing whether nodes vi and v j are connected,
according to the action of matrix C, we have CSCT = C(

∑N
i, j=1 |vi, v j〉〈v j, vi|)CT = C(ai, j

∑N
i, j=1 |vi, v j〉〈v j, vi|)CT . So we

have

CSCT = C

⎛
⎝ N∑

i, j=1

|vi, v j〉〈v j, vi|
⎞
⎠CT C

⎛
⎝ N∑

m,n=1

|vn, vm〉〈vm, vn|
⎞
⎠CT

= C

⎛
⎝ai, j

N∑
i, j=1

|vi, v j〉〈v j, vi|
⎞
⎠CT C

⎛
⎝ N∑

m,n=1

am,n|vn, vm〉〈vm, vn|
⎞
⎠CT

= C

⎛
⎝ai, j

N∑
i, j=1

|vi, v j〉〈v j, vi|
⎞
⎠

⎛
⎝ N∑

m,n=1

am,n|vn, vm〉〈vm, vn|
⎞
⎠CT

= C

⎛
⎝ai, jam,n

N∑
i, j,m,n=1

|vi, v j〉〈v j, vi|vn, vm〉〈vm, vn|
⎞
⎠CT

= C

⎛
⎝ai, j

N∑
i, j=1

|vi, v j〉〈vi, v j |
⎞
⎠CT

= C

⎛
⎝ N∑

i, j=1

|vi, v j〉〈vi, v j |
⎞
⎠CT = CCT = I.

That is, ŪŪ T = I and Ū satisfies the unitary property. The
proof is complete. �

The density matrix corresponding to the reduced Szegedy’s
quantum walk is ρ̄ = |ψ̄〉〈ψ̄ |, and which satisfies ρ̄(t+1) =
Ū ρ̄(t )Ū −1 and ρ̄(t ) = Ū t ρ̄(0)(Ū −1)t . Obviously, the reduced
Szegedy’s quantum network system is equivalent to the

original system. Figure 2 shows a schematic diagram of re-
ducing the original Szegedy’s quantum network system based
on Theorems 1 and 2. Figure 2(a) shows a simple connected
undirected network with three nodes and no self-loops. Num-
bers in the center of nodes are the serial numbers of nodes,
v1 (red), v2 (green), and v3 (blue). The connection of the
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FIG. 2. Schematic diagram of reduction matrix C. (a) A simple of a connected undirected network with three nodes and without self-loops.
(b) The result of removing the nonexistent directed edges and self-loops of networks in panel (a). (c) The quantum walk state vector |ψ (0)〉 at
initial time 0. (d) |ψ̄ (0)〉 = C|ψ (0)〉 which is obtained by the operation of the reduction matrix C. (e) |ψ (1)〉 after the evolution of the unitary
matrix U on |ψ (0)〉 in panel (c). (f) The reduced matrix of U , probability P, and matrix B in panel (e).

network is a1,2 = 1 and a2,3 = 1. When Szegedy’s quantum
walk executes on the network, the network is regarded as a
directed network, and the numbers near the network edges are
the serial numbers of directed edges and self-loops. The real
edges are existing, and the dashed edges are nonexistent. It
can be seen that the directed edges existing in the network
are a1,2, a2,1, a2,3, and a3,2, and their serial numbers are 2, 4,
6, 8, respectively. The dashed edges a1,1, a1,3, a2,2, a3,1, and
a3,3 and are numbered 1, 3, 5, 7, and 9, respectively, which
are nonexistent. The three nodes in the network correspond
to three vectors |ψ1〉 (red), |ψ2〉 (green), and |ψ3〉 (blue) of
Szegedy’s quantum network system. It can be seen that the
first, third, fifth, seventh, and ninth elements of the three
vectors |ψ1〉, |ψ2〉, and |ψ3〉 are all zero, which corresponding
to the nonexistent directed edges and self-loops a1,1, a1,3, a2,2,
a3,1, and a3,3 in the network. C is the reduction matrix. Since
the elements at positions 2, 4, 6, and 8 in |ψ1〉, |ψ2〉, and |ψ3〉
are not zero simultaneously, reduction matrix C has dimension
4 × 9, and there is only one element of value one in each
row of C which corresponding to the position of a nonzero
element in vectors |ψ1〉, |ψ2〉, and |ψ3〉; all the other elements
of each row are zero. Figure 2(b) is the result of removing
the nonexistent directed edges and self-loops of network in
Fig. 2(a). After the action of reduction matrix C, new reduced
vectors are |ψ̄1〉 = C|ψ1〉, |ψ̄2〉 = C|ψ2〉, and |ψ̄3〉 = C|ψ3〉
is obtained. Figure 2(c) shows the quantum walk state vector
|ψ (0)〉 at initial time 0, and |ψ (0)〉 is represented linearly
by the vectors |ψ1〉, |ψ2〉, and |ψ3〉. Figure 2(d) is |ψ̄ (0)〉 =
C|ψ (0)〉 which obtained by the operation of reduction matrix
C, |ψ̄ (0)〉 can be represented linearly by the new vectors |ψ̄1〉,
|ψ̄2〉, and |ψ̄3〉, and the amplitudes are the same as in Fig. 2(c).
Figure 2(e) is |ψ (1)〉 after the evolution of the unitary matrix
U on |ψ (0)〉 in Fig. 2(c). It can be seen that rows 2, 4, 6, 8
and columns 2, 4, 6, 8 of the unitary matrix C have nonzero
elements 1, which corresponds to the position of the nonzero
element in vectors |ψ1〉, |ψ2〉, and |ψ3〉, the position of the
|ψ (1)〉 is also nonzero. All elements −1 exists in rows 1, 3, 5,
7, 9 and columns 1, 3, 5, 7, 9 of U correspond to the nonex-
istent directed edges and self-loops in the network, and also

correspond to the positions of simultaneous zeros in vectors
|ψ1〉, |ψ2〉, and |ψ3〉, the corresponding positions of |ψ (1)〉 are
also zero. P(1) is the probability of quantum walker located at
each directed edge, and which is obtained by taking the modu-
lus of the elements in |ψ (1)〉. P(1) is an observable value, and
PN (1) = BP(1) is the result of converting the probability of
the quantum walker located at the edges of nodes. The dimen-
sions of matrix B are N × N2, because each node is connected
by at most three directed edges including self-loops, so each
row of B has three elements as one, and in the ith row of B,
the elements at positions (i − 1)N + 1, (i − 1)N + 2, . . . , iN
are one, other elements are zero. Figure 2(f) is the reduced
matrix of U , probability P, and matrix B in Fig. 2(e). It can be
seen that Ū = CUCT is the result after removing the rows and
columns in U that correspond to nonexistent directed edges
in the network. P̄(1) = CP(1) is given by removing elements
zero from P(1). After converting the probabilities P̄(1) on
the edges to the nodes, it becomes P̄N (1) = B̄P̄(1). Where
B̄ = BCT .

III. SZEGEDY’S QUANTUM NETWORK
SOURCE-LOCATION MODEL BASED ON COMPRESSED

SENSING THEORY

Szegedy’s quantum network source location is actually
to infer the position of nonzero elements in the initial state
|ψ̄ (0)〉 of the quantum walker by using probabilities of the
quantum walker locating at a fraction of nodes for some time
steps. That is to say, based on partial observable information
from |ψ̄ (t )〉 or P̄(t ) at time t , we can infer the positions of
non-zero elements in |ψ̄ (0)〉 or P̄(0). It can be seen from
the equations |ψ̄ (t )〉 = Ū (t )|ψ̄ (0)〉 and ρ̄(t ) = Ū t ρ̄(0)(Ū −1)t

that |ψ̄ (0)〉 can be obtained by using |ψ̄ (t )〉 through a sim-
ple matrix calculation, namely, |ψ̄ (0)〉 = (Ū (t ))−1|ψ̄ (t )〉 or
ρ̄(0) = (Ū −1)t ρ̄(t )Ū t . Finally, the position of nonzero ele-
ments of |ψ̄ (0)〉 or the main diagonal of ρ̄(0) can be used
to determine the initial source node of Szegedy’s quantum
network. However, the amplitudes in |ψ̄ (t )〉 are unobservable,
and there are also many unobservable elements in ρ̄(t ), which
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reject the method of locating the sources of the quantum
network by matrix computation. The only information we
can obtain is the probability that the quantum walker located
at each node, that is, P̄(t ), which is the elements on the
main diagonal of ρ̄(t ). The physical realization of quantum
walks contributes to a more detailed understanding of the
evolution of quantum systems and facilitates the advancement
of quantum computing research. The approach of utilizing
the evolution process of photons in coupled waveguides for
implementing quantum walks has garnered significant atten-
tion from researchers [28–30]. In the physical implementation
of one-dimensional quantum walks, waveguides are placed
in three-dimensional space, parallel to the y axis, with the
x-axis coordinates corresponding to the waveguide labels.
After releasing a photon at one end of the waveguide, the
photon’s position becomes entangled with different waveg-
uides after a certain time evolution. At specific values of y,
the photon can be detected with varying probabilities. By
controlling the spacing between waveguides and the evolution
time of the photon in the waveguide, the one-dimensional
quantum walk can be controlled, and the distribution of pho-
tons can be observed [29]. The author elaborates on the
detailed implementation of two-dimensional quantum walks
using waveguides in Refs. [28,30]. Then, from a theoreti-
cal perspective, we establish a linear evolution model of the
quantum network system by vectorizing the density matrix
and propose the source-location model by compressed sensing
theory which can provide theoretical and technical support for
the physical implementation of quantum walks and quantum
state tomography in arbitrary dimensions.

A. Linear Szegedy’s quantum network system
with observable values

First, we apply the following transformation to Ū and ρ̄(t ),
respectively, in the equation ρ̄(t ) = Ū t ρ̄(0)(Ū T )t . That is, let

Ũ = Ū ⊗ Ū . (8)

According to Theorem 2, the dimensions of Ū are L × L, and
Ū † is the conjugate matrix of Ū , so the dimension of Ũ is
L2 × L2. Then the density matrix ρ̄(t ) with dimensions L × L
is converted into a vector with dimensions L2 × 1 as

ρ̃(t ) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ρ̄1,1(t )
ρ̄2,1(t )

...

ρ̄L,1(t )
ρ̄1,2(t )
ρ̄2,2(t )

...

ρ̄L,L(t )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (9)

where the [k(L + 1) − L]th element in ρ̃(t ) is the probability
that the quantum walker is located at a directed edge; that
is, the kth element on the main diagonal of the original ρ̄(t ),
where k is a positive integer. So the evolution equation of the
reduced Szegedy’s quantum network system turns out to be

ρ̃(t + 1) = Ũ ρ̃(t ). (10)

Let us prove Eq. (10). First, let us define

Ū =

⎡
⎢⎢⎣

Ū1

Ū2
...

ŪL

⎤
⎥⎥⎦,

where Ūi = [Ūi,1Ūi,2 · · · Ūi,L]. Similarly, we define ρ̄(t ) =
[ρ̄1ρ̄2 · · · ρ̄L], where

ρ̄i =

⎡
⎢⎢⎣

ρ̄1,i

ρ̄2,i
...

ρ̄L,i

⎤
⎥⎥⎦.

Then,

Ū ρ̄(t )Ū T =

⎡
⎢⎢⎣

Ū1

Ū2
...

ŪL

⎤
⎥⎥⎦ρ̄(t )

[
Ū T

1 Ū T
2 · · · Ū T

L

]

=

⎡
⎢⎢⎢⎢⎣

Ū1ρ̄(t )Ū T
1 Ū1ρ̄(t )Ū T

2 · · · Ū1ρ̄(t )Ū T
L

Ū2ρ̄(t )Ū T
1 Ū2ρ̄(t )Ū T

2 · · · Ū2ρ̄(t )Ū T
L

...
...

...
...

ŪLρ̄(t )Ū T
1 ŪLρ̄(t )Ū T

2 · · · ŪLρ̄(t )Ū T
L

⎤
⎥⎥⎥⎥⎦,

so we have

ρ̃(t + 1) = ˜(Ū ρ̄(t )Ū T )

= [
Ū1ρ̄(t )Ū T

1 Ū2ρ̄(t )Ū T
1 · · · ŪLρ̄(t )Ū T

1

· · · Ū1ρ̄(t )Ū T
L · · · ŪLρ̄(t )Ū T

L

]T
.

Obviously,

ρ̃(t ) =

⎡
⎢⎢⎣

ρ̄1

ρ̄2
...

ρ̄L

⎤
⎥⎥⎦,

then

Ũ ρ̃(t ) = Ū ⊗ Ū ρ̃(t ) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ū1 ⊗ Ū1ρ̃(t )
Ū1 ⊗ Ū2ρ̃(t )

...

Ū1 ⊗ ŪLρ̃(t )
...

ŪL ⊗ Ū1ρ̃(t )
...

ŪL ⊗ ŪLρ̃(t )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,
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where

Ūi ⊗ Ūj ρ̃(t ) = [Ūi,1 Ūi,2 · · · Ūi,L] ⊗ Ūj

⎡
⎢⎢⎣

ρ̄1

ρ̄2
...

ρ̄L

⎤
⎥⎥⎦ = [Ūi,1Ūj Ūi,2Ūj · · · Ūi,LŪj]

⎡
⎢⎢⎣

ρ̄1

ρ̄2
...

ρ̄L

⎤
⎥⎥⎦

= Ūi,1Ūj ρ̄1 + Ūi,2Ūj ρ̄2 + · · · + Ūi,LŪj ρ̄L = Ūi,1ρ̄
T
1 Ū T

j + Ūi,2ρ̄
T
2 Ū T

j + · · · + Ūi,Lρ̄T
L Ū T

j

= Ūi

⎡
⎢⎢⎢⎣

ρ̄T
1

ρ̄T
2
...

ρ̄T
L

⎤
⎥⎥⎥⎦Ū T

j .

Since ρ̄(t ) is a symmetric matrix, we have

ρ̄(t ) =

⎡
⎢⎢⎢⎢⎣

ρ̄T
1

ρ̄T
2
...

ρ̄T
L

⎤
⎥⎥⎥⎥⎦.

Therefore, the original expression becomes Ūi ⊗ Ūj ρ̃(t ) =
Ūiρ̄(t )Ū T

j . Thus, we have

Ũ ρ̃(t ) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ū1ρ̄(t )Ū T
1

Ū1ρ̄(t )Ū T

...

Ū1ρ̄(t )Ū T
L

...

ŪLρ̄(t )Ū T
1

...

ŪLρ̄(t )Ū T
L

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

and by Ūiρ̄(t )Ū T
j = Ūj ρ̄(t )Ū T

i we know that Ũ
ρ̃(t ) = ρ̃(t + 1). The proof is complete. Obviously,
ρ̃(t ) = (Ũ )t ρ̃(0).

B. Szegedy’s quantum network source-location model

We assume that we can only observe the probability PO

that the quantum walker is located at n observe nodes O =
{o1, o2, . . . , on} at some discrete time steps, which start from
t for k consecutive time steps, so the source-location model is

PO =

⎛
⎜⎜⎝

PO(t0 + t )
PO(t0 + t + 1)

...

PO(t0 + t + k − 1)

⎞
⎟⎟⎠

=

⎛
⎜⎜⎜⎝

DB̄WŨt0+t

DB̄WŨ t0+t+1

...

DB̄WŨt0+t+k−1

⎞
⎟⎟⎟⎠ρ̃(t0), (11)

where t0 is the initial time of the quantum network system, t
is the start time of observation, and k is the number of time
steps of continuous observation. Matrix W is used to extract

the probability part of ρ̃, that is, the main diagonal elements
in the original ρ̄. The dimension of W is L × L2, and in the
ith row of W , only the (i × L + i − m)th element is one. D
is the observer matrix with dimension n × N ; each row of D
corresponds to an observer node, the koi th element of the ith
row is one, and the other elements are zero, koi is the serial
number of observer node oi. For a network, the maximum
dimension of the observer matrix D can be N × N , that is,
we observe the probability that the quantum walker is located
at all nodes in the network. We can solve vector ρ̃(t0) using
the observed vector PO and known matrix⎛

⎜⎜⎜⎜⎝
DB̄WŨt0+t

DB̄WŨ t0+t+1

...

DB̄WŨt0+t+k−1

⎞
⎟⎟⎟⎟⎠

according to Eq. (11). Figure 3 shows a schematic diagram
of Szegedy’s quantum network source-location model. Fig-
ure 3(a) shows a simple network consisting of seven nodes and
eight edges. The number inside the node is the serial number
of the node, and the number next to the edge is the serial
number of the directed edge. Now the Szegedy’s quantum
walk is carried out on this network, the source node is v4 (red),
the observer node is v1 (blue), v3 (green), and v6 (purple), the
serial number of the directed edge starting from v1, v3, and v6

is also marked the same color as nodes, which means that the
quantum walker locating at a node is equivalent to locating at
the directed edges which start from this node. It can be seen
that the directed edges corresponding to the source node v4

are a4,3, a4,6, and a4,7, and these three edges all start from
node v4, their serial numbers are 7, 8, and 9, respectively.
The subimage on the left side of the network is a schematic
diagram of the evolutionary process from ρ̃(0) to ρ̃(t ) by Ũ t

during Szegedy’s quantum walk on the network. At the initial
time, the quantum walker is located at the superposition state
of these three directed edges, and the probability of locating at
each edge is 1/3, the positions of three probability values 1/3
in ρ̃(0) are 103, 120, and 137, respectively. Obviously, the
observer node set is O = {v1, v3, v6}. Similarly, the directed
edges corresponding to observer nodes v1 are a1,2, a1,3, and
a1,6, the directed edges corresponding to observer nodes v3

are a3,1 and a3,4, and the directed edges corresponding to
observer nodes v6 are a6,1, a6,4, a6,5, and a6,7. The vector
W ρ̃(t ) on the right side of the network is the probability of the
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FIG. 3. Schematic diagram of Szegedy’s quantum network source-location model. (a) A simple network consisting of seven nodes and
eight edges. (b) The result of converting the probability of the quantum walker locate at edges to nodes after operation of B̄W . (c) The
probability evolution process of the quantum walker being located at different directed edges during Szegedy’s quantum walk on the network
in panel (a). (d) The result of converting the probability of the quantum walker being located at directed edges in panel (c) to nodes. (e) The
probabilities at different time steps of the quantum walker being located at observer nodes. (f) The probability evolution on observer nodes at
the time steps. (g) The result of converting the observer nodes probability in panel (f) into a column vector.

quantum walker being located at each directed edge, namely,
the main diagonal element in the original ρ̄(t ). The dimension
of W is 16 × 256. Figure 3(b) is the result of converting
the probability of the quantum walker located at edges to
nodes after operation of B̄W . Moreover, v1, v3, and v6 are
observer nodes at time t , that is, the probability of the quantum
walker being located at node v1 is ρ̄1,1(t ) + ρ̄2,2(t ) + ρ̄3,3(t ),
the probability of the quantum walker being located at node v3

is ρ̄5,5(t ) + ρ̄6,6(t ), and the probability of the quantum walker
being located at node v6 is ρ̄11,11(t ) + ρ̄12,12(t ) + ρ̄13,13(t ) +
ρ̄14,14(t ). In this case, the observer matrix is

D =
⎡
⎣1 0 0 0 0 0 0

0 0 1 0 0 0 0
0 0 0 0 0 1 0

⎤
⎦.

Figure 3(c) shows the probability evolution process of the
quantum walker being located at different directed edges dur-
ing Szegedy’s quantum walk on the network in Fig. 3(a).
The abscissa is a discrete time step, the ordinate is the serial
number of the directed edge, and the colors in the heat map
correspond to the probability of the quantum walker being
located at the directed edge. At each time step, the quantum
walker is located at the superposition state of multiple directed
edges. Figure 3(d) shows the result of converting the prob-
ability of the quantum walker being located at the directed
edges in Fig. 3(c) to nodes. Figure 3(e) shows the probabilities
at different time steps of the quantum walker being located
at observer nodes v1, v3, and v6 that are extracted from the
matrix in Fig. 3(d); that is, rows 1, 3, and 6 in Fig. 3(d)
are extracted. Figure 3(f) shows the probability evolution on
observer nodes at time steps t = 7, 8, 9, 10 that are extracted
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from Fig. 3(e); that is, the columns t = 7, 8, 9, 10 in Fig. 3(e)
are extracted. Figure 3(g) is the result of converting the ob-
server nodes probability in Fig. 3(f) into a column vector; that
is, all columns are used to form a column vector⎛

⎜⎜⎜⎝
PO(7)

PO(8)

PO(9)

PO(10)

⎞
⎟⎟⎟⎠,

which is treated as ⎛
⎜⎜⎜⎜⎝

PO(t0 + t )

PO(t0 + t + 1)
...

PO(t0 + t + k − 1)

⎞
⎟⎟⎟⎟⎠

in the source-location model (11), and this is the observer
information for locating quantum network sources.

IV. APPROXIMATE SIMPLIFIED
SOURCE-LOCATION MODEL

In the linear Szegedy’s quantum network system evolution
equation, that is, Eq. (10), the unitary evolution matrix change
from Ū with dimensions L × L to Ũ with dimensions L2 × L2,
and this results in a high complexity of the source-location
task. In view of these difficulties, we consider reasonably
simplifying the source-location model (11) in this section.
First, we swap the rows and columns of the matrix Ũ at the
same time and finally obtain a block matrix of the following
form:

Û =
[
Ū † · Ū �1

�2 �3

]
, (12)

where Ū † · Ū means that the elements at the corresponding
positions of the two matrices are multiplied, and the ρ̃ corre-
sponding to Û takes the form

ρ̂ =

⎡
⎢⎢⎢⎢⎢⎣

ρ̄1,1(t )
ρ̄2,2(t )

...

ρ̄L,L(t )
...

⎤
⎥⎥⎥⎥⎥⎦. (13)

We get the evolution equation

Û ρ̂ =
[
Ū † · Ū �1

�2 �3

]
⎡
⎢⎢⎢⎢⎢⎣

ρ̄1,1(t )
ρ̄2,2(t )

...

ρ̄L,L(t )
...

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

ρ̄1,1(t + 1)
ρ̄2,2(t + 1)

...

ρ̄L,L(t + 1)
...

⎤
⎥⎥⎥⎥⎥⎦. (14)

Then we omit �2 and �3, and let �1 = I (I is an identity
matrix with dimension L × L), then we get the simplified
approximate evolution as

Û ρ̂ = [Ū † · Ū I]

⎡
⎢⎢⎢⎢⎣

ρ̄1,1(t )
ρ̄2,2(t )

...

ρ̄L,L(t )
�(t )

⎤
⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎣

ρ̄1,1(t + 1)
ρ̄2,2(t + 1)

...

ρ̄L,L(t + 1)

⎤
⎥⎥⎦ = P(t + 1), (15)

where the dimension of [Ū † · Ū I] is L × 2L,⎡
⎢⎢⎢⎢⎢⎢⎣

ρ̄1,1(t )

ρ̄2,2(t )
...

ρ̄L,L(t )

�(t )

⎤
⎥⎥⎥⎥⎥⎥⎦

is a vector with dimensions 2L × 1, and �(t ) is an unknown
vector with L elements. Model (15) is the logical approxima-
tion of model (10) without changing its evolution principle,
and which also dramatically reduces computational and space
complexity. Figure 4 is the diagram of the obtain simplified
Model (15). Figure 4(a) shows a simple network with three
nodes including v1, v2, and v3. The numbers in nodes are the
serial number of nodes and nodes v1 and v2 are sources (red);
that is, the quantum walker is located at the superposition state
of nodes v1 and v2 at the initial time. Figure 4(b) shows the
state of Szegedy’s quantum walk on the network in Fig. 4(a)
at the initial time. |ψ̄ (0)〉 is the reduced initial state vector,
namely, the initial wave function. In the simulation below,
we set the probability of the quantum walker located at each
source node the same at the initial time, and the probability
of the walker locate at all edges corresponding to a node
is equal. P̄(0) is the corresponding probability, we use the
symbols O, �, �, and 	 to represent the four values in P̄(0).
ρ̄(0) is the density matrix corresponding to |ψ̄ (0)〉, and ρ̃(0)
is the vectorization of ρ̄(0). Figure 4(c) shows the system
state evolution equation of Szegedy’s quantum walk on the
network in Fig. 4(a). The four rows of elements numbered
1 (red squares), 2 (purple squares), 3 (blue squares), and 4
(green squares) in Ũ t are respectively operated with ρ̃(0) to
get the elements in ρ̃(t ) which are marked as squares colored
red, purple, blue, and green. In the product operation of matrix
Ũ t and vector ρ̃(0), the four column elements numbered 1,
2, 3, 4 in Ũ t will be multiplied by the four symbols O, �,
�, and 	 in ρ̃(0), respectively. Figure 4(d) is obtained by
elementary transformation L−1 of Ũ t in Fig. 4(c), that is, the
rows in Ũ t are exchanged, and the rows marked 1 (red), 2
(purple), 3 (blue), and 4 (green) are arranged at the front,
then the corresponding probability in ρ̃(t ) is also at the top.
Figure 4(e) is to perform an elementary transformation L on
the evolution matrix in Fig. 4(d), that is, exchange the columns
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FIG. 4. The diagram of a simplified quantum network source-location model. (a) A simple network with three nodes. (b) The state of
Szegedy’s quantum walk on the network in panel (a) at the initial time. (c) The system state evolution equation of Szegedy’s quantum walk on
the network in panel (a). (d) Obtained by elementary transformation L−1 of Ũ t in panel (c). (e) Perform elementary transformation L on the
evolution matrix in panel (d). (f) An approximate simplification of panel (e).

of L−1(Ũ )t , so that the columns 1, 2, 3, 4 are ranked at the
front, and the corresponding probability in ρ̃(0) is also ranked
at the top. After Figs. 4(c) to 4(e), the similar transformation
of matrix Ũ t is completed, and the probabilities in ρ̃(0) and
ρ̃(t ) are ranked at the top. Figure 4(f) shows an approximate
simplification of Fig. 4(e). Only the part of the probability
value is retained in ρ̃(t ), and then replaced with P(t ), so only
the first four rows of elements are retained in the evolution
matrix L−1(Ũ )t L after similarity transformation, and the el-
ements of nonprobability part in ρ̃(0) are simplified to four
elements, marked with four symbols 
1, 
2, 
3, and 
4, we
denote the part of the evolution matrix corresponding to these
four symbols as an identity matrix I . So the final approximate
simplified evolution equation is

[(Ū t )†Ū t I]

⎡
⎢⎢⎢⎢⎣

ρ̄1,1(0)
ρ̄2,2(0)

...

ρ̄L,L(0)
�(0)

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎣

ρ̄1,1(t )
ρ̄2,2(t )

...

ρ̄L,L(t )

⎤
⎥⎥⎦ = P(t )

or

[Ū †Ū I]

⎡
⎢⎢⎢⎢⎣

ρ̄1,1(t )
ρ̄2,2(t )

...

ρ̄L,L(t )
�(t )

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎣

ρ̄1,1(t + 1)
ρ̄2,2(t + 1)

...

ρ̄L,L(t + 1)

⎤
⎥⎥⎦

= P(t + 1),

where

� =

⎡
⎢⎢⎢⎣


1


2


3


4

⎤
⎥⎥⎥⎦

in this diagram. Finally, the probability of the quantum walker
locate at nodes is obtained after the operation of matrix B̄ on
P(t ).

The simplified source-location model is then

⎛
⎜⎜⎜⎜⎝

PO(t0 + t )

PO(t0 + t + 1)
...

PO(t0 + t + k − 1)

⎞
⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎝

DB̄Û t0+t

DB̄Û t0+t+1

...

DB̄Û t0+t+k−1

⎞
⎟⎟⎟⎟⎠ρ̂(t0)t . (16)

We assume that the source is sparse; that is, Szegedy’s
quantum walker starts from a superposition of s source nodes,
and n is much smaller than N at the initial time. So ρ̃(t0)
in Eq. (11) and ρ̂(t0) in Eq. (16) are sparse vectors. Then
we can use compressed sensing theory [31,32] to solve the
original source-location Model (11) and its simplified Model
(16). Please refer to Algorithm 1 for the detailed process of
solving models (11) and (16) [33,34].
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Algorithm 1: Szegedy’s quantum network source location based on compressed sensing.

For the simplified model in Eq. (16), the time complexity
of this algorithm consists of two main components: one is the
complexity of each iteration, and the other is the number of
iterations required. Assume the size of ρ̂(t0) is 2L. In each
iteration, the most time-consuming operation is typically de-
termining the search direction and step size. The complexity
of determining the step size using the backtracking line search
method depends on the number of algorithm searches and
has a worst-case complexity of O(L3). The time complexity
of computing intermediate variables, updating variables, and
other operations is at most O(L). Finally, considering the num-
ber of algorithm cycles as K , the worst-case time complexity
is O(KL3). For the original model in Eq. (11), the algorithm’s
time complexity can be as high as O(KL6). We implement
algorithms by using MATLAB programming language and all
of the simulations below are run on a ThinkCentre M720t
machine with 8 GB primary memory and a core i5 (CPU
3 GHz) processor.

V. RESULTS

To quantify the validity and efficiency of the proposed
quantum network source-location algorithm based on limited
information of observer nodes, we study the success rate of
locating sources on both model and real networks. Model
networks are BA scale-free networks (BA) [35], ER random
networks (ER) [36], and WS small world networks (WS) [37]
with size N = 50 and average degree 〈K〉 = 4. Real static
networks include Gold [38], Karate [39], Dolphins [40], and
Prison [41]. During simulations in this paper, observer nodes
and sources are selected randomly except where noted. The
number of sources s represents that the quantum walker is in
the superposition state of s source nodes at the initial time.
Here a standard metric, the area under the receiver operating
characteristic curve (AUC) [42], is used to quantify the accu-
racy of our algorithm. We first rank the nodes based on their
reconstructed probability values in P(0) in ascending order
and obtain a new candidate list. The AUC is calculated by
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FIG. 5. Accuracy of locating sources on model networks. (a)–(c) The influence of number of sources on locating result on model networks.
The number of observer time steps is fixed as five, and the noise standard deviation is zero. The abscissa is the number of observer nodes,
ordinate is the AUC value, and curves of different colors corresponding to the source-location results of different number of sources. Error bars
represent the standard error. (d)–(f) The influence of different noise on source-location accuracy. We fix observer time steps as five, and the
number of sources is one. Curves of different colors corresponding to different noise standard deviations σ . (g)–(i) The influence of different
observer time steps on source-location accuracy. Different curves corresponding to different observer time steps. The number of sources is
fixed as one, and the standard deviation of noise is zero. (a), (d), (g) Results of the BA network. (b), (e), (h) Results of ER network. (c), (f), (i)
Results of WS network.

two indexes, true positive rate (TPR) and false positive rate
(FPR). TPR is TPR(l ) = TP(l )

s , where TP(l ) is the number of
true sources in the top l nodes of candidate list, s is the number
of sources. FPR is FPR(l ) = FP(l )

N−s , where FP(l ) is the number
of false positives in the top l nodes of candidate list. The

abscissa of receiver operating characteristic curve is FPR and
ordinate is TPR, AUC is the area under this curve. The higher
the AUC, the better the location performance of the algorithm.
All results for the AUC are mean values of 100 repeated simu-
lations. In practice, most real quantum systems are not closed
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FIG. 6. Accuracy of locating sources on real networks. (a)–(d) Influence of number of sources on locating result on model networks. The
number of observer time steps is fixed as five, and the noise standard deviation is zero. (e)–(h) Influence of different noise on source-location
accuracy. We fix observer time steps as five, and the number of source is one. (i)–(l) Influence of different observer time steps on source-location
accuracy. The number of sources is fixed as one, and the standard deviation of noise is zero. (a), (e), (i) Results of Gold network. (b), (f), (j)
Results of Karate network. (c), (g), (k) Results of Dolphins network. (d), (h), (l) Results of Prison network.

quantum systems and are more sensitive to external environ-
ments, the observer information is generally unpurified, so in
order to verify the robustness of the algorithm, we consider
adding Gaussian white noise to the observation information

[25], i.e., the observer information is
�

P = [I + N (0, σ 2I )]P,
and adjust the size of the noise by changing the standard
deviation σ of Gaussian noise. When σ increases, the noise in-
creases. The difficulty of source-location accuracy increases.

Figures 5–7 show the simulation results of the proposed
source-location algorithm on model and empirical networks.
Figure 5 shows the accuracies of source location on model
networks. As we can see, the performance of our method
increases with the number of observer nodes increasing. As
can be seen from Figs. 5(a)–5(c), the difficulty of locating
sources increases with the increase of the number of sources
on different model networks. For the case of one source,
with only approximately 6 observer nodes, which accounts
for 12% of the total observer nodes, we can receive rel-
atively high accuracy AUC > 0.8. From Figs. 5(d)–5(f), it

can be seen that, with the increase of noise, the difficulty of
locating sources gradually increases. When the standard de-
viation of noise σ > 1, the accuracy of locating sources
decreases sharply and the algorithm is close to failure. While
for σ � 1, good locating results can still be obtained, which
indicates that the algorithm has tolerable robustness. Fig-
ures 5(g)–5(h) show the influence of different observer time
steps on the source-location accuracy. It can be seen that
the source-location accuracy increases with the increase of
the number of observer time steps. However, when the num-
ber of observer nodes is sufficient, the influence of observer
time steps on source-location accuracy is weakened. Figure 6
shows the accuracies of source location on real networks.
In general, the proposed quantum network source-location
algorithm can perform well on different model and real
networks. Figure 7 compares source-location accuracy on
different networks. It can be seen from Figs. 7(a)–7(h) that
the source-location accuracy of the proposed algorithm has
not much difference for different model networks and ac-
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FIG. 7. Comparison of source-location accuracy on different networks. (a)–(d) Simulation results on different model networks. Curves of
different colors corresponding to different model networks. Error bars represent the standard error. The number of observer time steps is fixed
as five, and the noise standard deviation is zero, the number of sources in panel (a) is 1, in (b) is 2, in (c) is 3, and in (d) is 4. (e)–(h) Simulation
results on different real networks. Curves of different colors corresponding to different real networks. The other parameters are set in the same
way as for the model network. (i)–(l) Influence of network properties except degree distribution on source-location accuracy. The black curve
is the source-location accuracy on the original network, and the red curve is source-location accuracy on the swapped network. The number of
observer time steps is fixed as 15, the noise standard deviation is zero, and the number of sources is one. (i) Result of Gold network. (j) Result
of Karate network, (k) Result of Dolphins network. (l) Result of Prison network.

tual networks. In addition, we also study how other network
properties except degree distribution affect source-location
accuracy. We randomly swap all edges and preserve the degree
sequence of real networks. Moreover, it can be seen from
Figs. 7(i)–7(l) that other properties except degree distribution
do not affect the source-location accuracy of the proposed
algorithm.

Figure 8 is the comparison of source-location accuracy
between original model and simplified model. It can be ob-
served that the source-location accuracy of the simplified
model is slightly lower compared with that of the original
model. However, when the number of observed nodes is suf-
ficiently large, the source-location accuracy of both models
is essentially comparable. Compared with the original model,
the simplified model exhibits a decrease in the overall av-
erage source-location accuracy by 5.16% on BA networks.
The average source-location accuracy decreases by 1.68%

for observed node numbers ranging from 12 to 18. On ER
networks, the simplified model shows a decrease in the over-
all average source-location accuracy by 6.28%. The average
source-location accuracy decreases by 1.72% for observed
node numbers ranging from 12 to 18. On WS networks,
the simplified model experiences a decrease in the over-
all average source-location accuracy by 7.43%. The average
source-location accuracy decreases by 3.06% for observed
node numbers ranging from 12 to 18. Overall, the source-
location accuracy of the simplified model is considered to
meet expectations.

VI. DISCUSSION

In this paper, we present a highly precise and robust
source-location algorithm for quantum networks based on
compressive sensing. Our proposed algorithm effectively
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FIG. 8. Comparison of source-location accuracy between the original model and the simplified model. Curves of different colors corre-
sponding to different source-location models. Error bars represent the standard error. The number of observer time steps is fixed as 20, the
noise standard deviation is zero, the number of sources is two. (a)–(c) Simulation results on BA, ER, and WS networks, respectively.

determines the locations of sources in both model and real
networks with diverse topologies, utilizing limited observer
nodes. Through simulations, we demonstrate the satisfac-
tory performance of our algorithm under varying conditions,
including different numbers of observer nodes, observer
time steps, noise levels, network structures, and numbers of
sources. Nevertheless, there are several areas where further
improvements can be made. First, the proposed algorithm
assumes knowledge of the initial time of sources, whereas
in practical scenarios, this information is often unknown.
Second, while the observer nodes in our study are randomly
selected, determining the optimal number and placement of
observer nodes to enhance the algorithm’s accuracy and effi-
ciency warrants further investigation. Lastly, despite reducing
the original Szegedy’s quantum walk and simplifying the
algorithm reasonably, additional efforts are necessary to en-
hance the efficiency of the proposed algorithm for large-scale
complex networks.

The datasets used and analyzed during the current study
are available from the corresponding author upon reasonable
request.
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