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We combine histogram reweighting techniques with the two-lattice matching Monte Carlo renormalization
group method to conduct computationally efficient calculations of critical exponents on systems with moderately
small lattice sizes. The approach, which relies on the construction of renormalization group mappings between
two systems of identical lattice size to partially eliminate finite-size effects, and the use of histogram reweighting
to obtain computationally efficient results in extended regions of parameter space, is utilized to explicitly
determine the renormalized coupling parameters of the two-dimensional ¢* scalar field theory and to extract
multiple critical exponents. We conclude by quantifying the computational benefits of the approach and discuss
how reweighting opens up the opportunity to extend Monte Carlo renormalization group methods to systems

with complex-valued actions.
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I. INTRODUCTION

The renormalization group [1-5] provides a quantitative
framework to investigate phase transitions and has therefore
significantly impacted research pertinent to these ubiquitous
phenomena which arise in distinct research fields. Traditional
applications of real-space renormalization group methods
are highly successful in producing accurate results when
compared against theory or experiment, but they are simulta-
neously hindered by the systematic errors introduced through
the application of a real-space transformation which truncates
the original degrees of freedom according to a predefined rule.

In contrast, Monte Carlo simulations of statistical systems,
which are introduced based on the theory of Markov pro-
cesses, are able to guarantee a certain form of exactness.
Within the Monte Carlo approach, it is statistical errors that
emerge, and which can be dealt with accordingly. Never-
theless, Monte Carlo methods are hindered by the critical
slowing down effect [6], a problem which arises as one simu-
lates systems of increasing lattice size in the vicinity of the
critical point. One anticipates that via the combination of
real-space renormalization group methods and Monte Carlo
simulations, it might be possible to simultaneously mitigate
both the systematic errors introduced by the renormalization
group transformations, as well as the critical slowing down
effect which emerges within the Monte Carlo approach. It is
exactly this perspective that motivates implementations of the
Monte Carlo renormalization group [7,8].

Monte Carlo renormalization group methods were intro-
duced by Ma [7]. Significant contributions toward increasing
their usability and efficiency were proposed by Swendsen [8].
In this method one relies on the construction of the linearized
renormalization group transformation matrix to introduce ad-
ditional terms within the calculation, thus enabling a certain
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control over the emergent errors. In contrast to straightforward
Monte Carlo approaches, which are generally implemented
using a finite-size scaling analysis based on systems of in-
creasing lattice size, the accuracy obtained within the context
of the Monte Carlo renormalization group can be systemati-
cally improved via the application of iterative transformations
which instead reduce the lattice size of the system. These
transformations drive the system to the fixed point if it origi-
nally resides sufficiently close to the phase transition [9].

We remark that computational implementations of the
renormalization group are not severely affected by finite-size
effects in comparison to other methods, such as finite-size
scaling extrapolations. This is due to the fact that calcula-
tions of critical exponents in the renormalization group are
conducted on exclusively two lattice sizes. In fact, finite-size
effects can be reduced further in the renormalization group
by conducting the calculations on two renormalized systems
of identical lattice size, an approach often named as the two-
lattice matching Monte Carlo renormalization group [10-14].

Nevertheless, in the aforementioned method, the calcu-
lation of certain critical exponents necessitates the accurate
determination of the renormalized coupling parameters.
Without prior insights of the critical point, the accurate
determination of the renormalized coupling parameters is
achieved by constructing an equivalence between observables
of two renormalized systems whose correlation length differs
by a predefined rescaling factor. This two-lattice matching
approach requires a large number of direct Monte Carlo
simulations for two distinct systems in extended regions of
parameter space and it becomes a computationally expensive
task.

In this manuscript, we combine real-space renormalization
group methods with histogram reweighting [15] to determine,
with computational efficiency and by partially eliminating
finite-size effects, the renormalized coupling parameters of
the two-dimensional ¢* scalar field theory. In addition, we
use histogram reweighting and the renormalization group
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to study the explicit symmetry-breaking of the ¢* theory
without the need to simulate actions which include explicit
symmetry-breaking terms. We therefore explore if we can
provide reweighting-enhanced calculations of the exponents
associated with the relevant variables of the renormalization
group. We conclude by quantifying the computational benefits
provided by the incorporation of histogram reweighting in
the two-lattice matching Monte Carlo renormalization group
method and discuss how reweighting opens up the opportu-
nity to extend Monte Carlo renormalization group methods to
systems with complex-valued actions.

II. RENORMALIZATION GROUP AND THE ¢* THEORY

In this manuscript, we are interested in applying renor-
malization group transformations to conduct calculations of
critical exponents based on two systems of identical lattice
size. We therefore briefly review the fundamental concepts
pertinent to numerical implementations of the renormalization
group. We begin by considering an original system that under-
goes a second-order phase transition and which is described
by a lattice size Ly in each dimension.

The application of renormalization group transformations
on the original system with Ly will produce a renormalized
system with lattice size L', given by

) ey

where L’ is the renormalized lattice size after n consecu-
tive transformations and b is the rescaling factor. In this
manuscript we consider that b = 2, hence halving the lattice
size in each dimension with the application of a renor-
malization group transformation. To avoid ambiguity when
referring to renormalized systems obtained from different
original lattice sizes L after n iterative renormalization group
transformations we will use the notation LZ’)).

If we assume that the original system resides in the vicinity
of a second-order phase transition then the reduction of the
original lattice size Ly implies an analogous reduction of the
original correlation length &). The renormalized correlation
length & is then equal to

&0
£ = T 2
We recall that the correlation length is a quantity which
arises dynamically as one approaches the critical point. Since
the original and the renormalized systems are described by
different correlation lengths & and &’ then this implies that the
two systems have a different distance from the critical point.
The distance from the critical point K, can be quantified
via the reduced coupling constants #y and #’:

KC_KO
= —"—

; 3)
== (4)

At the critical value of the fixed point K, the correlation
lengths & and &’ of the original and the renormalized systems
diverge, and intensive observable quantities Oy and O’ become

equal:
Oo(K.) = O'(K.). )

The intersection point of the two observables serves as an
estimate of the critical fixed point K, of the system.

We remark that, while the observation of Eq. (5) is math-
ematically valid, it is subject to the presence of systematic
errors which emerge by finite-size effects, the iterations of the
renormalization group transformation, and the initial distance
of the system from the critical point. This implies that, in
numerical implementations, intensive observables might not
always intersect. To mitigate this problem we will conduct
calculations based on two renormalized systems of identical
lattice size to reduce finite-size effects.

In this manuscript, we consider the two-dimensional ¢*
scalar field theory, which is discretized on a square lattice,
and is described by the Euclidean action [16]

2
s = —K<Z¢i¢j—22¢?> T Y
(ij) i i i

where «, 12, A are dimensionless parameters, and (i j) denotes
nearest neighbors. For the case of the ¢* theory described
above, the second-order phase transition is induced by varying
the squared mass u?, hence Ko = pu?, K’ = /%, and K, = p2.
Specifically, for fixed A > 0, ¥ > 0 the system undergoes a
phase transition between a symmetric and a broken-symmetry
phase for a unique value of u? < 0 [17]. The action S can be
factorized as

2
S= as®, (6)
k=0

where g; corresponds to each coupling constant «, 12, A; and
S® is the corresponding action term. We have expressed the
action in this form to simplify histogram reweighting calcula-
tions that will be discussed subsequently.

To apply the renormalization group on the ¢* theory we
implement a linear transformation [18] which produces a
rescaled degree of freedom ¢’ as

¢’=21d > & )

ieblock

where d = 2 is the dimension of the system and the factor f
is optimized [18,19] in order to produce a critical fixed point.

The optimization of the transformation is achieved by
varying f until an intersection of observables between a renor-
malized and an original system is obtained. The procedure
indicates that an approximately nearest-neighbor renormal-
ized action can be obtained for the discussed system. This
optimization process, conducted by searching for an intersec-
tion between the original and the renormalized magnetization,
yields the value f = 1.09. We remark that linear transforma-
tions are limited in their expressivity and systematic errors
emergent from the implementation of a linear transformation
are not considered in this manuscript. For an alternative non-
linear transformation of the ¢* theory that does not require the
determination of a factor f, see Ref. [20].

We remark that the consideration of only one operator
in the optimization process can result in the conception of
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FIG. 1. Illustration of the two-lattice matching Monte Carlo
renormalization group method where calculations are conducted on
two systems of identical lattice size. We remark that it is additionally
possible to conduct renormalization group calculations between an
original and a renormalized system, namely ng) and L&).

an imperfectly optimized transformation. Potential research
directions to further improve the quality of the transforma-
tion would consider the simultaneous optimization of multiple
operators to observe if the emergent critical fixed point is con-
sistent. Alternative directions to improve the transformation
would consider the investigation of systematic uncertainties
pertinent to the imperfect tuning of f since slight perturba-
tions of f = 1.09 can produce comparable results.

The intensive observables to be considered in this
manuscript are the absolute value of the magnetization

1
mz|m|=v Z¢i’ ®)
and the nearest-neighbor interaction
1
Oy, ==+ % ¢, ©)

where V = L x L is the size of the system and (ij) denotes
nearest neighbors. The minimally correlated configurations of
the ¢* theory used for calculations are sampled with a com-
bination of the Metropolis and the Wolff algorithms [21-24].
The statistical errors are calculated with a binning error anal-
ysis technique.

We briefly describe the implementation of the two-lattice
matching Monte Carlo renormalization group, see Fig. 1. We
begin by simulating two ¢* scalar field theories for lattice
sizes L = 64 and L = 32 and u(z, =—-09515,k =1, =0.7,
which is a set of coupling constants that defines a system
which resides in the vicinity of the phase transition [22].
We then apply a renormalization group transformation on
the system with lattice size L = 64 to obtain a renormalized
system of Lé? = 32. It is now possible to implement the two-
lattice matching Monte Carlo renormalization group method
by comparing observables between the renormalized Lééll) =
32 and the original L = 32 system. However, to approach the
renormalized trajectory, the previous step is omitted. Instead
we continue by applying consecutive renormalization group
transformations on the configurations of Léz) =32and L=32

until we obtain lattices of size Lgf =4and ng) = 4. Itis now

possible to proceed to locate the critical fixed point and to
extract the critical exponents. However, we will first explore
how reweighting can enhance and simplify calculations perti-
nent to the two-lattice matching Monte Carlo renormalization
group method.

III. REWEIGHTING OF RENORMALIZED OBSERVABLES

Our aim is to implement reweighting to construct mappings
between observables of two renormalized systems of identical
lattice size. These mappings correspond to a function which
relates the renormalized coupling parameters, specifically the
renormalized squared masses, in extended regions of parame-
ter space. To introduce the reweighting approach we start by
defining the expectation value (O) of an arbitrary observable
for the original system with lattice size Ly as calculated in a
Monte Carlo simulation:

_ va:l Oﬂiﬁt;l exp[_SUi]
Y1 Py expl =5,
where p,, are the sampling probability distributions of a con-
figuration o;, and N is the number of Monte Carlo samples.
We now select p,. as the probabilities which correspond to
the action S of the original system with coupling constants

8o =k, g(lo) = M%, g» = A and lattice size Ly, and substitute to
the above expression to obtain

X Osexp [ 5 (1 — 1g)SP]
S ep [ (12 = 13)S5]

We emphasize that since we are interested in extrapolating
exclusively along the direction of the squared mass g; = u” to
induce the phase transition, the remaining coupling constants
go = « and g, = A are fixed and have exactly the same value.
Consequently, the corresponding action terms §© and §®
cancel in the above expression. So far, we have introduced
Eq. (11) which enables the extrapolation of an observable O
of the original system to different values of the squared mass
w?; this is the conventional histogram reweighting setting.

We are now interested in a different use of histogram
reweighting, namely in extrapolating a renormalized observ-
able O’ to different values of the squared mass p> based on
the original probability distribution of the original system. To
clarify, we observe that, due to the application of the renormal-
ization group transformation, there exists a mapping between
each original configuration o; and the renormalized configura-
tion o/. Consequently, observables of the renormalized system
remain, probabilistically, as observables of the original system
and can be extrapolated in parameter space using the original
probability distribution. Explicitly, the reweighting expression
for a renormalized observable is

N 1,2 2\ ¢(l

2i=1 O exp [= 3 (1 = 15)S5)]
N 1 2\ ¢(1)

Yimrexp [= 3 (1 — 15)Ss.]
The important observation is that for each original config-
uration o; we substitute the action term S{!) as calculated on
o; but substitute O as calculated on the corresponding renor-
malized configuration o;. In summary, based on the original

system of lattice size Ly we are able to extrapolate in param-
eter space observables of the renormalized system with Lg')).

(0) ; (10)

(0) (11)

(0 = (12)
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FIG. 2. Weight factors w(S") versus action S for values of
the squared mass u? = —-0.98,-0.96, —0.9515, —0.94, —0.92. We
remark that the original simulation is conducted for squared mass
u3 = —0.9515.

Via reweighting, one obtains the values of renormalized ob-
servables that would emerge by applying the renormalization
group transformation at a different point in parameter space;
it is thus as if the transformation itself has been reweighted.

Before proceeding with the calculations of the critical fixed
point and the critical exponents we will first probe what the
permitted reweighting range is for the studied system. We
express the expectation value of the action term that corre-
sponds to the squared mass (SV) of the system in terms of
each uniquely sampled value SV in the dataset, subject to a
predefined bin size:

<S(1)> — Zs(l)w(s(l)), (13)

S

where w(S") denotes the weight factor in the reweighting
procedure which is defined as

n(SM)exp [— 3 (1 — 1g)S" ]
>osoexp [ 3 (12 — ug)SD]

and n(S™M) are the histograms of SV,

We are now able to calculate the weight factors w(S")
defined above for different values of the reweighted squared
mass u”. This calculation is conducted for the larger lat-
tice size Ly = 64 since the reweighting range is anticipated
to be smaller. The results are depicted in Fig. 2, where
the weight factor for the original coupling uj, which is
proportional to the actual histograms, is additionally in-
cluded. We observe, based on the results in the figure, that
weight factors can be reproduced for values in the range
u? € [—0.96, —0.94]. However, inconsistencies emerge be-
yond that range, specifically for pu?> = —0.98 and u’ =
—0.92. Consequently, we consider a permitted reweighting
range of w? € [—0.96, —0.94], and we conduct calculations
within this range.

w(s(l)) —

. (14)

IV. CRITICAL EXPONENTS AND THE CRITICAL
FIXED POINT

A. The correlation length exponent v

Having obtained a permitted reweighting range we now
depict the renormalized absolute value of the magnetization
for two renormalized systems of identical lattice size Léi) =
Lg) = 4 in Fig. 3. The results are obtained via Eq. (12) based
on reweighting from the original probability distributions. We
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FIG. 3. The magnetization m versus the value of the squared
mass 112 for two renormalized systems of identical lattice size L'} =

Lg? = 4. The width of each line indicates the statistical errors.

observe that a critical fixed point is located since there exists
an intersection between the two observables.

In addition, we are able to associate to a certain value of
the absolute magnetization m a different squared mass for the
two renormalized systems. This implies that we are able to
use the data depicted in Fig. 3 to construct a mapping that
relates the squared masses > and ' of the systems with
lattice sizes Lg) and Léj), respectively. This is achieved via
the inverse mapping:

w?* =010 ). (15)

The results obtained from the inverse mapping are depicted
in Fig. 4. The intersection with g(x) = x provides a quantita-
tive estimation of the critical fixed point uf = —0.95114(49),
which agrees favorably with relevant literature [22]. The cal-
culation considers fit and interpolation errors.

We remark that certain steps toward minimizing the
systematic errors which emerge in computational renormal-
ization group methods have been taken. Finite-size effects
have been reduced by conducting the calculations on two
systems of identical lattice size. Systematic errors pertinent
to the choice of the transformation have been mitigated by
the optimization process to determine the factor f. Errors
included by the distance from the critical fixed point are alle-
viated due to the use of reweighting which enables an accurate
determination of the fixed point by the intersection of observ-
ables. Another contribution of systematic errors emerges due
to the choice of the operators used in the implementation of
the renormalization group. We have only considered as an
operator the magnetization m. To probe the magnitude of the
latter systematic errors and to demonstrate that the results are

-0.949 T T T T =
-0.95 ’
-0.951

2

-0.952

-0.953
-0.9519

-0.9516

-0.9513 -0.951
W2
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FIG. 4. The mappings which relate the squared masses u? and
W of two renormalized systems of lattice sizes L3, = 4 and L{, = 4.
The space bounded by the dashed lines depicts the statistical errors.
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FIG. 5. The squared masses > and p? of two renormalized
systems Lé'fl“) and Lg;) for n =1,2,3 iterative applications of a
renormalization group transformation (top to bottom, respectively).
The intersection with g(x) = x provides an estimation of the critical
fixed point. The space bounded by the dashed lines indicates the
statistical uncertainty.

consistent we now cross verify the above calculation using as
an additional operator the nearest-neighbor interaction Oy, .

The inverse mappings for the two renormalized systems
with Léff”l) = Lg’? forn = 1,2, 3, using the observable Og,4,,
are depicted in Fig. 5. Based on the lattice size ng) = LS) =
4, we calculate the critical fixed point as ug = —0.95129(44),
which agrees within statistical errors with the previous esti-
mation. Consequently, the accurate calculation of the critical
fixed point by two different observables indicates that the
obtained result is consistent.

We now use the determined renormalized coupling pa-
rameters to extract the correlation length exponent v. The
correlation lengths & and &’ diverge in relation to the squared
masses 1% and '? based on a critical exponent v as

&~ ™, (16)
g~ a7

We emphasize that even though the correlation lengths
differ between the two renormalized systems, the correlation
length exponent v is identical since both systems are ¢*
scalar field theories. By dividing the two expressions above,
substituting the reduced coupling constants, linearizing the
renormalization group transformation with a Taylor expansion
to leading order, and taking the natural logarithm, we obtain

y— b (18)
In % 2

Based on the above expression, and the data depicted in
Figs. 4 and 5, we numerically calculate the correlation length
exponent as v = 0.995(5) and v = 1.007(7), respectively. We
remark that the phase transition of the two-dimensional ¢*

scalar field theory is conjectured to be in the Ising universality
class, hence the anticipated value of the critical exponent is
v=1.

B. The magnetic field exponent 6

We now calculate the magnetic field exponent 6 which
governs the divergence of the correlation lengths £ and &’ in
relation to the magnetic external field 4 and #’. The analogous
expressions are

E~h?, (19)

g ~nh. (20)

We define a modified lattice action S* for the ¢* theory
which includes a coupled magnetic external field 4,

SH=S—hY ¢ 1)

While one would generally require Monte Carlo simu-
lations to obtain configurations for a nonzero value of the
magnetic external field &, we can instead implement reweight-
ing to obtain the expectation values of observables that would
correspond to the lattice action S™. This can be achieved
by using configurations sampled instead for the lattice action
S. To introduce this reweighting method, and in line with
Eq. (10), we define the expectation value (O) of an observable
O for the action S™ as

XL 00, exp[— SP]
Y prlexp[- SY]

and we again substitute p as the probabilities of the original
action S, to obtain

(0) . (22)

YL O exp[h Y ¢)]
Zi\le exp [h Zj ¢](_0,‘)] .

We observe that the above reweighting equation is agnostic
to the lattice action [25] and can, in principle, be used even
when the form of the action is unknown. For completeness,
we include the expression that enables the reweighting of a
renormalized observable:

Zf;l 0;’/ exp [h Zj ¢§a,-)]
Zﬁil €xXp [h Zj ¢j('m)]

Based on the above expression, we observe that to reweight
arenormalized observable O’ to a nonzero magnetic field & we
require only a calculation of j ¢§”") in the set of the original
configurations o;.

Following the discussion pertinent to the construction of
inverse mappings for the squared mass, we are now able to
construct an inverse mapping which relates the original and
the renormalized magnetic external fields i and i’ as

W =00 W0h). (25)

We are then able to calculate the magnetic field exponent
0 as

(0)

(23)

(0) =

(24)

Inb

i
dh |h—0

9_

= 2
In (26)
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FIG. 6. Magnetic fields 4’ and & for two renormalized systems
of lattice size Léj) and sz), respectively. The results are obtained
from the construction of inverse mappings based on the magnetiza-
tion (top) and the nearest neighbor interaction (bottom). The space

bounded by the dashed lines depicts the statistical errors.

The mappings between the two magnetic external fields,
based on the observables of the magnetization and the nearest-
neighbor interaction, are depicted in Fig. 6. We remark that
the configurations of the original actions were sampled in the
vicinity of the phase transition so the original systems reside
near the critical point 2. The calculation of the magnetic field
exponent 6 is therefore conducted as & — 07, so the systems
remain at criticality. We obtain the values # = 0.541(11) and
6 = 0.534(6) based on the magnetization and the nearest-
neighbor interaction, respectively. The results agree favorably
with the anticipated value of the two-dimensional Ising uni-
versality class 8 = 8/15. Given the two exponents v and 6,
the remaining exponents can be calculated via the use of
scaling relations [6]. We emphasize that the above results were
obtained with the use of histogram reweighting on original
and renormalized observables without the need to simulate an
action that includes a magnetic field 4.

The results of this manuscript are obtained based on a given
number of statistical samples, a determined factor f in the use
of a linear renormalization group transformation, the number
of iterative renormalization group transformations, and the
use of two operators to cross-verify the calculations. With
this setting, the dominant source of uncertainty appears to be
statistical. Nevertheless, this observation could change, either
by considering a larger number of operators, or if the number
of statistical samples is increased. The dominant source of
uncertainty could then emerge as systematic. This system-
atic uncertainty could then be reduced based on a variety of
approaches, for instance by further optimizing the renormal-
ization group transformation.

To illustrate the computational benefits provided by his-
togram reweighting in the two-lattice matching Monte Carlo
renormalization group calculations, consider the depicted

range of ;/.2 € [—0.96, —0.94] in the results of Fig. 3. These
are obtained from two distinct systems with original lattice
sizes Ly = 64 and Ly = 32. If one is interested in reproducing
the results of the same figure with an accuracy of 10> using
direct Monte Carlo simulations, one requires 4 000 Monte
Carlo simulations. To each configuration from these 4 000
Monte Carlo simulations one would then need to apply a real-
space transformation for n iterations. In contrast, via the use of
histogram reweighting and a step of 107, one is able to obtain
the same results using only two Monte Carlo simulations. To
further observe the discussed benefits, one can additionally
consider the results of Fig. 6, which have been obtained via
reweighting without the need to simulate an action with an
explicit symmetry-breaking term.

V. CONCLUSIONS

We have shown that the incorporation of histogram
reweighting within the two-lattice matching Monte Carlo
renormalization group method provides computational ben-
efits in the study of phase transitions. Specifically, instead
of relying on a large number of direct Monte Carlo simu-
lations to construct an equivalence between observables of
renormalized systems we can instead implement reweighting
on exclusively two Monte Carlo simulations to accurately de-
termine the renormalized coupling parameters in an extended
region of parameter space. Furthermore, once the critical fixed
point is discovered, an additional application of histogram
reweighting with a reduced reweighting step can further refine
the accuracy of the computational results.

The current work documents the application of histogram
reweighting to determine the renormalized coupling param-
eters of a quantum field theory. Since the calculation of the
critical exponents v and 6, which are associated with the rel-
evant operators of the renormalization group is dependent on
the accurate determination of the renormalized coupling pa-
rameters, the current work provides the reweighting-enhanced
calculation of these exponents for a quantum field theory. This
is achieved by conducting the calculations on two systems
of identical lattice size, thus reducing finite-size effects. We
emphasize that, if required, the reweighting range can always
be increased, in arbitrary dimensions, with the use of the
multiple histogram method [26].

To conclude, in addition to computational benefits, the in-
corporation of histogram reweighting in two-lattice matching
Monte Carlo renormalization group calculations is capa-
ble of introducing novel research directions. For instance,
reweighting can be utilized to study complex-valued proba-
bility distributions [27], which cannot be directly simulated
with importance sampling techniques. As a result, the pos-
sibility of extending Monte Carlo renormalization group
methods to complex-valued probability distributions with
the use of histogram reweighting is now an open research
direction.
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