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Dynamics of crack front waves in three-dimensional material failure
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Crack front waves (FWs) are dynamic objects that propagate along moving crack fronts in three-dimensional
(3D) materials. We study FW dynamics in the framework of a 3D phase-field platform that features a
rate-dependent fracture energy �(v) (v is the crack propagation velocity) and intrinsic length scales, and
quantitatively reproduces the high-speed oscillatory instability in the quasi-2D limit. We show that in-plane FWs
feature a rather weak time dependence, with decay rate that increases with d�(v)/dv>0, and largely retain
their properties upon FW-FW interactions, similarly to a related experimentally observed solitonic behavior.
Driving in-plane FWs into the nonlinear regime, we find that they propagate slower than predicted by a linear
perturbation theory. Finally, by introducing small out-of-plane symmetry-breaking perturbations, coupled in- and
out-of-plane FWs are excited, but the out-of-plane component decays under pure tensile loading. Yet, including
a small antiplane loading component gives rise to persistent coupled in- and out-of-plane FWs.
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Introduction. Material failure is a highly complex phe-
nomenon, involving multiple scales, strong spatial local-
ization and nonlinear dissipation. It is mediated by the
propagation of cracks, which feature nearly singular stresses
near their edges [1,2]. In brittle materials, they reach velocities
comparable to elastic wave speeds, hence also experience
strong inertial effects. In thin, quasi-two-dimensional (2D)
samples, a crack is viewed as a nearly singular point that
propagates in a 2D plane and leaves behind it a broken line.
In thick, fully-3D samples, a crack is a nearly singular front
(line) that evolves in a 3D space and leaves behind it a bro-
ken surface. While significant recent progress has been made
in understanding dynamic fracture in 2D [3–6], our general
understanding of dynamic fracture in 3D remains incomplete
[7–36].

A qualitative feature that distinguishes 2D from 3D ma-
terial failure is the emergence of crack front waves (FWs) in
the latter. FWs are compact objects that persistently propagate
along crack fronts [8–15]. In the most general case, FWs
feature both a component in the main crack plane and an
out-of-plane component [12–14]. A linear perturbation theory
of singular tensile cracks, featuring no intrinsic length scales
and rate-independent fracture-related dissipation, predicts the
existence of non-dispersive in-plane FWs, whose velocity is
close to the Rayleigh wave speed cR [9,10]. An extended
linear perturbation theory also predicts the existence of non-
dispersive out-of-plane FWs in the same velocity range [25],
albeit to linear order the in- and out-of-plane components are
decoupled.

Here, we study FWs in a 3D theoretical-computational
framework that has recently quantitatively predicted the
high-speed oscillatory instability in 2D [4–6]. It is based
on a phase-field approach to fracture [37–44], where large
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FIG. 1. (a) The high-speed oscillatory instability observed in 3D
phase-field simulation with Lz =6ξ . The crack propagates in the x
direction, a tensile (mode I) loading is applied in the y direction and
traction-free boundary conditions are employed in z. Plotted is the
phase-field φ(x, t )=1/2 isosurface, which is associated with a finite
crack width, as demonstrated in the lower inset, where a side view of
the crack is presented. (b) A steady-state planar crack under tensile
loading in a thick 3D system (with periodic boundary conditions in z)
interacts with a tough spherical asperity, whose center here coincides
with the crack plane, y=Ly/2 (see text for additional details).
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FIG. 2. (a) Equal time interval snapshots of vx (z, t ) − 〈vx (z, t )〉
(normalized and shifted for visual clarity [45]) during in-plane
FWs formation and propagation (time snapshots correspond to
t =968, 1023, 1068 ξ/cs). The velocity overshoot �vos , and FW
amplitude �vx , width �z and propagation velocity cFW are all
marked (see also text). FWs were generated using v=0.6cs, R=6ξ ,
and δ�=0.6, and feature cFW =0.977cR . (b) �vos (t )/〈vx (z, t )〉 and
�vx (t )/〈vx (z, t )〉 (see legend).

scale elastic deformations—described by an elastic energy
density e(u) (here u(x, t ) is the displacement field)—are cou-
pled on smaller scales near the crack edge to an auxiliary
scalar field—the phase-field φ(x, t )—that mathematically
mimics material breakage. The main merit of the approach
is that the dissipative dynamics of φ(x, t ) spontaneously gen-
erate the traction-free boundary conditions defining a crack,
and consequently select its trajectory and velocity v. More-
over, it also incorporates intrinsic length scales near the crack
edge—most notably a dissipation length ξ (sometimes termed
the “process zone” size [1,2]) and possibly a nonlinear elas-
tic length �nl (embodied in e(u) [3–6])—absent in singular
crack models, and a rate-dependent fracture energy �(v) that
accompanies the regularization of the edge singularity.

The theoretical-computational framework and the quasi-2D
limit. We consider a homogeneous elastic material in 3D,
where Lz is the thickness in the z direction, Ly is the height

in the tensile loading y direction and x is the crack propa-
gation direction (we employ a treadmill procedure to obtain
very long propagation distances using a finite simulation box
length Lx [6]). We use a constitutively linear energy density
e(u)= 1

2λ tr2(E ) + μ tr(E ), with Lamé coefficients λ and μ

(shear modulus), and where E = 1
2 [∇u+(∇u)T+(∇u)T∇u]

is the Green-Lagrange metric strain tensor. The latter ensures
rotational invariance, yet it introduces geometric nonlineari-
ties (last term on the right-hand side). However, the associated
nonlinear elastic length scale �nl remains small (unless other-
wise stated [45]), such that we essentially consider a linear
elastic material and the dissipation length ξ is the only rel-
evant intrinsic length scale. The latter emerges once e(u) is
coupled to the phase-field φ(x, t ) [4–6].

Applying this framework in 2D, i.e., Lz =0, the high-speed
oscillatory instability was predicted, in quantitative agreement
with thin-sample experiments [3–6,54–56]. In this instability,
a straight crack loses stability in favor of an oscillatory crack
when surpassing a critical velocity close to cR (to be distin-
guished from the qualitatively different quasistatic oscillatory
instability [46–53]). In Fig. 1(a), we present a high-speed
oscillatory instability in a thin 3D material, Lz >0, where all
quantities—including the wavelength of oscillations—agree
with their 2D counterparts. These results support the validity
of the 3D framework as it features the correct quasi-2D limit.

Next, we aim at exciting FWs and studying their dynam-
ics. We consider thick systems (with Lz/ξ �1 and periodic
boundary conditions along z), see Fig. 1(b). Loading bound-
ary conditions ui(x, y=0, z) and ui(x, y=Ly, z) are applied.
In most, but not all, cases (see below), we apply ten-
sile boundary conditions uy(x, y=0, z)=−uy(x, y=Ly, z)=
δ/2, resulting in mode I cracks initially located at the y=
Ly/2 plane. The tensile strain δ/Ly translates into a crack
driving force G (energy release rate) [1,2,17], which is bal-
anced by a rate-dependent fracture energy �(v). The latter
features d�(v)/dv>0, whose magnitude depends on the
relaxation/dissipation time scale τ of the phase-field φ [6],
through the dimensionless parameter β ≡τcs/ξ (where cs is
the shear wave speed). The entire theoretical-computational
framework depends on two dimensionless parameters, β and
ec/μ, where ec is the onset of dissipation energy density [6].

FWs are excited by allowing a steady-state crack front to
interact with tough spherical asperities (one or more), see
Fig. 1(b). Each spherical asperity is characterized by a radius
R and a dimensionless fracture energy contrast δ�≡��/�0 >

0, where �0 ≡�(v→0). The position of the asperities with
respect to the crack plane, y=Ly/2, determines the type of
perturbation induced, i.e., in-plane or coupled in- and out-
of-plane perturbations. The resulting perturbed crack front is
then described by an evolving line f (z, t )= ( fx(z, t ), fy(z, t ))
parameterized by the z coordinate and time t (assuming no
topological changes take place). Here, fx(z, t ) is the in-plane
component and fy(z, t ) is the out-of-plane component, and an
unperturbed tensile crack corresponds to f (z, t )= (vt, 0).

The dynamics of in-plane FWs. In-plane FWs are excited
by placing a single asperity whose center coincides with the
crack plane, y=Ly/2 [cf. Fig. 1(b)]. The tough asperity locally
retards the crack front, leading to a local increase in the front
curvature and G [7,27]. The front then breaks the asperity [cf.
Fig. 1(b)], leading to a subsequent velocity overshoot �vos(t )
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FIG. 3. �(v)/�0 for β =0.28 (green squares) and β =2.8 (brown
circles) as previously obtained in 2D (data as in Fig. 3a in [6]),
where d�(v)/dv differs by a factor of 4.6. (inset) The corre-
sponding dimensionless FW amplitude �vx (t )/〈vx (z, t )〉 for both
β =0.28 (green squares) and β =2.8 (brown circles) for v=0.6cs

(FWs were generated using R=6ξ and δ�=0.6). In both cases,
�vx (t )/〈vx (z, t )〉∼1 − (t − t0)/T , where 1/T differs by a factor of
5.8 (see text for details and discussion). t0 is the time at which
well-defined FWs first exist.

ahead of the asperity (cf. Fig. 2(a)). To quantify in-plane
FWs dynamics, we employ vx(z, t )≡∂t fx(z, t ), typically with
respect to 〈vx(z, t )〉≈v, where 〈·〉 corresponds to an average
along z (unless otherwise stated). Strictly speaking, the phys-
ically relevant quantity is the normal front velocity, v⊥(z, t )=
vx(z, t )/

√
1 + (∂z fx(z, t ))2. However, for our purposes here

vx(z, t ) itself is sufficient.
After �vos(t ) reaches a maximum, it decays to zero (cf.

Fig. 2(b)) and a pair of in-plane FWs is generated. Each FW
features an amplitude �vx(t ) (defined as the crest-to-trough
difference), a width �z(t ) (the corresponding crest-to-trough
z distance) and a propagation velocity cFW (in the laboratory
frame of reference), all marked in Fig. 2(a). The dimension-
less FW amplitude �vx(t )/〈vx(z, t )〉 is plotted in Fig. 2(b).
The FW inherits its scale from R, as shown in Ref. [45].

A linear perturbation theory [9], developed to leading order
in |∂z fx(z, t )|
1, predicted the existence of nondispersive
in-plane FWs, in the absence of intrinsic length scales (ξ →
0) and for a rate-independent fracture energy (d�(v)/dv=
0). The theory predicts 0.94<cFW (v)/cR <1 (when v varies
between 0 and cR ). These predictions have been subse-
quently supported by boundary-integral method simulations
of a rate-independent cohesive crack model [10]. In Ref. [9],
an effective crack propagation equation of motion has been
conjectured for the d�(v)/dv �=0 case, suggesting that for
d�(v)/dv>0 in-plane FWs undergo some form of attenua-
tion during propagation.

As materials feature a rate-dependent fracture energy �(v),
it is important to shed light on this physical issue. Our frame-
work naturally enables it as d�(v)/dv is directly controlled
by β. The evolution of the FW amplitude �vx(t )/〈vx(z, t )〉

FIG. 4. cFW /cR vs 〈�vx (t )/〈vx (z, t )〉〉t (〈·〉t is a time average,
prior to FW-FW interaction effects). The FW generation parameters:
v=0.5cs (diamonds), v=0.6cs (circles), v=0.7cs squares, R=4ξ

(black), R=6ξ (brown), R=12ξ (green), R=18ξ (orange). For fixed
v and R, 〈�vx (t )/〈vx (z, t )〉〉t increases with δ� [45].

presented in Fig. 2 corresponds to very weak rate depen-
dence, shown in Fig. 3(a) for β =0.28. Such a flat �(v) is
characteristic of nearly ideally brittle materials such as sil-
ica glass (cf. the experimental data in Fig. 2b of Ref. [57]).
�vx(t )/〈vx(z, t )〉 in this case, presented again in the inset of
Fig. 3, reveals a weak linear attenuation proportional to 1 −
(t − t0)/T , where csT/ξ �1210. However, while our system
width Lz is large enough to resolve FW propagation distances
several times larger than their characteristic width �z (cf.
Fig. 2(a)), the overall propagation time �t prior to FW-FW
interaction (through the periodic boundary condition, to be
discussed below) is �t ∼O(100) (cf. Fig. 2(b)), implying
�t 
T . Consequently, the presented results cannot tell apart
an exponential decay from a linear one as exp[−�t/T ]�
1 − �t/T for �t 
T .

To address this point, and more generally the effect of
the magnitude of d�(v)/dv on in-plane FW dynamics, we
increased β by an order of magnitude, setting it to β =2.8.
The resulting �(v), shown in Fig. 3 (previously reported for
our model in 2D [6]), indeed reveals a significantly larger
d�(v)/dv, nearly a factor 5 larger than that for β =0.28. The
emerging d�(v)/dv is similar to the one observed in brittle
polymers (e.g., PMMA, cf. Fig. 2a in Ref. [57]) and in brittle
elastomers (e.g., polyacrylamide, cf. Fig. 2B in Ref. [58]).
The corresponding �vx(t )/〈vx(z, t )〉 is shown in the inset of
Fig. 3, again following a linear attenuation proportional to
1 − (t − t0)/T , this time with csT/ξ �208. Since in this case
�t is comparable to T , the results support a linear decay, in
turn implying that in-plane FWs may propagate many times
their characteristic width �z even in materials with a finite
d�(v)/dv. Moreover, we note that the decay rate 1/T varies
between the two β values by a factor that is comparable to
the corresponding variability in d�(v)/dv, indeed suggesting
a relation between these two physical quantities [9].

We next consider the FW velocity cFW and the possible
effect of �vx(t )/〈vx(z, t )〉 on it. As explained above, the lin-
ear perturbation theory of Ref. [9] predicts 0.94<cFW/cR <1.
Consequently, we expect our excited in-plane FWs to fea-
ture cFW/cR within this range when �vx(t )/〈vx(z, t )〉 is small.
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FIG. 5. (a) Equal time interval snapshots (see y axis label) re-
vealing the interaction of the two FWs previously shown in Fig. 2(a).
For improved visibility, we rotate the system along the z axis by Lz/2
such that the interaction event takes place in the middle of the system.
(b) �vx (t )/〈vx (z, t )〉 for the dynamics shown in panel (a), the dashed
line is a guide to the eye. See text for discussion.

This is indeed the case in Fig. 4, where the dimensionless
FW amplitude is controlled by systematically varying v, and
the asperity parameters R and δ� (in fact, we find that the
amplitude varies linearly with δ� for fixed v and R [45]).
However, when the amplitude is no longer small, apparently
beyond the linear perturbation regime, we find that cFW/cR

decreases below 0.94, indicating that nonlinear effects tend
to slow down in-plane FWs.

Finally, we take advantage of the z-periodic boundary con-
ditions to study FW-FW interactions. In Fig. 5(a), we present
the interaction dynamics between the in-plane FWs previously
shown in Fig. 2(a). It is observed that the FWs retain their
overall shape after the interaction, yet during the interaction
they do not feature a linear superposition. This behavior is
quantified in Fig. 5(b), where �vx(t )/〈vx(z, t )〉 is plotted be-
fore, during and after FW-FW interaction (before and after
the interaction it is identical for the two noninteracting FWs).
In this case, it is observed that before and after the FW-FW
interaction, each FW follows the very same weak linear decay
previously presented in Fig. 2(b) (see superimposed dashed
line) and nearly drops to zero during the interaction. This
solitonlike behavior is reminiscent of similar experimental
observations made in relation to coupled in- and out-of-plane
FWs [12–14], which are discussed next.

FIG. 6. A pair of coupled in- and out-of-plane FWs triggered
for v=0.4cs and β =0.28 using two adjacent asperities, each char-
acterized by R=6ξ and δ�=0.4. To generate an out-of-plane
perturbation, one asperity is shifted by (δy=−2ξ, δz=−2ξ ) relative
to the middle of the crack front and the other by (δy=2ξ, δz=2ξ ). A
small antiplane loading component is included, resulting in a mode-
mixity (mode III/I) level of 3% (see text for discussion). Plotted
are fy(z, t ) (solid green lines, multiplied by 10, see left y axis) and
fx (z, t ) (dashed brown lines, right y axis) at equal time intervals. FWs
persist through a FW-FW interaction, here taking place at the edges
(z=0, 350ξ ) and propagate at cFW =0.961cR .

Coupled in- and out-of-plane FWs. Experimentally, FWs
have been observed through their fractographic signature
on postmortem fracture surfaces [12–15], i.e., the observed
FWs featured nonlinearly coupled in- and out-of-plane com-
ponents, where both fx(z, t ) and fy(z, t ) are nonzero and
apparently propagate at the same cFW . FWs in the experiments
were excited by huge perturbations, 3–4 orders of magnitude
larger than the out-of-plane component of the generated FWs
[13,14], which in itself was comparable to the fracture dissi-
pation length ξ . For example, asperity sizes of 100−1000 µm
gave rise to FWs with an out-of-plane component of 0.1 µm
in silica glass [13], whose fracture dissipation (process zone)
size is estimated to be in the tens of nanometers range [59].
Coupled in- and out-of-plane FWs are also spontaneously
triggered by microbranching events [14,15], likely to be “large
perturbations” as well.

Due to computational limitations—most notably on the
magnitude of Ly—we are not able to resolve this huge span
in scales between the triggering perturbation and the result-
ing out-of-plane component. Consequently, the out-of-plane
perturbations accessible to us are rather small. In particular,
we perturbed the initially planar crack by a pair of adjacent
asperities, one slightly shifted above the crack plane and one
below, breaking the up-down symmetry. Such perturbations
excite both in- and out-of-plane crack front components, but
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the latter decays after a short transient (while the former
persists [45]).

To understand if the latter observation is exclusively
due to computational limitations (in resolving finite per-
turbations and the associated scale separation) or whether
other physical factors are at play, we considered the recent
experiments of Ref. [35]. It was shown therein that out-of-
plane crack surface structures—most notably surface steps
[31,35,36]—might crucially depend on the existence of small,
weakly experimentally controlled, antiplane loading compo-
nent (mode III, anti-symmetric loading in the z direction, e.g.,
due to small misalignment between the crack plane and the
tensile axis). To test the possibility that a small amount of
mode-mixity (mode III/I) might play a role in generating
persistent coupled in- and out-of-plane FWs, we introduced
a mode-mixity level of 3%, i.e., uz(x, y=0, z)=−uz(x, y=
Ly, z)=0.03 |uy(x, y=Ly, z)| into the above-described calcu-
lations. The results are presented in Fig. 6, revealing persistent
propagation of a pair of coupled in- and out-of-plane
FWs, featuring nonzero fx(z, t ) and fy(z, t ) that propagate
at cFW =0.961cR .

The amplitude of fy(z, t ) is tiny, a small fraction of ξ

(yet it varies systematically with mode-mixity [45]). More-
over, it is an order of magnitude small than that of fx(z, t )
(notice the two y axis labels in Fig. 6). Interestingly, this
observation is consistent with experimental estimates [13]
that suggest that ∂t fy(z, t ) is much smaller than ∂t fx(z, t )
(estimated using real-time measurements of in-plane crack
velocity fluctuations at z=0 and z=Lz [13]). Overall, the ob-
served coupled in- and out-of-plane FWs propagating at cFW =
0.961cR with a small out-of-plane component, which also per-
sist through FW-FW interactions, is reminiscent of several key
experimental findings [12–14]. It remains to be seen whether

a small mode-mixity, which is physically realistic, is an
essential ingredient. One manifestation of it, which can be
tested experimentally, is that the out-of-plane amplitude of the
pair of FWs has opposite signs, see Fig. 6.

Summary and outlook. Our results demonstrate that the
same framework that quantitatively predicts the high-speed
oscillatory instability in thin materials, also provides deep
insight into FW dynamics in thick, fully 3D materials. The ef-
fect of realistic rate-dependent fracture energy d�(v)/dv>0
on the propagation of in-plane FWs is elucidated, as well as
their solitonic nature and the effect of nonlinear amplitudes
on their velocity. Persistent coupled in- and out-of-plane FWs,
similar to experimental observations, are demonstrated once a
small antiplane (mode III) loading component is added to the
dominant tensile (mode I) loading component.

Our findings give rise to pressing questions and subsequent
investigation directions, most notably in relation to out-of-
plane crack structures such as microbranching events and
surface faceting [17,31]. The roles of mode-mixity fluctu-
ations in nominally tensile failure and of realistic material
disorder/heterogeneity (we focused on homogeneous ma-
terials, discrete asperities were just introduced to generate
FWs) should be particularly considered. In addition, improved
computational capabilities (e.g., based on multi-GPU imple-
mentations) should be developed in order to obtain better
scale separation, which in turn may allow one to understand
the effect of finite out-of-plane perturbations on 3D crack
dynamics.
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