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Reduced mixing in inertial confinement fusion with early-time interface acceleration
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In inertial confinement fusion (ICF) implosions, the interface between the cryogenic DT fuel and the ablator
is unstable to shock acceleration (the Richtmyer-Meshkov instability, RM) and constant acceleration (Rayleigh-
Taylor instability, RT). Instability growth at this interface can reduce the final compression, limiting fusion
burnup. If the constant acceleration is in the direction of the lighter material (negative Atwood number), the RT
instability produces oscillatory motion that can stabilize against RM growth. Theory and simulations suggest this
scenario occurred at early times in some ICF experiments on the National Ignition Facility, possibly explaining
their favorable performance compared to one-dimensional simulations. This characteristic is being included in
newer, lower adiabat designs, seeking to improve compression while minimizing ablator mixing into the fuel.
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To ignite and burn an inertial confinement fusion (ICF)
[1,2] target, the deuterium-tritium (DT) fuel must be com-
pressed to high areal densities to confine the hot spot and
give time for fusion alpha particles to heat and bootstrap the
ignition process. Experience with ICF designs on the National
Ignition Facility (NIF) [3–5] that use high-density carbon
(HDC) [6,7] (diamond) ablators has, however, not shown the
expected compression increase between designs that seek to
lower the entropy of the fuel [8]. A possible reason is due
to mixing at the fuel-ablator interface [9–11], which can heat
the fuel, increase its entropy, limit the final compression, and
ultimately reduce the fuel burnup. In this work we show a
stabilizing mechanism that may have aided the compression of
some ICF designs: an interface experiencing constant acceler-
ation following the shock breakout can have significantly less
perturbation growth than without this acceleration. Designs
that incorporate this technique can potentially improve com-
pression while minimizing ablator mixing into the DT fuel,
allowing for higher target gains to be achieved.

In ICF, the laser pulse is tailored to send a series of shock
waves to compress the cryogenic deuterium-tritium (DT) fuel.
Since an individual shock wave can only compress the fuel by
up to 4× from its initial 0.25 g/cm3, separating the shocks
into —two to four carefully timed shocks can combine for a
larger compression [12]. Unexpectedly, however, two designs
frequently used on NIF that have two or three shocks crossing
through the ice exhibit very similar levels of compression
[8]. These designs are shown in Fig. 1. Both designs use an
HDC ablator and have three steps in the laser pulse, sending
three shock waves. Typical shock timing is used in the “HDC”
design with the three shocks timed to traverse the cryogenic
DT ice separately before merging near the ice-gas interface
[11,13]. This shock-timing strategy is the same as used in
the larger-scale “Hybrid-E” design that achieved a burning
and igniting plasma [14–18]. The “Big-foot” design [19–21]
deliberately merges the first two shocks prior to their reaching
the ice, so the ice only senses two shocks, the first one very
strong, and is therefore on a higher adiabat (where adiabat
is the ratio of the pressure to the Fermi degenerate pressure

[22] and is a measure of the fuel’s entropy). Implosions with
a lower adiabat (entropy) following the shock traversals can
compress greater during the final stagnation phase. Simula-
tions expect the HDC design to have an adiabat of 3 at the
time of peak implosion velocity, while the Big-foot design’s
adiabat is 4.2. In experiments, the compression of the fuel
is measured by the down-scattered ratio (DSR) of scattered-
to-primary DT fusion neutrons and is approximately related
to the fuel areal density by ρRfuel ≈ 19 DSR. This DSR was
simulated to be 3.9% for HDC and 3.2% for Big-foot, but both
experiments recorded 3.1 ± 0.2% (NIF experiments N170827
and N180128).

A possible reason for the reduced compression in the HDC
design is material mixing at the fuel-ablator interface. Mix-
ing of ablator material into the dense DT fuel will heat the
fuel, increasing its entropy and reducing its final compression
[9,11,23,24]. This picture is supported by high-resolution two-
dimensional (2D) simulations. Figure 2 shows simulations
using Hydra [25] to model an 8° wedge at the equator with
0.004° resolution and includes surface roughness and a model
of HDC’s microstructure [26,27]. This simulation assumed
an HDC grain size of 2 microns and deresolved the 4-nm
interstitials to 200 nm, conserving mass, but may underpre-
dict the full extent of the mixing [28,29]. These simulations
are near the time of peak fuel velocity at radius 200 micron
(convergence ratio ∼4.5), prior to the stagnation shock slow-
ing down the shell. The HDC design experiences fine-scaled
mixing of ablator material into the DT. As this hot carbon mix
enters the ice, it locally heats the surrounding DT and lowers
its density. In contrast, the Big-foot design has no fine-scale
mixing occurring at this interface.

The impact of these levels of mixing on compression is
estimated using 1D simulations with a “fall-line” mix model,
which allows the mix level to be adjusted to account for higher
amounts of mixing that may occur in experiments. This model
does not produce a predictive level of mix, as the user needs to
specify when mixing starts, and the simulation will then mix
across the interface based on the distance it has accelerated
beyond its free-fall location. In this configuration, we are
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FIG. 1. (a) Laser pulse history and (b) shock wave trajectory
in Lagrangian coordinates for the Big-foot and HDC designs. Both
designs have three shocks but in the Big-foot design the first two
shocks are timed to merge prior to entering the ice, increasing the
entropy of the fuel. The final shock is designed to merge near the
ice-gas interface.

mixing during the in-flight acceleration period, rather than
the late-time deceleration period used by others [30]. This
model, in its implementation in Hydra, runs in-line, mixing
materials and updating the equation of state as the simulation
evolves, but the mixing does not respond dynamically to these
changes, as the mix width is solely prescribed by the fall-line
distance. Other models, like RANS-based models [31–33]
or buoyancy-drag models [34–36], can dynamically respond
based on local changes to the Atwood number or sound speed.
Figure 2(c) shows simulations with mixing turned on at vari-
ous times, finding compression dropping for both designs as
the fuel-ablator mix width is increased. The mix width in this
figure is measured at the time of peak velocity, 7.80 ns for
HDC and 7.60 ns for Big-foot. At ∼20 microns of mix width
[similar to that seen in Fig. 2(b)], the DSR drops to 80%

FIG. 2. Density and temperature at the fuel-ablator interface in
high-resolution 2D simulations at radius 200 microns in the (a) Big-
foot and (b) HDC designs. Times are 7.50 and 7.68 ns for (a) and (b).
Big-foot appears very stable at this interface while with the HDC
design there is ablator material mixing into the DT fuel. The impact
of mix on DSR is shown in (c) from 1D simulations with an in-flight
fall-line mix model turned on at various times.

FIG. 3. (a) Mix width from the simulations in Fig. 2. The mix
width is the extent that ablator material goes from 0.1% to 99.9% at
the fuel-ablator interface. (b) Atwood number vs time and (c) fuel-
ablator interface velocity. The difference in mix width is apparent
immediately and appears to be due to the initial RM growth, as
during this time the Atwood numbers are negative (stable) for both
designs. The main difference is that there is a near constant acceler-
ation in the Big-foot design following the initial shock breakout.

of its original value for both designs. Interestingly the HDC
design is degraded more for a given level of mix because the
lower adiabat results in a thinner fuel layer at peak velocity
(25 microns vs 39 microns for Big-foot), thus more of the fuel
is contaminated.

The traditional view of stability at this interface has
been related to the classical Rayleigh-Taylor (RT) instability
[37–40], where mixing would occur if the HDC ablator were
lower density than the DT fuel in-flight, but these simulations
suggest these densities are very similar and a different mech-
anism is responsible for the mixing dynamics.

To understand the cause of the mix-width difference be-
tween these two designs, we look at the time history of
the mixing layer, shown in Fig. 3. The mix widths of these
two designs diverge immediately following shock breakout at
3.4 ns. At this early time, the interface is stable to Rayleigh-
Taylor growth, as shown in Fig. 3(b), due to its negative
Atwood number [A = (ρabl − ρDT)/(ρabl + ρDT), comparing
the density between the ablator and DT]. Both designs ex-
perience an impulsive acceleration which will lead to growth
from the Richtmyer-Meshkov (RM) instability [41,42], but we
see in Fig. 3(c) that the Big-foot design is further accelerating
following the shock breakout whereas the HDC design has a
constant velocity. This acceleration difference appears to be
the cause of the mix-width divergence.

The impact of constant interface acceleration following the
impulsive RM growth can be understood by considering the
dispersion equation for an interface perturbation of height h
and frequency γ 2 = Agk, where g is the acceleration and k is
the wave number [43]:

∂h2

∂t2
− γ 2h = 0. (1)

For a constant γ this has the solution

h(t ) = h0 cosh (γ t ) + ḣ0

γ
sinh(γ t ). (2)

L023202-2



REDUCED MIXING IN INERTIAL CONFINEMENT … PHYSICAL REVIEW E 108, L023202 (2023)

FIG. 4. (a) Interface growth vs time following a Richtmyer-
Meshkov (RM) interaction (red) or RM followed by Rayleigh-Taylor
(RT) acceleration. The acceleration imparts an oscillation, limiting
the unbounded RM growth. (b) Growth factor after 1 ns for a spec-
trum of mode numbers. Above mode 200 the growth factor is reduced
with the acceleration term, with a zero near mode 1000.

When Agk < 0, like the initial stage of these designs,
where the abator is much denser than the DT fuel, this equa-
tion has oscillatory sine and cosine solutions,

h(t ) = h0 cos (γ t ) + ḣ0

γ
sin (γ t ). (3)

The initial growth rate can be approximated by the impul-
sive RM formula ḣ0,RM = ∇VAkh0, where �V is the jump in
interface velocity caused by the shock. Using the values sim-
ilar to Fig. 3, A= −0.5, g = 20 micron/ns2, and a 2-micron
wavelength, Figure 4 shows the time history expected for a
perturbation with and without a constant acceleration follow-
ing the RM impulse of ḣ0/h0 = −63 ns−1. The oscillatory
behavior of the constant acceleration limits the RM growth
to a maximum amplitude of h0

√
1 + �V 2Ak/g. Figure 4(b)

shows the growth factor (h/h0) after 1 ns following the initial
shock acceleration for a range of mode numbers (k∗ radius).
This is approximately the time the second shock wave arrives,
which will amplify any perturbations that grown during the
first phase. The growth factor of low mode numbers is rela-
tively unchanged, but by mode 200 the growth starts to reduce
and inverts by mode 1000, with another inversion occurring
at higher modes. This picture suggests that designs can aim
to place the growth factor zero at the most dangerous mode,
for example ablators like HDC and Be that have crystalline
structure can time the growth factor at the grain scale to
be zero when the second shock arrives. The 2-micron grain
scale used in the simulations of Fig. 2 induce a mode ∼3000
perturbation, nearing one of the zeros in this growth-factor
curve. The stabilizing effect that RT can have on RM has been
recognized elsewhere, particularly in experiments that are
trying to achieve pure RM but must account for acceleration
effects [44–48].

We performed 2D ICF implosion simulations with single-
mode perturbations to test this predicted oscillatory behavior
in this more complicated scenario with time-varying acceler-
ations and densities. These calculations impose a very small
(0.01 nm) sine-wave perturbation at the fuel-ablator interface
and track its amplitude growth through time. To analyti-
cally compute the RM growth rate, the impulsive growth-rate
formula of Ref. [49] was used, which incorporates compress-
ibility effects by averaging the post- (+) and preshock (−) A

FIG. 5. Growth factors from a mode 500 simulation (a) at early
time and (b) up until peak velocity. At early time, the model ac-
curately reproduces the compression and the growth rate, though
sound-speed effects in the 2D simulation cause some delay that im-
pacts the phase later in time. The model predicts a similar amplitude
later in time, showing that mode 500 growth is minor at this interface.

and h,

dh

dt
= 1

2
k�V (A+h+

0 + A−h−
0 ).

The postshock amplitude is computed per Ref. [41] by
noting that the shock of speed Us will reach the peak of the
perturbation first, accelerating it to a velocity of �V over a
time h0/Us before reaching the trough. Therefore, the ampli-
tude will reduce to

h+
0 = h−

0

(
1 − �V

Us

)
.

The pre and post-shock Atwood numbers are computed
through 1D simulations as shown in Fig. 3. To combine RM
and RT effects in our analytical expression, Eq. (1) is aug-
mented as

d2h

dt2
=

{ 1
2 k�V (A+h+

0 + A−h−
0 )δ(t ) RM

γ 2h RT
, (4)

where the RM acceleration term is used if large interface
accelerations are detected. For simplicity, this analysis omits
Bell-Plessett [50,51] effects, which can become important at
late times. This equation is numerically integrated from the
1D simulations. Figure 5(a) shows this analytical model com-
pared to the 2D perturbation simulation during the initial RM
interaction. The interface amplitude compresses by ∼10× and
then grows in the negative direction. This 1D model accurately
reproduces the growth rate, but the 2D simulations show a
startup delay before reaching their linear rate. This delay is
due to the finite time (wavelength/sound speed) required for
the baroclinic vorticity to communicate with the peak and
trough of the perturbation [52]. One could add this delay
time to this model, but it adds more complexity and is not
needed for higher modes. Figure 5(b) shows that later in time,
this simple model has approximately reproduced the ampli-
tude and periodicity of this mode 500 perturbation, but small
differences have accumulated and the two curves are out of
phase. At this mode number the two designs show a similar
growth factor of 3–6×. This level of growth is minor given
the submicron perturbations present on these capsules.

At high mode numbers, where the RM growth is larger but
the oscillatory impact of the RT term can reduce the overall
growth, these two designs have significantly different growth
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FIG. 6. Growth factor (h/h0) (a) vs time at mode 2000 and (b) vs
mode number. The model reproduces the observed behavior, where
the HDC design (red) shows significantly more growth than Big-foot
(black) at modes above 1000.

factors. Figure 6(a) shows a 2D simulation with a linear
mode 2000 perturbation compared to this analytical model.
The model again does a good job at matching the early-
time growth, the periodicity, and the approximate magnitude,
but some small differences again accumulate. At late times
(7–8 ns), the growth factors of these two designs differ by
∼20 − 50×. Despite the detailed differences between the
model and the 2D simulation, it is clearly useful for dif-
ferentiating designs that will incur high-mode growth from
those that remain stable [Fig. 5(d)]. The computed cost of
this model from a 1D simulation is ∼10−5× less than the 2D
simulation shown in Fig. 2, so there is clear value in using
this when doing initial design scoping. The growth factor
spectrum [Fig. 6(b)] using this model compared to a set of
2D calculations both show a similar picture as our simple
estimate from Fig. 2, where the stabilization from RT keeps
the Big-foot growth factors low.

To predict the mix width, the growth-factor estimations
from this model need to be combined with the seeds on the
capsule. While the roughness of many ablators is small at the
very-high wave numbers that are considered here, internal or
isolated defects can imprint perturbations on the interface at
all mode numbers. The typical concern with isolated defects
is that they can inject a jet into the hot spot [53,54], but if there
are significant numbers of them, like with HDC’s microstruc-
ture, they can couple to high modes and the mechanisms
discussed here can contribute to fuel-ablator mixing. Once the
growth becomes nonlinear (kh ∼ 1) mode-coupling, bubble-
merger, and other mechanisms will come into play, changing
the growth rate from these linear predictions [55–58].

The reason for the initial accelerating interface in the Big-
foot pulse is explored in Fig. 7, showing four pressure profiles
as the shocks move through the ablator four times. In the
first three times we see the first shock with a flat ∼11 Mbar
pressure profile behind it. Shock 2, however, is followed by
a steep gradient in pressure. This is due to the radiation drive
history: despite the near flat laser power in the second pulse
(2–3 ns), the radiation temperature is increasing in time as the
hohlraum albedo is increasing as energy in stored in walls.
Since the ablation pressure scales as Pabl ∝ T 3.5, the rising
ablation pressure will lead to a pressure gradient between the
shock and the ablation front and will ultimately cause the
interface to accelerate when shock 2 overtakes shock 1 before
it breaks out into the DT ice.

FIG. 7. (a) Radiation temperature and laser power history for the
Big-foot design. (b) Pressure profiles at for times prior to the shock
reaching the DT ice, with times also marked in (a). The first pulse
as a flat Tr history and the shock has flat trailing pressure profile,
but the second shock has a ramped trailing pressure profile, owing to
the increasing Tr history in the drive. This pressure gradient is what
causes the interface acceleration when the merged first and second
shocks merge and accelerate the interface.

The ramped pressure profile of Fig. 7 gives guidance on
how designs can seek a lower adiabat like HDC but retain
the stabilizing characteristics of Big-foot. Two strategies are
apparent: tailor the first shock so that it has an increasing
pressure profile behind it to further accelerate the interface
after breakout, or reduce the strength of the second shock in
Big-foot but keep its pressure gradient and shock 1–2 merge
time. The first strategy has the greatest potential, as a single
shock can be near the limit of HDC’s melt pressure [59] and
deposit less entropy than two shocks, but it is likely more
difficult to achieve, as a time dependent laser profile will need
to be specified to accelerate the interface in the presence of
EOS and hohlraum-dynamics uncertainties. The current “SQ-
n” campaign on NIF is including this technique and others in
a focused effort to increase compression in HDC implosions
with minimal instability growth [60] and its interface accel-
eration history is being measured using a refraction enhanced
radiography technique [61]. Preliminary results of these ex-
periments suggest that this strategy successfully improved the
compression [62]. Figure 8 shows an example of the second
strategy, where the drive flux in the second shock of Big-foot
is reduced by 0.7×. The third shock is also delayed to preserve
the shock-timing strategy, with shocks 1 and 2 still merging
in the ablator and the third shock merging near the ice-gas

FIG. 8. (a) Radiation drive history including an improved design
(blue) that lowers the second shock pressure but preserves its stabi-
lizing characteristics. (b) The growth factors, averaged over modes
1500–2000, show similar stability as Big-foot. (c) A high-resolution
2D simulation shows that the interface is more stable than HDC
(Fig. 2) and similar to Big-foot.
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interface. This weaker merged shock reduced the adiabat of
Big-foot from 4.2 to 2.8, increasing its 1D yield by 5×.
The 1D stability metric is shown in Fig. 8(b), but to reduce
the oscillations the growth factors for modes 1500–2000 are
averaged. This shows that this Big-foot design with a lower
second shock has better early-time stability than the original
Big-foot design. Later in time at 8 ns, this modified design
experiences more growth due to a slightly unstable Atwood
number (0.07, vs 0.0 for Big-foot). This design did not change
the capsule properties, which could be further optimized by
increasing the dopant to improve the Atwood number. A high-
mode simulation of this design, shown in Fig. 8(c), shows that
the fuel-ablator mixing is similar to Big-foot and causes much
less small-scale growth than in HDC.

In summary, the acceleration history of the fuel-ablator
interface can be an important stabilizing lever, as it lim-
its unbounded RM growth to an oscillatory behavior. This
could have been responsible for the favorable performance of
the Big-foot experiments compared to lower adiabat designs
with conventional shock timing. Since designs with conven-
tional shock timing continue to be used, delivering increased
fusion output at a larger scale, this work suggests further
improvements are possible by reducing the growth during
the Richtmyer-Meshkov period. Future designs can specifi-

cally seek to impose an acceleration, through an increasing
ablation-pressure history or through shock mergers as seen in
the Big-foot design.
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