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Stochastic density functional theory (DFT) and mixed stochastic-deterministic DFT are burgeoning ap-
proaches for the calculation of the equation of state and transport properties in materials under extreme
conditions. In the intermediate warm dense matter regime, a state between correlated condensed matter and
kinetic plasma, electrons can range from being highly localized around nuclei to delocalized over the whole
simulation cell. The plane-wave basis pseudopotential approach is thus the typical tool of choice for modeling
such systems at the DFT level. Unfortunately, stochastic DFT methods scale as the square of the maximum
plane-wave energy in this basis. To reduce the effect of this scaling and improve the overall description of
the electrons within the pseudopotential approximation, we present stochastic and mixed DFT approaches
developed and implemented within the projector augmented wave formalism. We compare results between the
different DFT approaches for both single-point and molecular dynamics trajectories and present calculations of
self-diffusion coefficients of solid density carbon from 1 to 50 eV.
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The warm dense matter (WDM) regime encompasses a
wide variety of extreme environments, providing an excellent
testing ground for methods that determine material properties.
This includes planetary interiors [1-3], stellar systems such
as brown and white dwarfs [4], and the capsule compression
stage in inertial confinement fusion (ICF) [5-7]. In ice gi-
ant planets, the interiors may support a superionic phase in
which hydrogen remains fluid within the lattices of the heavier
constituents [8—10], which may help explain the anomalous
planetary magnetic fields of Neptune and Uranus. In addi-
tion, the difference between an exothermic Neptune and an
endothermic Uranus may originate in the nucleation of dia-
monds from hydrocarbon mixtures [11,12]. Finally, properties
such as equations of state and thermal conductivities of vari-
ous hydrocarbons determine the performance of ICF capsules
irradiated by laser pulses [5], and stopping power character-
izes the cooling effects of deposition of the capsule material
into the hydrogen fuel [13,14]. Activation of the James Webb
Space Telescope presages an explosion of discoveries [15]
of exoplanets representing a vast range of physical condi-
tions, distributions, and dynamics involving, to list just a
few, surface-atmosphere couplings [16], interfaces between
solid and liquid components of interiors [17], and formation
pathways [18]. The breakthrough fusion milestone [19] at
the National Ignition Facility emphasizes the role played in
modeling by ever-improved basic physical attributes. Recent
developments signal a pressing need for more accurate micro-
scopic properties over a broad range of WDM conditions.

Many methods exist to determine the basic structure
and dynamics of WDM; the most accurate arise from
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first-principles techniques such as density functional theory
(DFT) [20-22] and path integral Monte Carlo [23,24], which
supply a consistent set of basic material properties such as
equations of state, opacities, mass transport, and electrical
and thermal conduction. Recently, DFT simulations have pro-
vided training information to determine model potentials from
machine learning techniques [10,11,25,26]. Kohn-Sham (KS)
DFT combined with the plane-wave pseudopotential (PWPP)
method is the theory of choice for studying the electronic
structure of numerous materials, ranging from solid-state con-
densed matter to hot dense plasmas. The success of DFT stems
from the balance between computational complexity and use-
ful accuracy, achieved by replacing the quantum-mechanical
wave function by a much simpler quantity: The KS den-
sity matrix, typically constructed from the KS Hamiltonian
eigenstates.

Cubic scaling of the computational complexity of KS-DFT
with respect to both system size and temperature is a ma-
jor limitation [27]. For WDM systems, orbital-free DFT has
been a particularly useful alternative, but it is based on an
approximate treatment of the electron noninteracting kinetic
energy [28-30]. Linear scaling methods, such as stochastic
DFT (SDFT) [31], provide a full KS accuracy alternative
for large or hot systems [32]. Mixed stochastic-deterministic
DFT (MDFT) shows great promise for providing full KS-DFT
accuracy for calculations at any temperature [33]. However,
when combined with the PWPP method, SDFT, and by
extension MDFT, has a quadratic dependence of the compu-
tational cost on the maximum plane-wave energy E.y, i.e.,
on the grid resolution, compared to standard deterministic
DFT’s linear dependence. Moreover, it has been formulated
only in combination with norm-conserving pseudopotentials,
which either show low accuracy or require higher E.,. High
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accuracy and low E., can be achieved using soft pseu-
dopotentials, first developed by Vanderbilt [34], leading to
a nonorthogonal basis. However, the orbitals from either the
norm-conserving or “ultrasoft” pseudopotentials are not the
true KS orbitals. This is critical for calculation of optical
transitions, particularly involving core electrons, e.g., x-ray
absorption near-edge structure spectra [35,36].

The projector augmented wave (PAW) approach, intro-
duced by Blochl [37] and reformulated by Kresse and
Joubert [38], generalizes the soft pseudopotentials to an “all-
electron” formalism. The PAW method provides a realistic
description of core electrons, provides access to the full KS
orbitals, has a long and continued history of development, and
yields accuracy comparable to more expensive all-electron
methods [39]. Moreover, it allows for very low Ey, suitable
for SDFT or MDFT. In this Letter, we develop MDFT, and
SDFT by limitation, within the PAW formalism and present
isochoric calculations and analysis for carbon spanning the
WDM regime, 1 to 50 eV. Recently, White and Collins [33]
proposed the MDFT method that generalizes stochastic and
deterministic KS-DFT approaches and improves the compu-
tational complexity over a wide range of temperatures. It is
based on partitioning the full eigenspectrum of Hppr into
low-energy and high-energy segments such that the max-
imally occupied low-energy eigenstates |ir) are explicitly
resolved while the higher-energy states are spanned by ran-
dom stochastic vectors | x) (see Refs. [31,32,40-42]). We thus
form complementary stochastic vectors (CSVs):

|x0) = (T— > |m><wb|>|xu>, ()

bEN‘/,

where |Y;) is an eigenvector of ﬁDFT with eigenenergy &;.
We define “occupied” CSVs, X' = f 3 (Hpgr) )/, to obtain the
mixed density matrix as

D= I+ D W) flen) (W, )

aeNy beNy

where f is the Fermi-Dirac operator. KS-DFT and SDFT
are, respectively, limits of MDFT where N, or Ny is zero.
All observables can be expressed as traces over appropriate
operators with this density matrix; see [33] for a detailed
description.

Figure 1 shows the density of states (DOS) and occupied
DOS for a disordered carbon system, obtained with KS-
DFT (Ny, = 1024), SDFT (N, = 256), and MDFT (Ny /N, =
128/16). The low-energy deterministic component of MDFT
is shown in pink, and there is overall good agreement across
the three methods. The overlap of the components is due
to the finite width of Gaussian functions used to define the
continuous DOS.

The PAW formalism is based on a linear transformation
matrix T connecting the smooth transformed density matrix
to an all-electron density matrix o,

P=7Tp7, 3)

T=T+) () — 1$Dpil, “)
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FIG. 1. Disordered 64-carbon system at (p,T)=
(3.52 g/cm3, 10 eV): Density of states (DOS) and occupied
DOS (inset) obtained with the KS-DFT (N, = 1024), SDFT
(N, =256), and MDFT (N, =128, N, = 16) methods. The
chemical potential of the system is u = 7.92 eV. The pink (left) and
orange (right) shaded regions indicate the splitting of deterministic
and stochastic subspaces in MDFT.

with (pi|<¢;j) = §;;. Here, |¢;) is an all-electron partial wave,
and |¢@;) is a pseudo partial wave dual to the projector |p;).
This transformation is exact for a complete set of partial waves
and projectors [37,38]. These functions are limited to local-
ized “augmentation spheres” around each atom. Observables
are preserved by defining pseudized operators O as

E[0]=Ti[pO0)=Ti[p 0], O=7'07. 5)

The transformed identity operator gives an S-orthogonality
condition for the transformed wave functions:

S=7 =T+ Ip)($ile;)) — Bl D(pil. (6
ij
(Wal¥s) = (FalS1V) = u )

Therefore,_ Uy is a _solution to the generalized eigenvalue
problem, Hgsy = £Sv. This S-orthogonality condition com-
plicates the generation of transformed stochastic vectors.

Our approximate projections via all-electron or norm-
conserving and transformed vectors is given by

T Xl + D e (Wl

aeNy beNy,
= Y TARNTE + D T (Il ®)
aeN, beNy,

From the vector transformations, the identity operator
[Eq. (8)], and the S operator [Eq. (6)], we find that

S=tiTr~ §< PLACAESDS |¢b><¢b|>§,

aeN, beNy
SR Y IR+ D 1l ©)
aeN, beNy

For the moment we assume Ny, = 0 and determine the form
of |¥.). We define a set of stochastic vectors |j,) such
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that (F|T1|7') = 8(F, 7)) ~ Y (FlXa){Xal?"), which has the
same form as the all-electron stochastic vectors [33], but
with 7 and 7’ from the coarser _grid of the transformed
functions [32]. Using the identity / = TS~!'T" (see the Sup-
plemental Material [43], Eq. (S8)) and Eq. (8), we obtain

|%a) = 872 %a)- (10)

A computationally efficient and sufficiently accurate S was
formulated recently by Li and Neuhauser [44]. Using the same
identity, the pseudized density matrix can be written as (see
the Supplemental Material [43])

P =fS"Hgs)S,
= 28 Hys)S™ 2 (HsS ™). (11
The procedure for PAW MDFT is similar to the all-electron
or norm-conserving case [33] with three modifications: (i) the
orthogonal stochastic vectors ¥ are generated and rotated to
the standard PAW frame j, (ii) the generalized eigenvalue

problem is iteratively solved to obtain v/, and (iii) the CSVs
are formed via

%) = (ﬁ—l - |1/7b><1/7b|)§|xa>, (12)

bEN‘/,
giving

p=Y X)X+ Y 1) f )i, (13)
aeN, beNy
with
X)) = 2 Hes)I%,)- (14)
In Eq. (14), S7! can be applied via the Woodbury for-
mula [45]. The observables necessary to complete the PAW
formalism, e.g., the on-site density matrix and compensation
charge density, can be calculated from Eq. (13). The general-
ization of PAW forces and stress tensor for MDFT and SDFT
is presented in Sec. S2 in the Supplemental Material [43].
Using our open-source [46] PWPP DFT code SHRED
(Stochastic and Hybrid Representation Electronic Structure
by Density Functional Theory) [47], we perform single-point
ground-state energy calculations on 64-atom disordered car-
bon at a solid-state density of 3.52 g/cm?® with the 4~ PAW
potential. Figure 2 shows a comparison of the three DFT algo-
rithms in terms of computational time per self-consistent field
(SCF) cycle on 128 CPUs and the accuracy and precision of
pressure referenced to the SESAME 7833 value [48]. The free
energy, pressure, and chemical potential for each temperature,
along with the combination of orbitals Ny /N,, are listed in
Table S1 in the Supplemental Material [43]. The combinations
range from 136/4 at kgT =1 eV to 64/40 at kgT = 50 eV,
whereas SDFT times are computed with N, = 128 for all tem-
peratures. The pressures in SDFT and MDFT are computed
as averages over 10 independent SCF runs using a different
set of N, stochastic orbitals, with the statistical error (the
error bars) expressed as the standard deviation of the sample.
The nonlinear nature of the SCF cycle leads to a potential
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FIG. 2. Disordered 64-carbon snapshot at p =3.52 g/cm’.
Comparison of (a) SCF times per cycle and (b) relative pressure
with reference to SESAME 7833 Piesame [48] obtained for Kohn-Sham,
stochastic, and mixed DFT calculations.

bias in SDFT and MDFT given by the difference between
the expected value and the KS-DFT result. Mixed DFT yields
energies within 0.2% (standard deviation of 0.3%) of the ref-
erence KS-DFT values with a 42-fold speedup compared to
KS-DFT at T = 20 eV. Additionally, the chemical potential
and pressure are converged to 0.13 eV (standard deviation
of 0.18 eV) and 7.27 GPa (standard deviation of 8.29 GPa)
relative to their respective KS-DFT results. Electronic nuclear
forces depend on the local electronic density and hence do
not benefit from the self-averaging effect of SDFT [40]. A
comparison of stochastic and mixed DFT forces for several
Ny /Ny is presented in Fig. 3, where F.¥* (F}V) indicates
mixed or stochastic (deterministic KS) forces, such that i =
{x,y,z},a¢ =1,..., N, indexes the atoms,andn =1, ..., 10
indexes the stochastic or mixed run. The absence of an i, n,
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FIG. 3. Comparison of mixed (F,¥*) vs Kohn-Sham (F*¥) DFT
components of forces on all atoms obtained for various Ny /N, . The
agreement between stochastic (0/256, blue triangles) and determin-
istic forces improves at higher temperatures. The data points shown
by magenta circles represent the chosen Ny /N, for mixed DFT
calculations at a given temperature. At higher temperatures, the area
of the force plots is zoomed in to keep a constant scale. The order of
lines at each T matches the key.
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or o index indicates the magnitude of force, averaged value
over 10 independent stochastic or mixed runs, or averaged
value over atoms, respectively. The standard deviation over
n independent runs averaged over the atoms is given by

Nat 10 (v A%
I
A ;Nm ; TR (15)
also see Table S2 in the Supplemental Material [43]. Upon
comparing the bias in mixed forces (|F¥* — FY|) with the
statistical error o¥*, one finds that the largest magnitude of
the force bias across temperatures is 1.280 eV /A, which is
smaller than the largest magnitude of the statistical error,
10.471 eV /A, as expected [49].

Figure 3 shows a comparison of the components of MDFT
and SDFT forces F/V* obtained for several Ny /N, with
the Kohn-Sham forces F*¥. The displacement in the mixed
forces about the linear curve indicates a statistical error that
diminishes with an increasing N, at higher temperatures. At a
given temperature, the data points shown in magenta (circles)
indicate the mixed forces for Ny /N, employed elsewhere in
this work. The forces at T = (30, 50) eV are in good agree-
ment between MDFT and KS-DFT with standard deviations
of 8.647 and 10.364 eV /A, respectively. These can be viewed
in conjunction with the purely stochastic forces shown in blue.
At lower temperatures, increasing the number of deterministic
KS orbitals reduces the fluctuations in forces; for example,
at T = 10 eV, increasing Ny from 128/16 (magenta circles)
to 256/16 (yellow stars) improves the distribution of forces
significantly. However, at moderate to high temperatures one
would require a drastically large Ny, to obtain accurate forces
(see T =50 eV in Fig. 3). Hence, it is advantageous to in-
crease N, and decrease Ny, as the temperature increases [33],
as evidenced by the forces obtained with Ny, /N, = 128/16 vs
16/128 at T = 50 eV.

The magnitude of force averaged over all atoms (F,) is
computed with mixed and KS-DFT methods, as shown in
Fig. 4(a). The error bars denote the standard deviation in
the MDFT forces o¥*, and the blue shaded band indicates
a thermal fluctuation region described by a Langevin-type
fluctuation ¢ such that

MyGo = fo — YaPa + SNa(t), (16)

where ¢ = /2mgy,ksT, g4 and p, are the coordinates and
momenta of the atoms, f, is the force on the atom, y, is
the damping constant, and 7, (¢) is a Gaussian process such
that (n(¢)) = 0 and (n,(t)ne (")) = Saed(t —t'). Langevin
molecular dynamics was successfully used to investigate
forces from SDFT-based simulations [49,50]. At a given tem-
perature, (F,) & 2¢ is explicitly computed and interpolated
to yield the thermal-fluctuation band in Fig. 4(a). The aver-
aged MDFT forces along with the error bars are contained
within the thermal band. This shows that the statistical error
as captured quantitatively by o¥* and qualitatively in Fig. 3
can be absorbed by the thermal fluctuations in dynamical
simulations. While the statistical fluctuations are contained
within 2¢, the bias in the forces lies within 1¢, indicating that
accuracy converges faster than precision [32].

In order to investigate the effect of these relatively small
biases on observables, we apply MDFT to compute transport
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FIG. 4. Disordered 64-carbon system at p = 3.52 g/cm’: Av-
erage magnitude of force on atoms (F,) obtained with KS- and
mixed DFT for a single snapshot. For KS-DFT, N, ranges from
256 at T =1 eV to 6400 at T = 50 eV. The error bars indicate
the statistical error over mixed DFT runs, and the shaded region
represents a Langevin-type friction term at the respective tempera-
ture, (F,) +2¢, with y, = 0.04 fs~! [50]. A comparison of (b) the
velocity autocorrelation function (VACF) for KS- (solid line), mixed
(dash-dotted line), and stochastic (dotted line) DFT methods at T =
5 eV and (c) VACF/T at different temperatures 7. The self-diffusion
coefficients D (integral of VACF) are given in the key in units of
1073 cm?/s.

properties via molecular dynamics (MD) simulations. We em-
ploy an isokinetic [51] ensemble that is typically used for
WDM transport calculations [29,30]. The time-averaged free
energy and total pressure along with their standard deviations
are given in Table S3 in the Supplemental Material [43]. We
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compute the velocity autocorrelation function (VACF) and
self-diffusion coefficient D [29,30,52] of carbon with KS-,
mixed, and stochastic DFT [see Fig. 4(b)]. The finite sim-
ulation time in MD results in a statistical error, in addition
to that due to the stochasticity in SDFT and MDFT. We see
the average MDFT diffusion coefficients fall between 1 and 2
times the statistical error estimate, which is within the range
of reasonable estimates (see the Supplemental Material [43]).
The pure SDFT diffusion coefficient falls slightly outside this
range but is still within 10% of the deterministic case.

Figure 4(c) shows a comparison of temperature-scaled
VACEF and D for several T, with Ny /N, specified in the key.
The relationship between D and T over a temperature range
at any given density was previously investigated for high-Z
materials that exhibit multiple ionization states [53]. It was
argued that, over a large temperature and density range, the
mutually compensating effects of increased ionization and
thermal energy result in a constant coupling parameter I,
giving rise to a so-called I'" plateau which, in turn, affects
quantities such as self-diffusion and viscosity. We see that for
1 to 5 eV the change in temperature dominates correlation,
leading to an increase in D/T, while for greater than 5 eV the
ionization effects become significant, leading to a decrease in
D/T.

We have developed and implemented the MDFT and
SDFT methods within the plane-wave PAW formalism for

DFT. The PAW formalism provides a significant acceleration
of stochastic DFT methods due to both smaller grids and
a decreased eigenspectrum range. Additionally, it opens the
door to efficient, all-electron accuracy, calculations of mat-
ter in extreme conditions like those possible in ambient
conditions [39]. We have demonstrated the efficacy of this
approach in the simulation of transport properties in isochor-
ically heated warm dense carbon up to 50 eV, observing the
crossover from kinetically to Coulomb-dominated correlation
effects. Future work will include additional transport stud-
ies and application of the PAW method to time-dependent
MDFT and optical response via the Kubo-Greenwood
approach.
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