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Nonequilibrium liquid-vapor interfaces: Linear and nonlinear descriptions
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While it is often assumed that liquid-vapor interfaces in nonequilibrium processes are in states of local ther-
modynamic equilibrium, this might not be the case for strong deviations from equilibrium. Clausius-Clapeyron
equations for bulk properties yield a consistently defined temperature of the interface that is close to the liquid
bulk temperature. The alternative interface temperature defined through the surface tension will be different for
stronger nonequilibrium processes. Structural variables are introduced to extend the thermodynamic description
of interfaces to a wider range of processes. Interfacial resistivities will depend on interface temperature as well
as mass and heat flux through the interface.
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I. INTRODUCTION

While evaporation of liquids and condensation of vapors
are processes of daily experience, as well as commonly em-
ployed in technical systems such as vapor power plants or
refrigerators and heat pumps, some finer details of these
processes are still surprisingly little understood. In this
contribution, we discuss the thermodynamic description of
liquid-vapor interfaces in nonequilibrium heat and mass trans-
fer processes.

As a typical setting, Fig. 1 shows one-dimensional trans-
port through a plane interface separating liquid (L) and vapor
(V). Motion of the interface is relative to the observer. For
the discussion of interfacial behavior, the viewpoint of an
observer resting relative to the interface is most convenient,
and the figure and the subsequent equations are for such an
observer. Due to nonequilibrium enforced by suitable bound-
ary conditions, mass flux J and energy flux Q pass through
the interface, where the fluxes entering and leaving might
be different in the case of mass or energy accumulation or
depletion in the interface. Typical Mach numbers are low; thus
both phases are at the same pressure.

Theoretical evaluation [1–3] as well as experiments [4–7]
yield finite temperature differences �T = TV − TL between
liquid and vapor on both sides of the interface, and deviations
of pressure p from equilibrium saturation pressure psat. As
interface effects, these jumps are mostly visible in smaller,
i.e., microscopic, systems, where interface resistances con-
tribute more to overall system resistance than in macroscopic
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systems. Nevertheless, significant temperature jumps were re-
ported for systems on the centimeter scale [6,7].

The thermodynamic description of these jumps is through
interface relations that introduce coefficients to describe the
transport behavior, the so-called interface resistivities [2].
From the particle viewpoint of kinetic theory of gases,
the interface behavior is given through condensation and
accommodation coefficients, so that resistivities are ex-
pressed through these [1–3]. In any case, the coefficients
describing the interface are introduced from theoretical con-
siderations and cannot be found from first principles. That
is, one always faces the need to determine resistivities or
condensation and accommodation coefficients from suitable
experiments.

Physical experiments at macroscopic scales in the labora-
tory are typically conducted in steady state, where vapor is
removed by a vacuum pump, while liquid is replaced such
that the interface remains stationary, while the temperatures
of the liquid and vapor boundaries are fixed [6,7]. Evalua-
tion of measurements suffers from significant experimental
errors; notably the error in pressure measurement is at least
as large as the expected experimental deviation from satu-
ration pressures [7,8]. Typical experiments are restricted to
relatively low evaporation and heat fluxes close to the triple
point.

Molecular dynamics (MD) simulations offer an alterna-
tive, where small systems can be studied at full resolution
of the interface, with well-controlled process parameters such
as evaporation mass flux, temperature gradients in the bulk
phases, etc. Simulations typically mimic the experimental
setting with stationary interface, vapor particles removed and
reinjected into the liquid, and thermostatted liquid and vapor
regions at the boundaries.

In order to extract meaningful data above the stochas-
tic noise, MD simulations are typically run at rather strong
nonequilibrium conditions, with large evaporation fluxes and
steep temperature gradients [9–16].
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MD simulations resolve the molecular scale and yield a
diffuse interface with a continuous change of mass density
over a few molecular diameters, and temperature and velocity
Knudsen layers in the vapor with thickness of the order of
the mean-free path. However, the main interest is for sharp
interface models for larger scales, where the interface is not
resolved, and described by the coefficients mentioned above,
which thus account for effects in the interface itself and in
the Knudsen layers. Finding these coefficients requires extrap-
olations of the MD data and careful evaluation of interface
conditions. This procedure also leads to the question of how
the (sharp) interface must be characterized.

In an extension of Gibbs’ theory for equilibrium interfaces,
Bedeaux and coworkers proposed a local equilibrium descrip-
tion, where the interface is an autonomous thermodynamic
element with its own temperature Ts [17]. Gauge invariance of
the interface location yields an extension to nonequilibrium of
Clausius-Clapeyron-style relations found by Gibbs for equi-
librium interfaces [18]; see [19] for a thorough presentation.
The consistency of the local equilibrium model for the phase
interface was reported in simulations for a square gradient
model [17,20], as well as for molecular dynamics simulations
of a single substance [11] and of mixtures [16].

Typically thermodynamic descriptions of nonequilibrium
interface rely on the ideas of linear irreversible thermody-
namics (LIT) [2,19], which assumes linear relations between
thermodynamic (mass and energy) fluxes and their thermody-
namic forces, which here are deviations in chemical potentials
and temperatures from equilibrium. In LIT, interface resistiv-
ities relate forces and fluxes through linear relations, where
the resistivities depend only on the suitably defined interface
temperature.

Sharp interface models in kinetic theory yield the cele-
brated Hertz-Knudsen-Schrage model and its variants [3,21–
25], which yield nonlinear expressions between mass and
energy fluxes and the thermodynamic driving forces (a model
of this kind is briefly presented and discussed in the Ap-
pendix). Furthermore, recent evaluations of a moment model
for the Enskog-Vlasov equation [26,27] indicate nonlinearity
between forces and fluxes for larger mass fluxes.

Thus, kinetic theory results suggest flow regimes for evapo-
ration and condensation processes in stronger nonequilibrium,
i.e., large mass and energy fluxes, where the linear relations of
LIT cease to hold. To embed these processes into thermody-
namics, this contribution explores liquid-vapor interfaces in
the linear and nonlinear regimes.

Specifically, it will be shown that the definition of inter-
face temperature from two Clausius-Clapeyron-style equa-
tions [17–19] results directly from the bulk properties of the
two phases in the linear limit, hence this interface temperature
is not linked to any specific properties of the interface itself.
Numerical evaluation for simple two-phase property relations
shows that the such a defined interface temperature is rather
close to the temperature of the liquid at the interface. Another
definition of interface temperature through the surface tension
appears to be independent from this.

Then, in order to include nonlinear effects in the thermo-
dynamic description of the interface, we introduce structural
(or internal) nonequilibrium variables. This extended interface
model yields the same conditions for gauge invariance, and

thus the same interface temperature than the simpler model.
Application of LIT leads to resistivities that depend not only
on interface temperature but also on the structural variables.

Due to their smallness, nonequilibrium liquid-vapor inter-
faces will most often be met in steady state. In this limit
the extended transport model reduces to the typical LIT de-
scription, where the resistivities are expressed through the
extended resistivities, and thus depend on interface tempera-
ture and structural variables. As well, in steady state structural
variables are linked to mass and energy fluxes, hence the
steady-state resistivities depend on the fluxes through the
structural variable. With this, the steady-state reduction of
the LIT model with structural variables results in a nonlinear
modification of the usual LIT expressions for the interface,
with resistivities that depend on temperature and mass and
energy fluxes through the interface.

The remainder of the paper proceeds as follows. To set the
stage, in Sec. II we recall the description of phase equilibrium
between bulk liquid and vapor and the interface, formulate
Gibbs, Euler, and Gibbs-Duhem equations, and from these
the Clausius-Claperyon-style interface relations. We show the
latter result as well from the requirement of gauge invariance.

Section III presents the extension of the equilibrium de-
scription to interfaces in local thermodynamic equilibrium,
with three possible definitions for interface temperature, one
from surface tension and two from Clausius-Clapeyron re-
lations. Using thermodynamic relations for the bulk phases,
we show that these agree within first-order differences be-
tween bulk liquid and vapor states. These relations are further
used to evaluate the expected interface temperature Ts for
two simple liquid-vapor models (van der Waals, Carnahan-
Starling-Sutherland), where it is found that the so-defined
interface temperature will be close to the temperature TL of
the bulk liquid at the interface. The section closes with a qual-
itative discussion of differences with the temperature defined
from surface tension.

The model with structural variable(s) is developed and ex-
amined in Sec. IV. Gibbs, Euler, and Gibbs-Duhem relations
are extended by terms accounting for the additional variable.
The further evaluation shows that the Clausius-Clapeyron-
style equations remain unchanged and give the same interface
temperature Ts as before. Surface tension, however, is affected
by the structural variable, which therefore serves to distin-
guish the definitions of interface temperature.

The Gibbs equation forms the base for the development
for a 1D transport model for heat and mass transfer through
the interface, consisting of conservation laws for interfacial
mass, energy, and the structural variable. Following the usual
steps of LIT, the entropy balance results from combining
these with the Gibbs equation, and entropy generation is
identified as a product of thermodynamic forces and fluxes.
Further following LIT, force-flux relations for the interface
are identified. These can be reduced to the usual form en-
countered for steady-state interfaces, where the reduction of
the full model now shows that the resistivity coefficients
will depend on the interface temperature and heat and mass
fluxes.

The paper ends with our conclusions. Further evaluation
of nonlinear resistivities is underway and will be presented
elsewhere. Nevertheless, for better appreciation of the ideas
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FIG. 1. Liquid-vapor interface in nonequilibrium, with mass flux
J and energy flux Q passing through the interface. In this nonequi-
librium process, liquid and vapor temperatures TL , TV at the interface
differ. Both phases are at the same pressure p, which differs from
saturation pressures psat (TL ) and psat (TV ). In steady state JL = JV = J
and QL = QV = Q.

developed, the Appendix shows that the classical Hertz-
Knudsen-Schrage model is naturally nonlinear and will be a
good start for further exploration.

II. EQUILIBRIUM STATES

A. Bulk phases

We are interested in an interface separating a simple liquid
(L) from its vapor (V); see Fig. 1.

In thermodynamic equilibrium states the system exhibits
homogeneous temperature T , homogeneous pressure equal
to saturation pressure psat (T ), and homogeneous chemical
potential (or mass specific Gibbs free energy) μE(T ) = u +
p
ρ

− T s (specific internal energy u, mass density ρ, and spe-
cific entropy s), while mass and heat fluxes vanish. Thus, in
equilibrium liquid and vapor bulk properties are related as
[28]

TL = TV = T,

pL = pV = psat (T ),

μL(T, psat (T )) = μV (T, psat (T )) = μE(T ). (1)

We denote densities of energy and entropy as ε = ρu,
η = ρs and write the corresponding Gibbs and Gibbs-Duhem
equations as [19]

T dη = dε − μdρ, d p = ηdT + ρdμ, (2)

while the definition of chemical potential gives the Euler
equation

−p = ε − T η − ρμ. (3)

Taking the difference for the last two equations between liquid
and vapor phases in equilibrium at T, psat, μE, we find, with
the notation �φ = φV − φL,

0 = �εsat − T �ηsat − μE�ρsat, 0 = �ηsatdT + �ρsatdμE,

(4)

which gives Clausius-Clapeyron-style equations for equilib-
rium states,

�ε

�ρ
|sat = d μE

T

d 1
T

�η

�ρ
|sat = −dμE

dT
. (5)

These equations relate differences of properties between va-
por and liquid to the equilibrium chemical potential μE(T );
the subscript “sat” emphasizes that these relations are valid
for saturated equilibrium states.

B. Interface excess properties

For a two-phase system with interface, the Gibbs equa-
tion requires a term accounting for the work in increasing
interfacial area A, which is given by (equilibrium) surface
tension γE(T ) as

dU = T dS − pdV + μEdm + γEdA. (6)

Since the equilibrium state is a function only of temperature,
the interfacial tension in equilibrium is a function only of
temperature.

This gives rise to the Euler and Gibbs-Duhem relations for
the full system of bulk phases plus interface as

G = U + pV − T S − γEA

0 = −SdT + V d p − mdμE − AdγE, (7)

with total Gibbs free energy G. For each bulk phase
(α = L,V ), we have Gα = Uα + pVα − T Sα , 0 = −SαdT +
Vαd p − mαdμE, and subtracting these from the equations for
the system gives the corresponding equations for the inter-
face. After division by surface area A, and assuming that the
interface does not contribute to volume so that VL + VV = V ,
we find Euler and Gibbs-Duhem equations for the equilibrium
interface as

μEρs = εs − T ηs − γE, 0 = −ηsdT − ρsdμE − dγE, (8)

where all properties with subscript s are surface densities,
e.g., ρs = (m − mL − mV )/A, etc. Combination of the two
equations (8) results in the Gibbs equation for the interface,

T dηs = dεs − μEdρs. (9)

Considering a microscopic look at the interface, it is
smooth, in particular with a smooth curve for mass density
ρ̃(x) between equilibrium bulk states ρL, ρV . In sharp inter-
face modeling we take a macroscopic viewpoint, with a sharp
jump between the bulk phases; that is, bulk properties are
extrapolated to a point x0 within the interface. The interfacial
properties can then be considered as the excess properties that
result from the difference between the actual and extrapolated
curves. The excess mass density is defined as

ρs(x0) =
∫ x0

x0−L
(ρ̃(x) − ρL )dx +

∫ x0+L

x0

(ρ̃(x) − ρV )dx,

(10)

where the domain length L is sufficiently large so that the
integrands vanish outside the interval (x0 − L, x0 + L); see
Fig. 2.
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FIG. 2. Smooth mass density curve ρ̃(x) (grey) and sharp in-
terface model (ρL, ρV ) (dashed) with interface location x0. The
difference between the gray areas is the excess density ρS (x0 ).

For simplicity, the figure shows a monotonous density
curve. For temperatures below the Fisher-Widom line, on the
liquid side the density exhibits oscillations on the molecular
scale which decay towards the bulk liquid [29–31]. The do-
main length L must be chosen such that the oscillations decay
within the interval.

The excess density in Eq. (10) and Fig. 2 is defined as
the difference of two contributions. The gauge transformation
behavior results entirely from the subtraction of the sharp-
interface contribution through the arbitrariness of the location
of the sharp interface. For an excess density and its gauge-
transformation behavior it is not essential that the actual
contribution can be calculated from a smooth profile. Such
a smooth profile may not exist for nonlocal properties, such as
entropy. However, even for a nonlocal extensive quantity, one
can define an excess density that obtains the proper gauge-
transformation behavior from the subtracted sharp-interface
contribution.

Obviously, the value of the excess density depends on the
chosen location x0 of the so-called dividing surface [18,19],
and a gauge transformation; i.e., a shift of size l in that
location results in shifted values for the surface densities,

ρs(x0 + l ) = ρs(x0) + �ρl,

εs(x0 + l ) = εs(x0) + �εl, (11)

ηs(x0 + l ) = ηs(x0) + �ηl.

Temperature T , surface tension γE, and chemical potential
μE are intensive properties of the equilibrium state and hence
invariant against these shifts.

Taking the shifted Euler equation (8)1 we find

ρs(x0)μE = εs(x0) − T ηs(x0) − γE

+ [�ε − T �η + μE�ρ]l. (12)

We have to address two possible viewpoints on this equa-
tion. Coming from phase equilibrium for the bulk phases,
we know that for a single phase (εα − T ηα + ραμ) = −p,
hence the shift term becomes [−�p] · l = 0, since in equilib-
rium temperature and chemical potential are homogenous, and
the bulk pressures are identical [and equal to psat (T )]. With
this, we conclude that the Euler equation for the interface is

independent of the chosen location of the dividing surface—
the Euler equation is invariant against gauge transformations.

Alternatively, one can demand that the Euler equation is
invariant, which results in the requirement

�ε − T �η + μE�ρ = 0. (13)

As well, demanding gauge invariance of the Gibbs-Duhem
equation (8)2 gives

0 = −�ηdT − �ρdμE. (14)

With this argument, the Clausius-Clapeyron equations (5) re-
sult from the demand for invariance of the thermodynamic
description of the interface against gauge transformations.

Independent of the viewpoint, from Euler and Gibbs-
Duhem equation we find directly

ηs(T ) = −dγE

dT
− ρs

dμE

dT
, εs(T ) = d γE

T

d 1
T

+ ρs
d μE

T

d 1
T

, (15)

so that—maybe not surprisingly—all (equilibrium) surface
densities depend on the chosen location of the dividing sur-
face through the choice of the surface mass density ρs. The
most convenient choice is the gauge ρs = 0, the equimolar
surface, where surface entropy and energy are directly related
to surface tension,

ηs(T ) = −dγE

dT
, εs(T ) = d γE

T

d 1
T

. (16)

Note that γE(T ) and μE(T ) are functions of temperature only;
hence in equilibrium also interfacial entropy ηs and energy
εs are functions of temperature alone. Inserting the above
expressions for ηs and εs into the Gibbs equation (9) results
in an identity.

III. NONEQUILIBRIUM PROCESSES WITH LOCAL
EQUILIBRIUM INTERFACE

A. Postulates

Classical nonequilibrium thermodynamics postulates local
equilibrium states in bulk phases [2,19], that is, it assumes
the local validity of thermal and caloric equations of state and
Gibbs equation.

In this context we note that in the small systems that
naturally occur in resolved descriptions of interfaces, ther-
modynamic properties may depend on underlying statistical
ensembles. Here, however, we consider only profiles of well-
defined mechanical properties. As long as we do not consider
profiles of entropy (or any other properties that can be defined
only for many-particle systems), ensemble dependence is not
an issue [32–34].

The evaluation of the postulates leads to the well-known
Navier-Stokes-Fourier (NSF) equations to describe processes
in not too strong nonequilibrium. Comparison with experi-
ments gives validation of the postulates.

On the other hand, within kinetic theory of gases one de-
rives the NSF equations from the Chapman-Enskog method,
which confirms what was postulated before, i.e., validity
of local equations of state and Gibbs equations result from
Chapman-Enskog expansion to first order [35].
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With local equilibrium of bulk phases well understood, one
will consider extending the assumption of local equilibrium to
phase interfaces, such that the interface itself is in local equi-
librium, but not in equilibrium with the adjacent bulk phases.
Then the relations (8) of the previous section should remain
valid, where now all interface properties depend on interface
temperature Ts, which must be allowed to be different from
the temperatures TL, TV of the bulk phases at the interface.

For the following, we must be clear on notation. In general
nonequilibrium processes, thermodynamic properties exhibit
nonhomogeneous values in the bulk phases adjacent to the in-
terface region of finite but rather small thickness. The location
of the dividing surface lies somewhere within the interfacial
region, and thermodynamic properties values are extrapolated
from the respective bulk phases to the location of the dividing
surface.

In the following, the indices L,V refer to the values of
thermodynamic properties at either side of the dividing sur-
face, as they result from extrapolation. For instance, TL, TV are
the extrapolated values of liquid and vapor temperatures, and
�T = TV − TL is the temperature jump across the dividing
surface. Note that in equilibrium bulk properties are homoge-
neous, hence this notation is agreeable with our description of
phase equilibrium, where extrapolated values agree with the
homogeneous bulk values.

The assumption of a local equilibrium temperature Ts of
the interface requires a rational method of determination.
As in equilibrium, the exact location of the dividing sur-
face must play no role; that is, also in the local equilibrium
case, Eqs. (8)—which remain valid in the local equilibrium
state—must be invariant against a shift in the dividing sur-
face. Moreover, the surface tension, which is—at least in
principle—a measurable property of the interface, should be
the same function of temperature as in equilibrium.

With that, one finds three conditions linking measurements
of (extrapolated) bulk properties ρ, ε, η and surface tension γ

in nonequilibrium to the proposed local equilibrium interface
temperature Ts,

�η

�ρ
= − dμE(T )

dT

∣∣∣∣
T =T (η)

s

,
�ε

�ρ
= d μE(T )

T

d 1
T

∣∣∣∣∣
T =T (ε)

s

,

γ = γE
(
T (γ )

s

)
. (17)

Here �η, �ε, �ρ are differences of bulk properties in
nonequilibrium, extrapolated to the dividing surface. On the
right-hand side of these equations, γE(Ts) and μE(Ts) are
surface tension and chemical potential of the equilibrium state
at temperature Ts.

Further evaluation of these relations requires explicit equa-
tions of state and numerical evaluation; see Sec. III C.

The postulate of local interfacial equilibrium states that the
three relations above, with given values for the nonequilib-
rium state differences on the left-hand side, yield the same
interface temperature,

Ts = T (η)
s = T (ε)

s = T (γ )
s . (18)

In the next subsections we show that the first two condi-
tions yield the same interface temperature as long as the bulk
deviation from the saturation state at Ts = T (η)

s = T (ε)
s is of

first order, which is typically the case for evaporation and
condensation processes at low Mach numbers. It will also be
seen that Ts is rather close to the temperature TL of the liquid
at the interface.

From a thermodynamic perspective, the interfacial tem-
perature is not a stand-alone quantity and should be defined
such that it comes with an interfacial entropy as a conjugate
partner. At equilibrium, we know from Gibbs’ theory that
the excess entropy is deeply related to the interfacial tension,
which, as a function of temperature, actually serves as a
thermodynamic potential for the interfacial thermodynamics.
Therefore, defining nonequilibrium interfacial temperature in
terms of interfacial tension provides a natural generalization.

At present, we are not aware of a link between the inter-
face temperature that follows from surface tension T (γ )

s and
the interface temperature T (η)

s = T (ε)
s from the bulk jumps.

Equality of both remains a postulate. MD simulations give
some evidence that the two temperatures are not too different
[11,16,17,20], while a recent evaluation of a van der Waals
model finds significant differences [32].

B. Jump ratios and interfacial temperature

We consider the ratios �η

�ρ
, �ε

�ρ
for a nonequilibrium state

not too far from an equilibrium state at Ts. Note that the
temperature Ts is to be determined. To proceed, we denote
the deviation of bulk properties (α = L,V ) from the saturated
equilibrium state at Ts as, for a generic property φ,

φα = φα,sat (Ts) + δφα. (19)

We consider all equations to first order in the deviations δφα ,
and denote �δφ = δφV − δφL.

For the differences of bulk properties at the interface we
find for densities of mass and energy

�ρ = �ρsat

(
1 + �δρ

�ρsat

)
, �ε = �εsat

(
1 + �δε

�εsat

)
,

(20)

and for entropy density, with the help of the Taylor expansion
and Gibbs equation (2),

�η = �ηsat

(
1 + 1

Ts

�δε

�ηsat
− μE(Ts)

Ts

�δρ

�ηsat

)
; (21)

here Ts and μE(Ts) appear under the assumption that the
δρα, δεα are sufficiently small.

From the above, to leading order in the �δφ the ratios (17)
can be written as

�η

�ρ
= �η

�ρ

∣∣∣∣
sat,Ts

(
1 + 1

Ts

�δε

�ηsat
− μE(Ts)

Ts

�δρ

�ηsat
− �δρ

�ρsat

)
,

(22)

�ε

�ρ
= �ε

�ρ

∣∣∣∣
sat,Ts

(
1 + �δε

�εsat
− �δρ

�ρsat

)
, (23)

where �η

�ρ
|sat,Ts ,

�ε
�ρ

|sat,Ts are given by (5) evaluated at Ts. To
have Ts in agreement with the postulate of local equilibrium
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(17), the terms in both brackets must simultaneously reduce
to unity:

1

Ts

�δε

�ηsat
− μE(Ts)

Ts

�δρ

�ηsat
− �δρ

�ρsat
= 0, (24)

�δε

�εsat
− �δρ

�ρsat
= 0. (25)

From the second equation (25) this is the case if

�δε = �εsat

�ρsat
�δρ, (26)

while the Euler equation (3) in equilibrium yields

εα,sat (Ts) − Tsηα,sat (Ts) − ρα,sat (Ts)μE(Ts) = −psat (Ts).
(27)

Combining all of the above, we find for the first condition (24)

0 = 1

Ts

�δε

�ηsat
− μE(Ts)

Ts

�δρ

�ηsat
− �δρ

�ρsat

= �δρ

Ts�ρsat�ηsat
[�εsat − Ts�ηsat − μE(Ts)�ρsat] = 0,

(28)

so that both equations are simultaneously fulfilled, i.e.,
the temperatures from the jump conditions agree: T (η)

s =
T (ε)

s = Ts.

C. Evaluation of jump conditions

It is interesting to have a closer look at the differences
between the bulk temperatures TL, TV and the proposed inter-
face temperature Ts obtained from the jump conditions. By
expansion around the equilibrium state at Ts we can write (22)
to leading order in the alternative form

�η

�ρ
= �η

�ρ

∣∣∣∣
sat,Ts

(
1 + αTL

δTL

Ts
+ α�T

�T

Ts
+ αp

δp

psat (Ts)

)
.

(29)

Here we introduced the bulk temperature difference �T =
TV − TL = δTV − δTL, which can be measured; δp = p −
psat (Ts) is the deviation of the common bulk pressure (p =
pL = pV ) from saturation at Ts. The ratios δTL

Ts
, �T

Ts
,

δp
psat (Ts ) are

obvious smallness parameters; in a linear theory their absolute
values should be below 0.05 (e.g., this is so for Ward’s exper-
iments with water). The coefficients αTL , α�T , αp depend in a
nontrivial manner on the property relations of the two phases
evaluated at Ts.

For the postulated local equilibrium of the interface the
parentheses in (29) are unity, which yields an implicit equa-
tion for the interface temperature Ts,

Ts − TL

Ts
= −δTL

Ts
= ᾱ�T (Ts)

�T

Ts
− ᾱp(Ts)

δp

psat (Ts)
(30)

with dimensionless coefficients ᾱ�T = α�T
αTL

, ᾱp = − αp

αTL
. This

equation relates the difference between liquid and interface
temperatures to the temperature jump between phases and
the deviation from saturation pressure, which both can be
measured in principle.

We consider two examples: (1) a van der Waals fluid, where
dimensionless property relations read (temperature τ , mass
density �) [28],

p(τ, �) = 3�τ

3 − �
− 9

8
�2, u(τ, �) = 3

2
τ − 9

8
�,

s(τ, �) = 3

2
ln τ + ln

(
3

�
− 1

)
, (31)

made dimensionless such that τcrit = �crit = 1 and pcrit =
0.375, so that Zcrit = p

ρτ |crit
= 0.375; and (2) the Sutherland

model (hard sphere repulsion and sixth-order attraction) com-
bined with the Carnahan-Starling equation of state for hard
sphere molecules, here in dimensionless form [27],

p(τ, �) = �τ

[
1 + 2π

3
�

1 − π
12�(

1 − π
6 �

)3

]
− 4π

3
�2,

u(τ, �) = 3

2
τ − 4π

3
�,

s(τ, �) = 3

2
ln τ − ln � − 3 − π

3 �(
1 − π

6 �
)2 (32)

with τcrit = 0.755, �crit = 0.249 and pcrit = 0.0675, so that
Zcrit = p

ρτ |crit
= 0.359.

Figure 3 shows the pressure-density diagrams for both
models, with the saturation lines determined from Maxwell’s
equal-area argument and three isothermal lines (subcritical,
critical, and supercritical) [28].

The coefficients ᾱ�T , ᾱp are shown in Fig. 4 on a logarith-
mic scale for dimensionless temperatures T/Tcrit in (0.45, 1).
The figure also shows the equilibrium density ratio ρV /ρL,
which is of similar magnitude as the two coefficients.

Both coefficients ᾱ�T , ᾱp are rather small for most temper-
atures, with the Carnahan-Starling-Sutherland model giving
even smaller values than van der Waals. Based on these data
Eq. (30) predicts temperature differences between the liquid
temperature TL and the postulated interface temperature Ts

well below 10% of the liquid-vapor temperature jump �T for
most evaporation problems.

In other words, for states well below the critical point
the interface temperature Ts is expected to deviate only a
little from the extrapolated liquid temperature TL. For many
practical applications, such as the reported experiments which
are conducted close to the triple point, it will suffice to set
Ts = TL.

For states closer to the critical point, say, for T/Tcrit > 0.8,
the models predict noticeable differences between liquid and
interfacial temperatures.

D. Remarks on surface tension and pressure

Surface tension is the result of anisotropic capillary stresses
in the interfacial region. With viscous stresses ignored, we
write the stress tensor in the interfacial region as

Pi j = p(ρ̃, T̃ )δi j + PK
i j + 
i j . (33)

Here ρ̃(x), T̃ (x) indicate fully resolved curves as in (10).
The pressure p(ρ, T ) follows a nonmonotonous equation of
state; i.e., pressure is van der Waals-like. Dominant interfacial
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FIG. 3. Pressure density diagrams for van der Waals (left) and CSS (right), with saturation lines (blue) and three isothermal lines (red).
The dashed horizontal line indicates the saturation pressure for the subcritical isotherm.

stresses are denoted by PK
i j , for which one might think of

Korteweg capillary stresses of the form [36]

PK
i j = −χ

[(
ρ̃

∂2ρ̃

∂xr∂xr
+ 1

2

∂ρ̃

∂xr

∂ρ̃

∂xr

)
δi j − ∂ρ̃

∂xi

∂ρ̃

∂x j

]
, (34)

where χ is a coefficient related to the interatomic potential.
The Korteweg stress gives a reasonably realistic description
of the interface in equilibrium, where temperature is con-
stant T̃ (x) = T , with the resulting density profile ρ̃E (x). In
nonequilibrium, with mass and heat fluxes passing through the
interface, the temperature in the interface will not be constant,
but change on small scale, e.g., due to evaporative cooling
effects and heat transfer. This will influence not only local
pressures but also introduce nonequilibrium stresses 
i j , such
as thermal stresses. A proper local description of the interface
requires a fully resolved energy balance and appropriate con-
stitutive relations. Here is not the place to discuss details (see,
e.g., [26,27]), but we can proceed formally.

The density profile ρ̃(x) results from solving the momen-
tum balance in a normal direction

Pxx = p(ρ̃(x), T̃ (x)) − χ

(
ρ̃

d2ρ̃

dx2
− 1

2

dρ̃

dx

dρ̃

dx

)
+ 
xx = P0,

(35)

where P0 is constant system pressure. In equilibrium with
T̃ (x) = T and 
i j = 0 we have P0 = psat (T ), and the satu-
ration pressure can be found from Maxwell’s equal area rule,
which also yields the bulk densities [28].

The gradient terms in PK
i j and 
i j compensate the unstable

branch of the pressure curve p(ρ, T ). The surface tension
results from the difference between normal and tangential
stress as

γ =
∫ L

−L
(Pxx − Pzz )dx

= χ

∫ L

−L

(
dρ̃

dx

)2

dx +
∫ L

−L
(
xx − 
zz )dx. (36)
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FIG. 4. Coefficients ᾱ�T , ᾱp for determination of interface temperature, and liquid-vapor density ratio ρV /ρL , for van der Waals gas (vdW)
and Carnahan-Starling-Sutherland gas (CSS).
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From (35, 36) it is evident that nonequilibrium processes
deform the interface (ρ̃ �= ρ̃E ) and thus affect surface tension
γ . The proposed interface temperature T (γ )

s = γ −1
E (γ ) results

from the deformation of the interface due to nonequilibrium
effects and appearance of Knudsen layers. In contrast, the
temperature T (η)

s = T (ε)
s from the Clausius-Clapeyron-type

relations depends only on bulk properties. It appears quite
unlikely that both should agree.

In a recent evaluation of a van der Waals fluid simulation
data gave proof, both of the agreement of T (η)

s and T (ε)
s and of

these being different from T (γ )
s [32].

IV. EXTENDED INTERFACE THERMODYNAMICS:
STRUCTURAL VARIABLE

A. Structural variables and gauge invariance

When the proposed interface temperatures different for
stronger nonequilibrium, T (γ )

s �= T (η)
s , the local equilibrium

description of liquid-vapor interfaces does not succeed. In a
phenomenological extension of the formalism, we add one or
several structural (or internal) variables to the description of
phase interfaces in nonequilibrium processes.

The structural variables are not specified in their physical
meaning, but one might think of them as a measure of the
influence of nonequilibrium transport of heat and mass across
the interface, which leads to deformation of the interface
(relative to the equilibrium) and other nonequilibrium effects,
such as Knudsen layers.

In the light of [26,27], one might think of a moment
system describing the bulk phases and the interface, where
moments describing the contributions above hydrodynamics
are rescaled such that they are zero in the hydrodynamic
regime, and hence in the bulk phases. Within nonequilibrium
interfaces, however, these higher order variables are nonzero.
The structural variable(s) aims at giving a lump description of
these nonequilibrium contributions in the interface.

The interfacial behavior could also be affected by the
presence of surfactants that affect the mass and heat trans-
fer properties of the interface. Then, the structural variable
accounts for the presence and variation of surfactants; e.g.,
it could be chosen as deviation of surfactant density from an
equilibrium value.

Adding one extensive structural variable λs with intensive
partner βs, the Gibbs, Euler, and Gibbs-Duhem (9, 8) relations
are extended to read

Tsdηs = dεs − μsdρs − βsdλs,

μsρs = εs − Tsηs − γ − βsλs,

0 = −ηsdTs − ρsdμs − λsdβs − dγ . (37)

Any number of structural variables can be added in the same
manner; for the moment we write only one. Here μs denotes
the interface chemical potential in this setting, which in phase
equilibrium reduces to μs = μE(T ). Moreover, γ is the sur-
face tension of the nonequilibrium interface, which differs
from the equilibrium value γE(Ts).

The structural variable λ has no counterpart in the bulk,
that is, outside the interfacial region λ = 0. With that,
�λ = 0, hence λs is gauge invariant by definition. The

requirement of gauge invariance of the Euler and
Gibbs-Duhem equations (37)2,3 yields

�ε − T �η − μs�ρ = 0, 0 = −�ηdTs − �ρdμs, (38)

which are just as before in (13) and (14), only that γE, μE are
replaced by γ , μs.

The second relation (38) implies that the chemical po-
tential μs varies only with temperature Ts, so that also for
this extended model the chemical potential of the interface
is a function of interface temperature alone, μs(Ts). Then, to
match the equilibrium limit, we must have

μs(Ts) = μE(Ts). (39)

We thus find from (38) and (39) the same Clausius-Clapeyron
equations for the nonequilibrium interface as without struc-
tural variable, where interface temperature Ts is defined as

�η

�ρ
= − dμE

dT

∣∣∣∣
T =Ts

,
�ε

�ρ
= d μE

T

d 1
T

∣∣∣∣∣
T =Ts

. (40)

We have seen already that these are compatible to each other,
as long as we have first-order deviations from equilibrium
saturation. For given bulk properties TL, TV , p, the above
equations define a unique interface temperature Ts.

The Gibbs-Duhem relation (37)3 provides information on
surface tension as a function of interface temperature and the
intensive structural variable βs,

dγ = −
(

ηs + ρs
dμE

dTs

)
dTs − λsdβs; (41)

that is, the nonequilibrium surface tension is a function of
two variables, γ (Ts, βs). Surface tension can be considered
as a thermodynamic potential [28], which gives entropy and
structural variable by derivative,

ηs(Ts, βs) = −
(

∂γ

∂Ts

)
βs

− ρs
dμE

dTs

λs(Ts, βs) = −
(

∂γ

∂βs

)
Ts

, (42)

while interface energy is obtained from this and the Euler
equation as

εs(Ts, βs) =
(

∂
γ

Ts

∂ 1
Ts

)
βs

+ ρs

d μE

Ts

d 1
Ts

− βs

(
∂γ

∂βs

)
Ts

. (43)

With the structural variable(s), the matching problem of the
local equilibrium assumption, where T (η)

s from �η

�ρ
= − dμE

dT

and T (γ )
s = γ −1

E (γ ) must agree, is avoided, and the difference
between both temperatures is accommodated by the structural
variable(s). While the interface temperature is defined through
the (compatible) jump conditions (17)1,2, the surface tension
now is a function of two variables and cannot be used to define
interfacial temperature.

B. 1D transport model

We study transport of mass and energy across the interface,
from the viewpoint of an observer resting with the interface.
We denote mass flux as J , conductive heat flux as q, and total
energy flux as Q = Jh + q, with enthalpy h = u + p

ρ
. In the
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1D model to be considered here, there is no transport along
the interface, just exchange processes between the interface
and the adjacent bulk phases; see Fig. 1.

We specifically consider the gauge ρs = 0, so that the
interface cannot accumulate or lose mass. With mass and
energy conserved, their interface values can change only due
to exchange with the bulk phases, while the structural variable
will be nonconserved. This gives the balance laws for mass,
energy, and internal variables as

0 = JL − JV ,

dεs

dt
= (JLhL + qL ) − (JV hV + qV ),

dλs

dt
= πs, (44)

where the direction of transport from liquid to interface is
chosen as positive. The first equation is the mass balance for
the interface with ρs = 0 fixed; conservation of mass thus
implies

JL = JV = J. (45)

The fluxes for energy follow directly from classical hydro-
dynamics at small Mach numbers in one dimension. In the
balance for the internal variable, πs describes the overall vari-
ation of the internal variable due to exchange with the bulk
phases and interface processes.

The interface entropy changes due to flux exchange of
entropy with the bulk phases, and internal production,

dηs

dt
=

(
JLsL + qL

TL

)
−

(
JV sV + qV

TV

)
+ �s, (46)

where Jαsα + qα

Tα
is the well-known convective plus conductive

entropy flux entering or leaving the bulk phases, and �s � 0
is the entropy generation rate within the interface.

Use of the Gibbs equation for the interface (37)1 and re-
placing time derivatives of the variables from the balance laws
yield, after some reordering, the entropy generation rate as a
sum of products of thermodynamic forces and fluxes,

�s = FJJ + FqL qL + FqV qV + Fπsπs, (47)

where we introduce the thermodynamic forces

FJ = 1

Ts
(hL − hV ) − sL + sV ,

FqL = 1

Ts
− 1

TL
,

FqV = 1

TV
− 1

Ts
,

Fπs = −βs

Ts
. (48)

Thermodynamic forces measure the deviation from equilib-
rium. The forces vanish in equilibrium at Ts, where Tα|E = Ts,
μα|E = μE(Ts), βs|E = 0.

The entropy generation rate (47) is the sum of products
of the above thermodynamic forces and the corresponding
thermodynamic fluxes J, qL, qV , πs, which drive the system
towards equilibrium. To proceed, we use the ideas of linear
irreversible thermodynamics (LIT) [2,19], which assumes lin-
ear relations between fluxes and forces. Accordingly, we write

the force-flux relations with symmetric and positive definite
resistivity matrix RAB,⎡

⎢⎢⎣
FJ

FqL

FqV

Fπs

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
RJJ RJqL RJqV RJπs

RqLJ RqLqL RqLqV RqLπs

RqV J RqV qL RqV qV RqV πs

RπsJ RπsqL RπsqV Rπsπs

⎤
⎥⎥⎦
⎡
⎢⎢⎣

J
qL

qV

πs

⎤
⎥⎥⎦. (49)

The phenomenological coefficients RAB must be deter-
mined either from experiment or from first principles. This is
rather difficult, since one can evaluate the interfacial behavior
only as part of a larger system, where the bulk behavior often
overshadows the influence of the interfacial resistivities. As
will be seen below, the number of coefficients can be signifi-
cantly reduced (from ten to three) if one restricts the interest
to steady state.

Combining the interface balance (44)3 for λs with (48)4 and
the last line of (49) yields the balance for the internal variable
as

dλs

dt
= − RJπs

Rπsπs

J − RqLπs

Rπsπs

qL − RqV πs

Rπsπs

qV − βs

Rπsπs Ts
. (50)

Here the terms with J, qL, qV describe production and de-
struction of structural variable by interplay between interface
and bulk phases due to in- and outgoing fluxes of mass and
energy, while the last term describes the production (positive
or negative) of the structural variable within the interface.

C. Steady state

With the interface thickness being rather small, one will
expect that steady state is established fast relative to variations
in a macroscopic process. Then it suffices to study the steady
state of the interface, for which the balance equations (44) for
energy and internal variable reduce to

qL = J (hV − hL ) + qV , πs = 0. (51)

With this, the entropy generation rate (47) simplifies to the
well-known expression [2,3]

�stst
s =

[
μL

TL
− μV

TV
+

(
1

TV
− 1

TL

)
hV

]
J +

(
1

TV
− 1

TL

)
qV ,

(52)

which gives rise to the phenomenological force-flux relations
for the steady-state interface[

F̂J

F̂qV

]
=

[
μL

TL
− μV

TV
+

(
1

TV
− 1

TL

)
hV

1
TV

− 1
TL

]

=
[
R̂JJ R̂JqV

R̂qV JR̂qV qV

][
J

qV

]
. (53)

These force-flux relations are also obtained by linear combi-
nation of (49), which gives the steady-state resistivities R̂AB

in terms of the general resistivities RAB as

R̂JJ = RJJ + 2RJqL (hV − hL ) + RqLqL (hV − hL )2,

R̂JqV = R̂qV J = RJqL + RJqV + (
RqLqL + RqLqV

)
(hV − hL ),

R̂qV qV = RqLqL + 2RqLqV + RqV qV . (54)
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Notably, in steady state the equation for the structural vari-
able is decoupled from the above; it reduces to

−βs

Ts
= R̂Jπs J + R̂qV πs qV (55)

with the combined resistivities

R̂Jπs = RJπs + RqLπs (hV − hL ), R̂qV πs = RqV πs + RqLπs .

(56)

According to (55), the intensive structural variable βs is in-
duced by mass and heat transfer through the interface such
that βs vanishes in equilibrium and grows with the degree
of nonequilibrium, which is induced by larger mass and heat
fluxes.

Since the structural variable accounts for deviation of sur-
face tension γ from its equilibrium value γE (Ts), one will
expect that this deviation grows with the degree of nonequi-
librium.

D. Linear and nonlinear resistivities

We ask for the dependencies of the resistivities RAB and
R̂AB on the thermodynamic properties that describe the sys-
tem and the processes.

Classically, LIT aims for strictly linear relations between
fluxes and forces, and with the fluxes explicitly appearing on
the right-hand side of Eq. (49), the coefficients should depend
only on the interfacial local equilibrium state,

LIT: RAB(Ts), R̂AB(Ts). (57)

When the modeling is extended to include a structural
variable, the state of the interface is given by interface temper-
ature Ts and the structural variable βs; hence one will expect
dependence on both, so that

LIT (with structural variable): RAB(Ts, βs), R̂AB(Ts, βs).

In a more general examination, one might allow that the
resistivities—most of which describe the interaction of inter-
face with the neighboring bulk phases—depend not only on
the actual state of the interface as given by (Ts, βs), but also on
the state of the adjacent bulk phases, i.e., they depend on, e.g.,
(Ts, βs; TL, TV , p), where p is the common pressure of both
phases (low Mach number flow).

With temperatures and chemical potentials μα (Tα, p)
homogeneous in equilibrium, and the forces vanishing in equi-
librium, the differences between the bulk variables (Tα, μα )
and the interface values (Ts, μE(Ts)) are given through the size
of the forces (FJ ,FqL ,FqV ) in (48),

(Ts, βs; TL, TV , p)

�
(Ts, βs;FJ ,FqL ,FqV ). (58)

Note that Fπs = − βs

Ts
depends on the interfacial state and must

not be listed.
Furthermore, by (49)1,2 the forces are expressed through

the fluxes (J, qL, qV , πs). Hence, we can consider yet another

equivalent lists of variables

(Ts, βs;FJ ,FqL ,FqV )

�
(Ts, βs; J, qL, qV ). (59)

Note that the flux πs does not appear, since it can be expressed
through the other variables [πs is equal to the right-hand side
of the balance (50)].

In summary, we find that in the nonlinear case, the full
set of resistivities can be considered as functions of the bulk
fluxes, as

nonlinear: RAB(Ts, βs; J, qL, qV ). (60)

For steady-state interfaces the list of variables is further
reduced, since the heat flux in the liquid qL is expressed by qV

and bulk properties through (51)1, and the internal variable βs

is induced by mass and energy flux (55), so that we find the
nonlinear resistivities in the principal form

nonlinear (steady state): R̂AB(Ts, J, qV ), (61)

where the interface temperature Ts is determined from the bulk
properties in nonequilibrium by means of (40).

As argued above, for most practical purposes the interfacial
temperature is expected to be rather close to the temperature
of the bulk liquid at the interface, hence one might use

nonlinear (practical): R̂AB(TL, J, qV ). (62)

Nonlinear resistivities must be found either from ex-
haustive MD or DSMC simulations or from evaporation
models. The Appendix presents a variant of the classical
Hertz-Knudsen-Schrage model for ideal gas vapors, which
exhibits nonlinear relations between thermodynamic fluxes
and thermodynamic forces. Accordingly, this model will yield
nonlinear resistivities when exploited for processes outside
the linear regime. The evaluation of this model is currently
in progress and will be presented elsewhere.

V. CONCLUSIONS

The assumption of local thermodynamic equilibrium for
phase interface introduces three different definitions for the in-
terface temperature Ts: the temperatures T (η)

s and T (ε)
s , which

are found from Clausius-Clapeyron jump conditions between
liquid and vapor bulk properties, and the temperature T (γ )

s ,
which is defined through the equilibrium relation between
surface tension and temperature.

In this contribution we have shown that T (η)
s and T (ε)

s are
identical as long as the differences between liquid and vapor
properties are of first order, with values rather close to the
temperature TL of the bulk liquid in front of the interface. We
argued that outside of equilibrium, the surface-tension-based
temperature T (γ )

s is not naturally linked to T (η)
s = T (ε)

s , and
differences are expected.

Enhancing the thermodynamic description by structural
variables, the definition of the temperatures T (η)

s and T (ε)
s

remains unchanged, while the difference of these from T (γ )
s

is described by the structural variables.
Specifically, the structural variables describe nonlinear

transport behavior, where mass and heat transfer resistivities

064801-10



NONEQUILIBRIUM LIQUID-VAPOR INTERFACES: … PHYSICAL REVIEW E 108, 064801 (2023)

are functions not only of interface temperature Ts but as well
of mass and heat fluxes. Quantification of the nonlinearities
requires detailed models or microscopic simulations for eval-
uation, which will help to clarify the question whether, e.g.,
molecular dynamics simulations in strong nonequilibrium are
performed outside the linear regime.
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APPENDIX: HERTZ-KNUDSEN-SCHRAGE MODEL
AS EXAMPLE OF NONLINEAR INTERFACE BEHAVIOR

A simple Hertz-Knudsen-Schrage model for an ideal gas
vapor and incompressible liquid based on a Maxwell interface
model with condensation coefficient ψ and accommoda-
tion coefficient γ yields mass and heat fluxes as nonlinear
functions of the liquid and vapor temperatures at the sharp
interface as [3]

J = 2ψ

2 − ψ

[
psat (TL )√

2πRTL
− p√

2πRTV

]
, (A1)

qV = 2ψ

2 − ψ

(
2RTL − 5

2
RTV

)[
psat (TL )√

2πRTL
− p√

2πRTV

]
+ 4[ψ (1 − γ ) + γ ]

2 − ψ (1 − γ ) − γ

p[RTL − RTV ]√
2πRTV

. (A2)

These equations were obtained from simplifying assumptions as discussed in [3], most notably the ignorance of Knudsen layers.
This model corresponds to the steady-state relations (53).

The fluxes (A1) and (A2) are given in terms of bulk properties TL, TV , p at the interface. For evaluation of the nonlinearity
between thermodynamic forces and fluxes, we must replace the bulk properties through the forces. With the well-known property
relations for the ideal gas the forces are identified as[

F̂J

F̂qV

]
=

[
sV − sL − hV −hL

TL
1

TV
− 1

TL

]
=

[
cp

(
1 − TV

TL
+ ln TV

TL

)
− R ln p

psat (TL )
1

TV
− 1

TL

]
. (A3)

Elimination of vapor temperature TV and system pressure p gives the fluxes (J, qV ) as explicit nonlinear functions of the
forces (F̂J , F̂qV ) and the temperature of the liquid at the interface, TL,

√
2πRTL

psat (TL )
J =

⎧⎪⎨
⎪⎩

2ψ

2 − ψ

⎡
⎢⎣1 −

√
1 + (

TLF̂qV

)exp
(

cp

R

{
(TLF̂qV )

1+(TLF̂qV ) − ln
[
1 + (

TLF̂qV

)]})
exp

[(
F̂J
R

)]
⎤
⎥⎦
⎫⎪⎬
⎪⎭, (A4)

√
2πRTL

psat (TL )

qV

RTL
=

(
− 2ψ

2 − ψ

1
2 − 2

(
TLF̂qV

)
1 + (

TLF̂qV

)

+
{

ψ

2 − ψ
+

[
4(ψ (1 − γ ) + γ )

2 − ψ (1 − γ ) − γ
− 4ψ

2 − ψ

](
TLF̂qV

)} exp
{

cp

R

(
(TLF̂qV )

1+(TLF̂qV ) − ln
[
1 + (

TLF̂qV

)]}]
√

1 + (
TLF̂qV

)
exp

[(
F̂J
R

)]
⎞
⎟⎠. (A5)

Linear force-flux relations are obtained under the assumption of small forces (which imply small fluxes), where Taylor
expansion to first order gives ⎡

⎢⎣
√

2πRTL

psat (TL ) J

√
2πRTL

psat (TL )
qV

RTL

⎤
⎥⎦ =

⎡
⎢⎣

2ψ

2−ψ
− ψ

2−ψ

− ψ

2−ψ

[
1
2

ψ

2−ψ
+ 4[ψ (1−γ )+γ ]

2−ψ (1−γ )−γ

]
⎤
⎥⎦
⎡
⎣ F̂J

R

TLF̂qV

⎤
⎦. (A6)

The equations are written such that the matrix of coefficients is the inverse of the matrix of dimensionless resistivities, which
thus are

r̂KT
αβ =

⎡
⎢⎣

1
ψ

− 7
16

1− 9
7 (1−γ )(1−ψ )
γ+ψ (1−γ )

1
8

2−γ−ψ (1−γ )
γ+ψ (1−γ )

1
8

2−γ−ψ (1−γ )
γ+ψ (1−γ )

1
4

2−γ−ψ (1−γ )
γ+ψ (1−γ )

⎤
⎥⎦. (A7)

For full accommodation (γ = 1) these reduce further to

r̂KT
αβ =

⎡
⎣ 1

ψ
− 7

16
1
8

1
8

1
4

⎤
⎦. (A8)
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FIG. 5. Dimensionless mass and heat fluxes ĵ , q̂ as functions of the dimensionless forces f j , fq for the Hertz-Knudsen-Schrage model (A1)
and (A2) with ψ = γ = 1.

Due to simplifications in the derivation, in particular ig-
norance of Knudsen layers, these differ slightly from the
resistivities that can be extracted from the literature [1],

r̂Cipolla
αβ =

⎡
⎣ 1

ψ
− 0.40044 0.126

0.126 0.2905

⎤
⎦. (A9)

With this principal agreement of the model in the linear
regime, it is a natural conjecture that the underlying kinetic
model will yield nonlinear resistivities for stronger nonequi-
librium. While we will not further evaluate these force-flux

relations here, Fig. 5 shows the rescaled dimensionless
fluxes

ĵ =
√

2πRTL

psat (TL )
J, q̂ =

√
2πRTL

psat (TL )

qV

RTL
(A10)

as a function of the dimensionless forces

f j = F̂J

R
, fq = TLF̂qV . (A11)

The nonlinear behavior is clearly visible for the chosen range
of parameters. A more detailed evaluation of the nonlinear
behavior and the corresponding resistivities is planned for the
future.
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