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Entropy production in the nonreciprocal Cahn-Hilliard model
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We study the nonreciprocal Cahn-Hilliard model with thermal noise as a prototypical example of a generic
class of non-Hermitian stochastic field theories, analyzed in two companion papers [Suchanek, Kroy, and Loos,
Phys. Rev. Lett. 131, 258302 (2023); Phys. Rev. E 108, 064123 (2023)]. Due to the nonreciprocal coupling
between two field components, the model is inherently out of equilibrium and can be regarded as an active field
theory. Beyond the conventional homogeneous and static-demixed phases, it exhibits a traveling-wave phase,
which can be entered via either an oscillatory instability or a critical exceptional point. By means of a Fourier
decomposition of the entropy production rate, we quantify the associated scale-resolved time-reversal symmetry
breaking, in all phases and across the transitions, in the low-noise regime. Our perturbative calculation reveals its
dependence on the strength of the nonreciprocal coupling. Surging entropy production near the static-dynamic
transitions can be attributed to entropy-generating fluctuations in the longest wavelength Fourier mode and
heralds the emerging traveling wave. Its translational dynamics can be mapped on the dissipative ballistic motion
of an active (quasi)particle.
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I. INTRODUCTION

A predator chasing fleeing prey [1] or the vision-cones
restricting interactions [2–4] between herding animals are
vivid examples of nonreciprocal interactions, ubiquitous in
nonequilibrium many-body systems. Likewise, the effective
interactions between colloids in flows [5], active particles
[6,7], or in mixtures of active and passive particles [8–10]
break the action-reaction principle on the microscale. Non-
reciprocal couplings between different order parameter fields
(such as density and polarization fields) also commonly oc-
cur in active field theories [11–14]. More generally, recent
research has made clear that the concept of nonreciprocal
dynamics provides a unifying perspective on a wide range
of nonequilibrium phenomena, including waves on mem-
branes [12], oscillatory patterns in (binary) fluids [10,14–16],
or odd elasticity in soft crystals [17,18]. In field-theoretical
models, nonreciprocal coupling between field components
may entail the occurrence of parity-time (PT )-symmetry
breaking transitions where dissipative order-parameter pat-
terns emerge, most commonly via oscillatory instabilities (or
Hopf-bifurcations) [19,20] and the the recently uncovered
critical exceptional points (CEPs) [13,21,22], all of which can
be understood from the viewpoint of non-Hermitian dynamics
[13,23]. From the perspective of bifurcation theory [24,25],
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both transition scenarios are linear instabilities of the dy-
namics and can be characterized by the linearized dynamical
operator’s eigenvalues and eigenmodes that become unstable
in the course of the transition. For oscillatory instabilities,
the eigenvalue of the critical mode is complex and becomes
purely imaginary at the transition. At CEPs, a vanishing real
eigenvalue is accompanied by the coalescence of unstable
eigenmodes.

The nonreciprocal Cahn-Hilliard model has been recog-
nized as prototypical in this respect [26–28]. It exhibits
a traveling-wave phase with two associated PT -symmetry
breaking transitions [see Fig. 1(d)], one via a line of criti-
cal exceptional points; yet it is simple enough to be studied
analytically. The traveling wave phase is a paradigmatic
example of how dynamical phases of traveling patterns in
non-Hermitian field models are always characterized by a
coupling of the broken parity of a spatial pattern and the
sense of motion, and thus by PT symmetry breaking. The
Cahn-Hilliard model consists of two field components, each
evolving according to a gradient dynamics, which can be
thought of as the densities of two (de)mixing substances. In
the nonreciprocal version, the interaction between the com-
ponents is not mutually symmetric, and therefore violates the
reciprocity principle that is a cornerstone of any equilibrium
system. The dynamics of such a nonreciprocal field model
can therefore not be understood from the perspective of one
global effective potential (or “nonequilibrium free energy”),
but rather as a “dynamical frustration”: while field A tries to
relax to a more favorable state, it pushes field B into a state of
higher local energy; and vice versa [29]. By analogy with two
particles obeying a run-and-catch relation, this also illustrates
the basic mechanism that causes the emergence of traveling
patterns. On the level of eigenmode dynamics, a traveling
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FIG. 1. (a) Phase diagram of the stationary solutions of Eq. (1) as established in Ref. [26] for κ = 0.01, γ = 0.015 and β = 0.05. The
mixed phase is marked in yellow, the static-demixed phase in blue and the traveling-wave phase in red. The transition from the static-demixed
phase to the traveling wave phase is through a line of exceptional points, which is here marked by a vertical blue line. The transition from the
homogeneous phase to the traveling wave phase is through a line of oscillatory instabilities, here marked by a horizontal red line. The dotted
gray lines (c1–c6) mark paths along which the behavior of the entropy production is displayed in Figs. 2, 4, and 5; (b)–(d) snapshots of the
stationary solutions for ε = 2.5×10−5. Unlike to the static-demixed phase, the maxima and minima of the profiles of the fields φA (gray) and
φB (black) in the traveling-wave phase have a characteristic mean phase shift 〈�θπ 〉 > 0, with �θπ ≡ θA − (θB − π ), which is aligned with
the direction of propagation. This coupling of the propagation direction to the relative phase shift (which determines the parity of the profile)
entails the PT symmetry breaking in the nonreciprocal Cahn-Hilliard model.

wave can be characterized as a “chase” along the Goldstone
mode [13], which itself tends to dynamically restore a sponta-
neously broken symmetry.

Compared to the phase behavior of nonreciprocal many-
body systems, their fluctuations are, so far, much less
understood. A particularly intriguing question concerns the
time-reversal symmetry breaking (TRSB) of the fluctuations
of nonreciprocal systems, which can be quantified by the
(“informatic”) entropy production rate S [30,31]. Indeed,
from the analogy with the dynamically frustrated run-and-
catch dynamics, we may wonder how the fluctuations reflect
the emergence of the collective organization and mesoscale
phases. Conversely, since traveling waves break time-reversal
symmetry on the mesoscopic and deterministic level, one may
wonder whether this is already the case for transient fluctua-
tions.

In two companion papers [32,33] we prove such a state-
ment for a broad class of non-Hermitian models, which
includes the nonreciprocal Cahn-Hilliard model studied here.
Namely, we show that S exhibits, quite generally, a character-
istic signature at continuous static-dynamic phase transitions.
Here, we provide a more explicit and detailed analysis of
TRSB for said model, by means of simulations and pertur-
bative analytical calculations. We explicitly consider S near
the two dissimilar types of static-dynamic phase transitions,
namely an oscillatory instability and a CEP, in the low-noise
regime. To this end, we first introduce a Fourier decom-
position of the entropy production rate S . It enables us to
calculate S numerically for the full parameter range of the
phase diagram, and also provides the basis for our perturba-
tive approaches. We find that S increases steeply toward the
static-dynamic transitions, as predicted by our general theory
[32,33]. Moreover, our perturbative analytical expressions for
the Fourier contributions unravel the scale-dependence of the
entropy production, in all phases. This is crucial for a qual-
itative understanding of how TRSB arises, and with which
physical features it is associated. For example, by extracting
the precise scaling of S in the noise intensity, we can de-
termine whether the fluctuations retain their nonequilibrium

character in the deterministic (zero-noise) limit. Furthermore,
an important result, which follows from these analytical con-
siderations, is the role of the translational fluctuations of the
demixing profiles, in the static-demixed phase. The latter are
shown to account for most of the incipient entropy production.
Interestingly, as we rigorously show in Ref. [32], the dynamics
of the associated patterns can be mapped onto the persistent
motion of an active (quasi)particle, illuminating its dissipative
character.

The paper is structured as follows. In Sec. II, we introduce
the model and framework, and present the spectral decompo-
sition of the entropy production rate. In Sec. III, we derive
approximative solutions for S in the low-noise regime, study-
ing each of the phases and the associated transition scenarios,
separately. To tackle S in the static-demixed phase, we need
to develop a refined approach and make some further suitable
assumptions. We reinforce our analytical predictions by com-
paring them with simulation results, throughout. To improve
readability, some of the technical aspects are given in the
Appendix.

II. FRAMEWORK AND MODEL

A. Noisy nonreciprocal Cahn-Hilliard model

We study a stochastic version of the nonreciprocal
Cahn-Hilliard model [26,27,34] of the two-component field
φ(r, t ) = (φA, φB)T , where t ∈ R denotes the time and r the
continuous spatial coordinate. The dynamical equations of the
two field components read

φ̇A = ∇[(
α + φ2

A − γ∇2
)∇φA + (κ − δ)∇φB +

√
2ε�A

]
,

φ̇B = ∇[β∇φB + (κ + δ)∇φA +
√

2ε�B], (1)

where we use the compact notation, φ̇ = ∂tφ. The parameters
κ and δ give the strength of the reciprocal (symmetric) and
nonreciprocal (asymmetric) coupling, respectively, between
the fields. We study the dynamics in one spatial dimension
on the domain r ∈ [0, L] with periodic boundary conditions,
and focus on the long-time limit t → ∞. The noise terms
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√
2ε� are zero-mean, unit-variance, Gaussian white-noise

fields, constructed such that in the case δ = 0, the resulting
statistical field theory obeys a fluctuation–dissipation relation
[35], in which ε plays the role of temperature. The parameters
α and β and γ control the conventional “demixing,” where
α and β control the amplitude of the demixed state and γ the
interface width. In our numerical examples, we keep β = 0.05
while varying α. Furthermore, we fix κ = 0.01, corresponding
to a weakly repulsive, reciprocal coupling between the fields,
while varying the strength of the nonreciprocal coupling δ.

For some background on the general properties of the
model in Eq. (1), including its phase behavior, the morphology
of its stationary states, and coarsening dynamics, we refer the
Reader to Refs. [26,27,34,36].

1. Phase behavior

The stationary solutions of Eq. (1) in the noise-free limit,
which we denote by φ∗, can be parametrized as

φ∗
A,B(r, t ) =

∑
k>0

Ak,∗
A,B cos

[
qkr + θ k,∗

A,B(t )
]
, (2)

by Fourier modes with wave numbers qk ≡ 2πk/L for odd
k ∈ {2n + 1 : n ∈ N0}, amplitudes Ak,∗

A,B and phases θ k,∗
A,B(t ).

It is known that φ∗ exhibits three distinct phases as de-
picted in Fig. 1 [26]: first a homogeneous, or “mixed” phase
(Ak,∗

A,B = 0) for positive and small negative α, which gives
way to a second, inhomogeneous or “demixed” state upon
a decrease of α below αc. For negative or small positive
values of the nonreciprocity δ, the demixed state is static
with Ak,∗

A,B > 0, θ k,∗
A,B(t ) = const. In contrast, if δ exceeds the

critical threshold δc ≡
√

β2 + κ2, the model admits a third
phase with traveling-wave solutions (Ak,∗

A,B > 0, θ̇ k,∗
A,B/q1 = v).

Its propagation velocity is v = ±√
δ2 − δ2

c , and its direction
is randomly set by the noise and initial condition [26], such
that, for an ensemble with random initial conditions and noise,
〈θ̇ k,∗

A,B〉 = 0, with 〈.〉 denoting the noise average. The direc-
tion of the wave propagation is (on average) aligned with a
characteristic phase shift �θ∗,π = θ∗

A − (θ∗
B − π ), i.e., with

the parity of the wave profiles [26,32], see Fig. 1(d) for an
illustration. In each parameter region of the phase diagram
[Fig. 1(a)], only a single stationary solution φ∗ is linearly
stable, so that after a phase boundary is crossed, a spontaneous
transition to the new stable phase occurs.

The transition from the homogeneous to the traveling-wave
state, e.g., observable along the path c2, occurs through an os-
cillatory instability [solid horizontal red line in Fig. 1(a)]. The
transition from the static-demixed state to the traveling-wave
state, e.g., observable on the path c4, is via a line of critical
exceptional points [37] [solid vertical blue line in Fig. 1(a)].
For an in-depth description of the characteristics of critical
exceptional points, in this context, we refer to Refs. [13,33].
Furthermore, it has been shown that in a fairly large region
of the phase diagram above the demixing transitions, the first
Fourier mode is dominant in the two demixed states [26], i.e.,
A1,∗ � Ak,∗ for all k > 1.

Our numerical investigations of Eq. (1) reveal that in the
regime of small ε > 0 the phase diagram in Fig. 1 remains es-
sentially unchanged compared to the zero-noise case. Yet the
transition points widen into an extended region (details about

the numerics are given in Sec. II D and Appendix B). Nev-
ertheless, it is important to take noise into account, because
even a small intensity noise brings to light strong fluctua-
tions, which appear exclusively in the vicinity of the phase
transitions—in analogy to equilibrium critical phenomena.
However, in sharp contrast to equilibrium critical phenomena,
here these strong fluctuations possess strong time-reversal
asymmetry, leading to new phenomena such as (long-lived)
transient traveling waves and actively enhanced interfacial
dynamics, which substantially alter the appearance of the
stationary state, as we demonstrate in Ref. [32]. In this article,
we investigate the entropy production associated with these
new noise-induced phenomena in more detail.

2. Nonequilibrium currents and model structure

The dynamical equations (1) can be recast into the follow-
ing form to better reveal their general structure:

φ̇A,B = −∇ · (Jd
A,B +

√
2ε�A,B

)
, (3)

Jd
A,B = −∇

(
δF

δφA,B
+ μa

A,B

)
. (4)

The deterministic current in Eq. (4) is composed of two parts.
Its equilibrium-like contribution derives from a scalar poten-
tial

F =
∫

V
dr

1

2

[
αφ2

A + 1

6
φ4

A + βφ2
B + γ (∇φA)2

]
, (5)

corresponding to the free energy of a standard Cahn-Hilliard
field φA coupled to a Gaussian field φB. Its nonequilib-
rium component is generated by a nonequilibrium chemical
potential

μa = δ (−φB, φA)T . (6)

Since it cannot be represented as variation of a scalar po-
tential, μa is a source of currents that are not compatible
with thermal equilibrium. This decomposition unveils that the
nonreciprocity of the coupling between φA and φB implies by
itself a deviation from equilibrium-like dynamics. Note that
other decompositions can be chosen, but the one in Eqs. (3)
and (4) clearly separates equilibrium-compatible and inher-
ently nonequilibrium dynamics [38].

B. Measuring irreversibility

A suitable measure of the nonequilibrium character of
mesoscopic models is provided by the TRSB of their fluc-
tuations [30,31,39]. We quantify the latter for Eq. (1), using
the (informatic) entropy production rate for field models and
the techniques developed in Refs. [30,31,33]. In this context,
the entropy production along a given trajectory {φt∈[0,T ]} is
defined as the log ratio of the path probabilities [40] for the
observation of that trajectory and its time-reversed realization
{φR

t∈[0,T ]},

s[φ; 0, T ] ≡ log
P [{φt∈[0,T ]}]
P

[{
φR

t∈[0,T ]

}] . (7)
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The fields are assumed to be position-like and thus even under
time reversal. The average entropy production rate

S = lim
dt→0

〈s[φ; t, t + dt]/dt〉, (8)

with the time increment dt ∈ R+, serves as a measure of
the average TRSB at time t . By construction, S is constant
in time for any steady state. In particular, S = 0 in thermal
equilibrium, where μa = 0.

In the vicinity of the phase transitions, the zero-noise limit

S∗ = lim
ε→0

S (9)

is particularly interesting [32]. While not a natural observable
itself, S∗ is a means to extract quantitative information about
the TRSB at leading order in ε. In Refs. [32,33], we have
shown that for models of the type of Eq. (3), S∗ exhibits
a characteristic behavior across continuous phase transitions
from a static to a dynamical phase. Specifically, both for
oscillatory instabilities and CEPs, we have demonstrated that
S generally surges toward the transition point and scales like
the susceptibility. In the following, we present a detailed ana-
lytical and numerical investigation of this phenomenon for the
concrete model of Eq. (1), in the low-noise limit.

C. Decomposition of S
We first derive a decomposition of S in terms of contri-

butions from different Fourier modes, which forms the basis
for our analytical and numerical investigations, and provides
insights into TRSB at different scales.

We start from the general expression for models of the type
of Eq. (3),

S =
∫

V
dr

∑
i

〈
Jd

i ∇μa
i

〉
ε

−
∫

V
dr

∑
i

〈
δ

δφi
∇2μa

i

〉
, (10)

which we derived in Ref. [33]. Exploiting that the nonequi-
librium chemical potential given in Eq. (6) is totally antisym-
metric in the field components, Eq. (10) simplifies to

S =
∫ L

0
dr

δ

ε

[〈
Jd

A (r)∇φB(r)
〉 − 〈

Jd
B (r)∇φA(r)

〉]
. (11)

Further, using that, in the stationary state,

0 = ∫ L
0 dr∂t 〈φAφB〉 = ∫ L

0 dr
(〈

Jd
A ∇φB

〉 + 〈
Jd

B ∇φA
〉)
,

we find

S = −ε−12δ

∫ L

0
dr

〈
Jd

B ∇φA
〉
. (12)

Now we transform the last expression to Fourier space, ac-
cording to

φk
A,B ≡ L−1

∫ L

0
dr φA,B(r)e−iqkr . (13)

Plugging in the explicit expression Eq. (4) for Jd
B , we find the

linear decomposition

S =
∞∑

k=1

σ k, (14)

with Fourier components

σ k = δ4Lq2
k

ε

[
βRe

〈
φk

Aφ−k
B

〉 + (κ + δ)
〈∣∣φk

A

∣∣2〉]
. (15)

Importantly, although the nominal Fourier mode contribu-
tion σ k to the entropy production rate depends only on the
statistics of φk , it cannot strictly be assigned exclusively to the
dynamics of φk . Recalling the definition of S in terms of the
path probabilities of the full process φ, such an assignment
would only be legitimate if the dynamics of the kth Fourier
mode was statistically independent of all other modes. Indeed,
in this case, the entropy production rate of the kth mode
would be a well-defined quantity, and equal to σ k as given
in Eq. (15). For our model, this is never strictly the case.
However, such stochastic independence indeed approximately
holds under certain conditions, which we discuss in detail in
Sec. III.

In any case, Eq. (15) provides a representation of S ex-
clusively in terms of quadratically expectation values of φA,B.
The latter can be calculated perturbatively up to linear order
in ε to make further analytical progress (see Sec. III) and to
determine S∗ exactly. As a bonus, the representation given in
Eq. (15) is also convenient for numerical calculations of S
throughout the phase diagram (see Appendix D).

D. Numerical method and UV cutoff

To numerically integrate Eq. (1) for small values of ε we
used a Euler-Maruyama algorithm with finite difference gradi-
ents on a domain of length L = 2π , discretized by 32 equally
spaced mesh points, and time slices �t = 0.01. We determine
the numerical value of φk

A,B as well as the statistics of φ̇k
A,B.

For the mixed phase, we use the latter to numerically evaluate
the Fourier mode contributions σ k as defined in Eq. (15). For
the demixed phases, we use an alternative route to calculate
S based on the decomposition of phase and amplitude [as in
Eq. (2)] described in Appendix B. It offers the possibility to
separately calculate the contribution due to the fluctuations
that lead to displacements of the interfaces between φA and
φB, which are of special interest [32]. It also turned out to
provide a much faster numerical convergence.

A general observation from the numerical data is that, in
the steady state and low-noise regime, only the lowest Fourier
modes are coupled, in all three phases. Furthermore, consis-
tent with our analytical results presented below in Eq. (20) and
Appendix D, σ k quickly converges to a function that depends
on δ and γ only, in all phases. The underlying mathematical
reason is that for higher k, the highest-order differential opera-
tor ∇3 in Eq. (1) completely dominates Jd (see Appendix D).
This also implies that S is always formally divergent, as a
consequence of the usual “UV catastrophe,” which is cured
by introducing a cutoff length scale [the cutoff length scale
can be thought of as the maximum resolution with which
the process defined in Eq. (1) is observed, or a microscale
beyond which the continuous field description breaks down].
Our numerical computations showed that, for the parameter
regime we investigated, the choice k = 5 is appropriate to
study the change of the behavior of S . Further details are pro-
vided in Appendix B. Moreover, in Appendix E, we discuss
possibilities to introduce a cutoff length without spoiling the
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genuinely probabilistic interpretation of S in terms of path
probabilities.

III. IRREVERSIBILITY IN THE DIFFERENT PHASES
AND ACROSS THE TRANSITIONS

Equipped with the framework described in Sec. II, we now
analytically and numerically investigate TRSB in the model
given in Eq. (1). We study the homogeneous and the inhomo-
geneous parts of the phase diagram separately.

A. Homogeneous phase

Consider first the mixed, homogeneous phase, i.e., the
subdomain of the phase diagram where φ∗ = 0. Here, we
can determine S up to leading order in ε, using the standard
approach of the small noise expansion [41]. Each Fourier
mode is expanded as

φk
A,B = √

ε ψk
A,B + O(ε). (16)

Inserting this Ansatz into Eq. (1) leads to an ε-independent
dynamical equation

ψ̇k (t ) = Akψ
k (t ) + ξ k, (17)

for the leading order expansion coefficient, where

Ak = −q2
k

(
α + γ q2

k κ − δ

κ + δ β

)
(18)

is the dynamical operator obtained by linearizing Eq. (1) and
〈ξ k

Aξ l
A〉 = 〈ξ k

Bξ l
B〉 = 2q2

k/L δk,−l , 〈ξ k
Aξ l

B〉 = 0. Thus, in the first-
order approximation, the dynamics of the different modes in
Fourier space is fully decoupled, and σ k can be interpreted as
a measure of TRSB by the kth Fourier mode. The elements of
the covariance matrix of ψk (see Appendix D) are obtained
by solving the Lyapunov equation. Noting that 〈φ−k

i φk
j 〉 =

ε〈ψ−k
i ψk

j 〉 + O(ε2), i, j ∈ {A, B} and plugging the result into
Eq. (15), we obtain

σ k = 8δ2 q2
k

α + β + γ q2
k

+ O(ε). (19)

Equation (19) implies that it is the nonreciprocal coupling be-
tween the field components that leads to entropy production,
on the scale of each Fourier mode. Specifically, each contri-
bution depends quadratically on the degree of nonreciprocity,
σ k ∼ δ2, which is indicative of a purely nonreciprocal origin
of the entropy production [42]. Accordingly, also S ∼ δ2.

An important implication of Eq. (19) is the qualitatively
different behavior of S toward the phase boundaries to the
static-demixed phase versus the dynamical phase. At the tran-
sition to the static-demixed phase, the denominator in Eq. (19)
remains finite for all k, resulting in finite S∗. In contrast,
toward the transition to the traveling-wave phase, the denom-
inator only remains finite for k > 1, but vanishes for k = 1.
Hence, Eq. (19) implies a divergence of S∗, at the transition,
which can be exclusively attributed to the first Fourier mode,
σ 1. The numerical data displayed in Figs. 2(a) and 2(b) indeed
supports these predictions. Equation (19) further predicts that
S scales like ∼ε0, i.e., is independent of the noise intensity
at leading order, in the homogeneous phase. The comparison

FIG. 2. Entropy production rate S and the first-mode contribu-
tion σ 1 [defined in Eqs. (14), (15)] as a function of the “demixing”
parameter α, inside the homogeneous phase in the vicinity of
the phase boundaries (at αc, indicated by dashed vertical lines):
(a) when approaching a conventional critical point transition to the
static-demixed phase along path c1 from Fig. 1 (here, δ = 0.8δc);
(b) approaching an oscillatory instability to the traveling-wave phase
along path c2 from Fig. 1 (here, δ = 1.2δc). The analytical prediction
of Eq. (19) is shown by red solid lines. Symbols depict simula-
tion results, dashed lines serve as guides to the eye. Insets depict
zooms into a smaller y-axis range. We observe very distinct behavior
near the transitions. Toward the static-static transition [in panel (a)],
the entropy production rate only mildly increases but stays regular.
Toward the static-dynamic transition [in panel (b)], the first-mode
contribution σ 1, and hence also S, increase steeply, and formally
diverges in the zero-noise limit, even after UV regularization. Other
parameters are κ = 0.01, γ = 0.015, β = 0.05, ε = 10−10.

with the numerical data displayed in Figs. 2(a), 2(b), and 3(a)
shows good agreement.

Furthermore, Eq. (19) captures another notable feature,
which is confirmed by the simulation data, namely that, in the
limit of small length scales, the entropy production compo-
nents approach a finite positive value of

lim
k→∞

σ k = 8δ2/γ , (20)

which is independent of α and β. As we explicitly show in
Appendix D, this does not only hold for the homogeneous
phase, but Eq. (20) is in fact valid in the whole parameter
range of the phase diagram, indicative of a “UV catastrophe.”
The corresponding Fourier modes can be regarded as spurious
degrees of freedom that could be suppressed for the present
purpose, thus providing a motivation for the regularization of
Eq. (14) through a UV cutoff.
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FIG. 3. Scaling of the entropy production rate S and the first-mode contribution σ 1 [defined in Eqs. (14), (15), shown here in panel (a)],
S and σ 1

θ [defined in Eqs. (B13) and (B8), and shown in panels (b,c)] with the noise intensity ε, for ε → 0 within the different phases:
(a) Mixed phase (δ = 0.03, α = −0.02); (b) static-demixed phase (δ = 0.045, α = −0.07); (c) traveling-wave phase (δ = 0.06, α = −0.07).
The analytical results for the low-noise limits given in Eqs. (19), (30), and (32) are shown by solid lines. The numerical results confirm the
analytics, including that S ∼ ε0 in the static phases, and S ∼ ε−1 in the traveling-wave phase. Other parameters are κ = 0.01, γ = 0.015,

β = 0.05.

B. Static-demixed phase

For the static-demixed phase (where φ∗ 
= 0), the analyt-
ical investigation turns out to be more involved than for the
homogeneous phase, and requires additional steps. The first
complication lies in the fact that we cannot immediately apply
the small noise expansion. For a given deterministic solution
φ∗, 〈|φ − φ∗|2〉 is of order ε0, so that we cannot directly
expand φ − φ∗ in orders of ε1/2. The underlying reason is that,
in the presence of noise, the position of the interfaces of the
demixed state does not remain fixed, but diffuses freely. To
resolve this issue, we resort to the amplitude-phase represen-
tation

φk
A,B = Ak

A,B

2
exp

{
iθ k

A,B

}
(21)

and consider fluctuations of Ak
A,B and θ k

A,B, separately, within
a small noise expansion. This requires the exact dynamical
equations for the amplitude an the phase, for which we find

Ȧk
A = −q2

k

[(
α + γ q2

k

)
Ak

A + (κ − δ)Ak
B cos

(
θ k

A − θ k
B

)

+ Re(Kk ) − 4ε

LAk
A

]
+ ξAk

A
,

Ȧk
B = −q2

k

[
βAk

B + (κ + δ)Ak
A cos

(
θ k

A − θ k
B

) − 4ε

LAk
A

]
+ ξAk

B
,

(22)

and

θ̇ k
A = q2

k

Ak
A

[
sin

(
θ k

A − θ k
B

)
Ak

B(κ − δ) − Im(Kk )
] + ξθ k

A
,

θ̇ k
B = − q2

k

Ak
B

sin
(
θ k

A − θ k
B

)
Ak

A(κ + δ) + ξθ k
B
, (23)

with

Kk =
∑
l,l ′

q2
l + 2qlql ′

4q2
k

Ak
AAl

AAk−l ′−l
A ei(θ l

A+θ l′
A +θ k−l′−l

A −iθ k
A ). (24)

The covariance matrix of the transformed noise is still diago-
nal with

〈
ξAk

A,B
, ξAl

A,B

〉 = q2
k

4ε

L
δkl , (25)

〈
ξθ k

A,B
, ξθ l

A,B

〉 = q2
k

4ε

LA2
A,B

δkl , (26)

〈
ξAk

A
, ξAl

B

〉 = 〈
ξθ k

A
, ξθ l

B

〉 = 0, (27)

but the transformation has rendered the noise multiplicative.
From Eqs. (22) and (23), we clearly see that unlike for φ∗ 
= 0,
fluctuations with different wave numbers in general do not
decouple. This is a general feature of any nonlinear field
model.

As in Eq. (17), treating the amplitude and phase dynamics
within the small noise expansion up to first order, corresponds
to linearizing Eqs. (22) and (23). As we explicitly show in
Appendix A, the linearized (low-noise) dynamics admits a
separation into two statistically independent parts: The first
part comprises all the amplitude fluctuations Ak

A,B with odd
k ∈ {2n + 1 : n ∈ N0}, as well as field fluctuations φk

A,B(t ) of
even k ∈ {2n : n ∈ N0}. This can be interpreted as the collec-
tion of fluctuations altering the amplitudes and distorting the
demixing profiles of φA and φB, at a fixed position. The second
part consists of the θ k

A,B(t ) fluctuations for odd k ∈ {2n + 1 :
n ∈ N0}, which may lead to displacements of the demixing
profiles, as well as their dispersion. Importantly, this also
includes relative translations of the profiles of fields A and B
creating a characteristic phase shift �θπ = θA − (θB − π ) 
=
0, as well as joint translations. The latter can be identified as
excitations of the Goldstone mode [32].

We can simplify even further by exploiting the fact that
the dynamics of the model of Eq. (1) is well described by
the lowest Fourier mode, alone [26]. Applying a one mode
approximation in Eq. (24) corresponds to neglecting all terms
that are not multiples of (A1

A)3. For the phase dynamics, this
yields a decoupling of θ1 from higher Fourier modes, resulting
in the approximate equation of motion

θ̇1(t ) = Bθ1 +
√

ε/L ζ , (28)
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with θ1 = (θ1
A, θ̃1

B )T , θ̃1
B ≡ θ1

B + π ,

B = −
(

(κ2 − δ2)/β −(κ2 − δ2)/β
−β β

)
, (29)

and 〈ζi(t ), ζ j (t )〉 = (2/A1,∗
i )2δi, jδ(t − t ′), i, j ∈ {A, B}. We

present in Appendix A the derivation of these closed-form
expressions. In Appendix C, we provide a direct comparison
between the analytical predictions by Eq. (28) and numerical
results, which shows that the dynamics of the first-mode phase
θ1 is indeed accurately captured by the approximate expres-
sions Eqs. (28) and (29) (see Fig. 6). This separation of the
dynamics enables us to calculate the isolated contribution of
θ1 to the entropy production, which we denote by σ 1

θ . It can
be interpreted as measure of TRSB due to relative and joint
translations of the demixing profiles. Since the emergence of
the traveling wave phase can be characterized as an instability
of θ1,∗

A,B [26], this contribution is of particular interest.
Interestingly, the dynamics in Eq. (28) is identical to the

overdamped equations of motion of two individual degrees of
freedom coupled by nonreciprocal, linear forces, each being
coupled to its individual heat bath. Hence, we can draw on the
results of Ref. [43], where a general expression for the entropy
production of such a system is given. We find

σ 1
θ = 4q2

1 χB
δ2

δ2
c − δ2

+ O(ε). (30)

This suggests that the entropy production rate scales to leading
order as S ∼ ε0, just as in the homogeneous phase; implying
that S stays finite in the zero-noise limit. This is in line with
our numerical results in Fig. 3. Furthermore, it implies that
S does not scale merely quadratically with the nonreciproc-
ity, different from the homogeneous phase [see Eq. (19)].
Specifically, σ 1

θ ∼ δ2 only holds for δ → 0, while it diverges
like σ 1

θ ∼ (δc − δ)−1 for δ → δc; indicative of the cooperative
character of the emerging dynamics.

Thus, according to Eq. (30), σ 1
θ remains regular at the

static-static transition to the homogeneous phase. In con-
trast, concerning the transition from the static-demixed to the
traveling-wave phase for δ → δc, Eq. (30) predicts a surge of
S , driven by the phase dynamics of the first Fourier mode.
These predictions are corroborated by numerical results pre-
sented in Fig. 4. As we show in Ref. [32], θ1 can in fact further
be separated into two parts; where one of them (denoted θc

in Ref. [32]) can be identified as the dynamics along the
Goldstone mode. Only this part contributes to the entropy
production, such that σ 1

θ is a direct measure of TRSB in the
Goldstone mode.

Further, since the fluctuations of all the amplitudes Ak
A,B,

as well as the phases of k > 1, θ k>1
A,B , with k ∈ {2n + 1 : n ∈

N0}, remain bounded toward the transition [26], we expect
also the contributions to S stemming from these sources to
remain bounded. Indeed, our numerical results confirm that
S − σ 1

θ remains regular and rather insensitive to the transition
[see Fig. 4(b)].

C. Dynamical traveling-wave phase

Last, we turn to the traveling-wave phase itself. Here,
already the deterministic part of the dynamics seems to

FIG. 4. Total entropy production rate S from Eq. (B13), and
its divergent contribution σ 1

θ due to the first Fourier mode from
Eqs. (B8), as a function of the control parameters α and δ, inside
the static-demixed phase: (a) beyond the conventional critical point
at αc, along path c3 from Fig. 1 (here, δ = 0.8δc), and (b) when
approaching a CEP where the system undergoes a transition to the
traveling-wave phase along path c4 from Fig. 1 (here, α = −0.07).
The analytical prediction Eq. (30) is shown by red solid lines. Sym-
bols depict simulation results, dashed lines are guides to the eye.
Insets show magnifications. We observe that S decreases away from
the phase boundaries. For large |α|, the data indicates saturation to a
finite value. Similarly to the homogeneous phase (Fig. 2), S remains
regular toward to static-static transition [panel (a)], while it surges
toward the static-dynamic transition [panel (b)]. The decomposition
of S clearly shows that the contribution σ 1

θ from the fluctuations of
the first Fourier mode, θ1 = (θ1

A, θ̃1
B )T , is responsible for the surge

in entropy production. It can exclusively be attributed to excita-
tions of the Goldstone mode [32]. Other parameters are κ = 0.01,
γ = 0.015, β = 0.05, ε = 10−10.

exhibit a broken time-reversal symmetry. Indeed, the solutions
of Eq. (1) in the limit ε → 0 assume the form φ∗

A,B(r, t ) =
ϕA,B(r ± vt ); which clearly break the T -symmetry. Thus, we
expect S to contain contributions from the irreversibility of
the fluctuations and from the noise-independent stationary
motion of the profiles. In Ref. [33] we show that the domi-
nant contribution stemming from the deterministic motion is
given by

S = ε−1v2
∫ L

0
dr(|ϕA

∗|2 + |ϕB
∗|2) + O(ε0). (31)

From this expression, we can further derive an approx-
imate solution for the leading-order contribution by the
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FIG. 5. Total entropy production S from Eq. (B13) and its first-
mode’s contribution σ 1 from Eq. (B12) within the traveling-wave
phase in the vicinity of the phase boundaries: (a) beyond the CEP
transition to the static-demixed phase along path c5 from Fig. 2 (here,
α = −0.07), and (b) beyond the oscillatory instability, along path c6

from Fig. 1 (here, δ = 1.2δc). The analytical result for σ 1 in Eq. (32)
is shown by solid red lines, symbols depict corresponding simula-
tion results. As one moves deeper into the traveling-wave phase, S
generally increases, i.e., it increases with increasing amplitude of
the traveling-wave (A1,∗

A,B)2 ∝ |α − αc| [26], as well as with an in-
crease of the deterministic speed of the traveling waves v2 ∼ |δ − δc|
[panel (a)].

first Fourier mode, as shown in Ref. [26], the solutions
in the traveling-wave phase approximately take the form
ϕ∗

A,B(t, r) = A1,∗
A,B cos(q1r + vt + θ1,∗

A,B) with v = ±√
δ2 − δ2

c

and A1,∗
A = 2

√−α − γ − β, A1,∗
B = √

(δ + κ )/(δ − κ )A1,∗
A ,

which yields

σ 1 = ε−14L
δ
(
δ2 − δ2

c

)
κ − δ

(α + β + γ ) + O(ε0). (32)

According to Eq. (32), S depends linearly both on α and
δ above the transition, in excellent agreement with the nu-
merical data shown in Fig. 5. Equation (32) further implies
that, in the low-noise regime, S scales like ∼ε−1, i.e., it is
dominated by the deterministic dynamics, which perfectly
matches to the numerical data in Fig. 3. As a consequence,
S∗ diverges (independently of the choice of a UV cutoff). This
“physical divergence” can easily be understood from Eq. (31),
which makes apparent that, in the low-noise regime, S sim-
ply mirrors the presence of the deterministic “mass” current
vϕ∗

A,B.

IV. DISCUSSION

We have studied a model of two noisy Cahn-Hilliard fields
with linear, asymmetric cross-coupling [26,27,34], as a pro-
totypical example of a nonreciprocal active field theory. It
admits the emergence of a dissipative order parameter pattern
in the form of a traveling wave. The dynamical phase can be
entered via two different static-dynamic phase transitions, an
oscillatory instability or a critical exceptional point, respec-
tively, which are both characteristic for many-body systems
with nonreciprocal interactions [13].

For the three distinct phases of the model (homogeneous,
static-demixed, and traveling-wave phase), we found pertur-
bative analytical expressions for the irreversibility measure S .
For the homogeneous phase and for the traveling-wave phase,
these become asymptotically exact in the limit of vanishing
noise intensity. For the static-demixed phase, we had to re-
fine the approach and make some additional simplification
to tackle the problem analytically. The approximate results
thereby obtained are indeed in excellent agreement with our
numerical data, especially near the phase boundaries.

In the vicinity of the phase transitions, S essentially ex-
hibits two different types of behavior. Along the transition line
connecting the two static phases of the model, we find that
S∗ is finite and continuous, despite a diverging susceptibility,
at the transition [33]. In contrast, across both static-dynamic
transitions, we observe a massive increase in entropy produc-
tion that already starts in the static phases. This is particularly
interesting in view of the fact that the respective static phases
themselves (homogeneous and static-demixed) appear, at first
glance, indistinguishable from the corresponding equilibrium
phases. The surge of entropy production means that the for-
mation of the dynamical phase is heralded by a gradual, yet
drastic increase of irreversible mesoscale dynamics; a feature
which would be hidden when looking at the corresponding
zero-temperature model. These numerical and analytical re-
sults for the nonreciprocal Cahn-Hilliard model corroborate
and illustrate our general predictions for the TRSB across the
continuous phase transitions of a broad class of non-Hermitian
field models, presented in the two companion papers [32,33].

Additionally, our explicit perturbative calculations for the
nonreciprocal Cahn-Hilliard model shed light on the origin
and scale-dependence of TRSB throughout the phase diagram.
Specifically, we could attribute the surge of entropy produc-
tion in both static phases exclusively to the contribution of
the first Fourier mode. This means that, in this model, most
of the TRSB occurs through the coherently activated long-
wavelength dynamics, as might have been expected for an
emerging dissipative mesoscale pattern.

Our analytical considerations moreover revealed the con-
crete dependence of the entropy production on the strength of
nonreciprocity, δ, throughout the phase diagram. This aspect
deserves some further discussion. First, we found that in the
homogeneous phase, S ∼ δ2 [see Eq. (19)]. In contrast, in
the static-demixed phase, S ∼ δ2 holds only close to equi-
librium (δ = 0). Near the transition to the dynamical phase,
the contribution to leading order in ε scales as (δc − δ)−1

[see Eq. (30)], revealing a threshold mechanism for wave
propagation. Finally, in the dynamical phase itself, close to
the transition, S depends linearly on δ − δc, to leading order

064610-8



ENTROPY PRODUCTION IN THE NONRECIPROCAL … PHYSICAL REVIEW E 108, 064610 (2023)

in ε [Eq. (32)]. Further away from the transition, S ∼ δ2.
Thus, in the low-noise regime, the δ-dependence of S is
phase sensitive. Notably, this interesting δ-dependence only
becomes apparent when a suitable regularization (UV cutoff)
is introduced. Otherwise, the relevant properties of S are ob-
scured by trivial but overwhelming contributions of spurious
(and entirely redundant) degrees of freedom [see Eq. (20) and
Appendix D].

A particularly interesting insight gained from the analytical
treatment concerns the TRSB in the static-demixed phase.
Specifically, we could show that the main part of the entropy
production stems for the fluctuations that lead to displace-
ments of the demixing profiles (rather than their distortion).
Building upon our expressions Eqs. (28) and (29), we could
further formally map the interface dynamics to the dissipative
ballistic motion of an active Ornstein-Uhlenbeck particle, pro-
viding a vivid and palpable mechanistic particle interpretation
for the TRSB in the active field theory [32]. Since the active
interface dynamics resides in a Goldstone mode of the model,
one may say that it sacrifices its mesoscale time-translation
invariance to restore the broken spatial (translational) symme-
try more effectively. This “accumulation” of TRSB in the first
Fourier mode, and its active-particle interpretation, could also
be subsumed under the term “active Goldstone modes.”

Finally, it is interesting to compare the scaling of S in the
noise intensity to other active field theories. Earlier works
[30,31,44] have studied it in systems that display activity-
driven pattern formation, such as motility-induced phase
separation in active model B or B+ [30,31], and a flocking
phase in polar active models [44]. In all of these models, it was
found that S scales like ∼ε1 within the homogeneous phases,
implying time-symmetric, equilibrium-like dynamics in the
limit ε → 0. Only in the phase-separated [30,31] or polar
[44] state, S scales like ∼ε0 and hence remains finite in the
zero-noise limit. In contrast, we found that, in the presence of
nonreciprocal coupling, S remains nonzero in the noise-free
limit throughout the whole phase diagram, including the ho-
mogeneous phase, revealing that the nonreciprocal coupling
is a qualitatively different (inherent) source of irreversibility.

In future studies, it could be interesting to extend the
investigation of noise-induced interface motion, observed in
the one-dimensional nonreciprocal Cahn-Hilliard model, to
higher dimensions where more complex interface geometries
could arise. Another perspective would be the extension of our
considerations to more complex models, such as mesoscopic
descriptions for active-passive mixtures [8], where a nonrecip-
rocal coupling between the active and passive coarse-grained
fields naturally emerges. More generally, one could explore
the range of possibilities for concrete atomistic realizations
that can, on the mesoscale, be subsumed into the studied
nonreciprocal Cahn-Hilliard phenomenology. In particular,
it could be interesting to see whether these comprise both
cases in which the dynamic symmetry breaking arises on the
single particle level [45] and on the many-body level [13],

respectively. Another possible direction could be to study
thermodynamic embeddings, similar to the one described in
Ref. [46], and to complement the model by a field that fuels
the TRSB fluctuations.

We note that simultaneously and independently of ours, a
recent study [47] reported consistent results concerning TRSB
in the nonreciprocal Cahn-Hilliard model, but without ana-
lytically investigating the behavior of the entropy production
at the transitions and in the static phases, as we present in
Eqs. (19) and (30).
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APPENDIX A: COUPLING OF DIFFERENT FOURIER
MODES IN THE DEMIXED STATE

In this Appendix, we outline our approach to tackle analyt-
ically the fluctuations in the static-demixed phase, described
in Sec. III B. Specifically, we here show that the stochastic
dynamics can be separated into two parts: fluctuations of the
amplitude {Ak} with odd k ∈ {2n + 1 : n ∈ N0}, as well as all
fluctuations of φk

A,B for even k, and second, fluctuations of
{θ j} which encode the dispersion and displacements of the
demixing profiles, see Sec. III B. Furthermore, concerning the
second part, we show that within the one mode approximation,
the contributing stochastic dynamics can be represented by
closed-form equations for θ1. In the following, we will show
step by step how to achieve these closed-form expressions.

First, we consider k ∈ {2n + 1 : n ∈ N0} and derive the
equations of motion for Ak and θ k . To this end, we Fourier
transform Eq. (1) and then apply the Itô formula to

θ k
A,B = arctan

Imφk
A,B

Reφk
A,B

, (A1)

Ak
A,B = 2

√
Reφk

A,B + Imφk
A,B. (A2)

Noting that the quadratic variations for the amplitude and the
phase processes are determined by

∇2
√

x2 + y2 = 1√
x2 + y2

, (A3)

∇2 arctan

(
x

y

)
= 0, (A4)

we thereby obtain the respective stochastic equations of mo-
tions for the amplitude and the phase dynamics, which read

Ȧk
A = −q2

k

[(
α + γ q2

k

)
Ak

A + (κ − δ)Ak
B cos

(
θ k

A − θ k
B

) + Re
(
Kke−iθ k

A
) − 4ε

LAk
A

]
+ ξAk

A
, (A5)

Ȧk
B = −q2

k

[
βAk

B + (κ + δ)Ak
A cos

(
θ k

A − θ k
B

) − 4ε

LAk
B

]
+ ξAk

B
, (A6)
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θ̇ k
A = q2

k

[
sin

(
θ k

A − θ k
B

)Ak
B

Ak
A

(κ − δ) − q2
k Im

(
Kke−iθ k

A
) 1

Ak
A

]
+ ξθ k

A
, (A7)

θ̇ k
B = −q2

k sin
(
θ k

A − θ k
B

)Ak
A

Ak
B

(κ + δ) + ξθ k
B
, (A8)

with

Kk =
∑
l,l ′

q2
l + 2qlql ′

4q2
k

Ak
AAl

AAk−l ′−l
A ei(θ l

A+θ l′
A +θ k−l′−l

A −iθ k
A ). (A9)

For the transformed noise terms, we find

ξAk
A,B

= 4

√
ε

L

Reφk
A,BReξ k

A,B + Imφk
A,BImξ k

A,B

Ak
A,B

, (A10)

ξθ k
A,B

= 4

√
ε

L

Reφk
A,BImξ k

A,B − Imφk
A,BReξ k

A,B(
Ak

A,B

)2 , (A11)

such that the covariance matrix again turns out to be diagonal. The transformation has rendered the noise multiplicative. The
diagonal elements of its covariance matrix are given by〈

ξAk
A
(t )ξAl

A
(t ′)

〉 = 〈
ξAk

B
(t )ξAl

B
(t ′)

〉 = q2
k

4ε

L
δkl , (A12)

〈
ξθ k

A
(t )ξθ l

A
(t ′)

〉 = q2
k

4ε

LA2
A

δkl , (A13)

〈
ξθ k

B
(t )ξθ l

B
(t ′)

〉 = q2
k

4ε

LA2
B

δkl . (A14)

We parametrize the solutions of Eq. (1) for ε = 0 as

φ∗
A,B(r, t ) =

∑
k>0

Ak,∗
A,B cos

[
qkr + θ k,∗

A,B(t )
]
, (A15)

with wave numbers qk ≡ 2πk/L, and odd k ∈ {2n + 1 : n ∈ N0}. Since the solutions in the static-demixed state are parity
symmetric [26], we can always center our r axis such that θ k,∗

A,B ∈ {0, π}. We define

�θ k
A,B = θ k

A,B − θ k,∗
A,B,

�Ak
A,B = Ak

A,B − Ak,∗
A,B, (A16)

and therewith find that, up to linear order in {�θ k
A,B} and {�Ak

A,B},

Im
(
Kke−iθ k

A
)

Ak
= 1

4

∑
l,l ′

(
q2

l + 2qlql ′
)Al,∗

A Al ′,∗
A Ak−l−l ′,∗

A

Ak,∗
A

(
�θ l

A + �θ l ′
A + �θ k−l−l ′

A − �θ k
A

)
gk,l,l ′ , (A17)

Re
(
Kke−iθ k

A
) = 1

4

∑
l,l ′

(
q2

l + 2qlql ′
)(
Al,∗

A Al ′,∗
A �Ak−l−l ′

A + Al,∗
A A1−l−l ′,∗

A �Al ′
A + Al ′,∗

A A1−l−l ′,∗
A �Al

A

)
hk,l,l ′ , (A18)

with gk,l,l ′ = cos (θ l,∗
A + θ l ′,∗

A + θ k−l−l ′,∗
A − θ k,∗

A ) and

sin
(
θ k

A − θ k
B

)Ak
B

Ak
A

= cos
(
θ k,∗

A − θ k,∗
B

)(
�θ k

A − �θ k
B

)Ak,∗
B

Ak,∗
A

, (A19)

sin
(
θ k

A − θ k
B

)Ak
A

Ak
B

= cos
(
θ k,∗

A − θ k,∗
B

)(
�θ k

A − �θ k
B

)Ak,∗
A

Ak,∗
B

. (A20)

Inserting this into Eq. (A5), we see that in the regime of low-
noise intensity, the dynamics of the amplitude and the phase
are decoupled. Further, from Ak,∗

A,B=0 for k∈{2n : n ∈ N0},

we can conclude that all upper indices in Eqs. (A17) and
(A18) are uneven. Hence, the dynamics of {�θ k

A,B} and
{�Ak

A,B} for k ∈ {2n + 1 : n ∈ N0} is decoupled from the
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dynamics of φk for k ∈ {2n : n ∈ N0}. Vice versa, expanding
the coupling term Eq. (A9) for even k, results only in coupling
among even wave numbers. Therefore, combining all of these
results, we find that the dynamics φk for k∈{2n+1 : n∈N0}
and φk for k ∈ {2n : n ∈ N0} are mutually decoupled in the
low-noise regime.

Next, for |k| > 1 we redefine

�θ k
A → �θ k

A − qk

q1
�θ1

A. (A21)

Then, using Ak,∗
B /Ak,∗

A = (κ + δ)/β [26] and θ1,∗
A =0, θ1,∗

B =π ,
the equations of motion for the first Fourier mode read

∂t�θ1
A = −q2

k

(
�θ1

A − �θ1
B

)κ2 − δ2

β
+ Q + ξθ1

A
,

∂t�θ1
B = q2

k

(
�θ1

A − �θ1
B

)
β + ξθ1

B
, (A22)

where the term Q({�θ k
A}k>1), coupling different Fourier

modes, is given by

Q
({

�θ k
A

}
k>1

) = 1

4

∑
k,l

(
q2

k + 2qkql
)Ak,∗

A Al,∗
A A1−k−l,∗

A

A1,∗
A

× (
�θ k

A + �θ l
A + �θ1−k−l

A

)
. (A23)

Now we use that in a wide range of the phase diagram it
holds that Ak,∗

A � A1,∗
A [26]. After careful consideration of

all coefficients in Eq. (A23), we find that the most relevant
one is given by 2A1,∗

A A3,∗
A . Since the other coefficients in

Eq. (A22) are O[(A1,∗
A )2], we conclude that the term Q as a

whole will have minor influence of on the dynamics of �θ1
A,B

and can therefore approximately be neglected. This leads to a
closed equation of the form of Eq. (28). Indeed, our numerical
results in Appendix C show that this approximation accurately
capture the properties of the exact solution.

APPENDIX B: NUMERICAL EVALUATION
OF THE ENTROPY PRODUCTION RATE

Here we show how the steady-state entropy production rate
S can be inferred from the numerical simulation of Eq. (1).
For this, we used the classical Euler-Mayurama algorithm [48]

with finite difference gradients on a domain of length L = 2π ,
discretized by 32 equally spaced mesh points and time slices
of �t = 0.01.

For φ∗ = 0 the numerical entropy production rate is simply
obtained by inserting the numerical results for Cov(φ) into
Eq. (15). For |φ∗| > 0 however, we have to apply a different
approach since we want to access the contributions assigned to
the amplitude and the phase dynamics, separately. This can be
achieved as follows. Along the same lines as in Appendix A,
we find that the equation of motion for θ k read

θ̇ k
A = k2 sin

(
θ k

A − θ k
B

)Ak
B

Ak
A

(κ − δ) + Hk + ξθ k
A
, (B1)

θ̇ k
B = −k2 sin

(
θ k

A − θ k
B

)Ak
A

Ak
B

(κ + δ) + ξθ1
B
, (B2)

with

Hk = 1

4

∑
l,l ′

(l2 + 2ll ′)Al
AAl ′

AAk−l−l ′
A

× sin
(
θ l

A + θ l ′
A + θ k−l−l ′

A − θ k
A

)
. (B3)

Analogously, we find the equations of motion for the ampli-
tude part

Ȧk
A = −k2

[
(α + γ k2)Ak

A + (κ − δ)Ak
B − ε

Ak
A

+ Jk

]
+ ξAk

A
,

(B4)

Ȧk
B = −

[
βAk

B + (κ + δ)Ak
A − ε

Ak
B

]
+ ξAk

B
, (B5)

with

Jk = 1

4

∑
l,l ′

(l2 + 2ll ′)Al
AAl ′

AAk−l−l ′
A

× cos
(
θ l

A + θ l ′
A + θ k−l−l ′

A − θ k
A

)
. (B6)

Applying the standard procedure for the computation of the
entropy production rate of Langevin processes outlined in
detail in Refs. [30,39], we find that the entropy production
assigned to a section of the trajectory {A(t ), θ (t )}t∈[0,+∞) is
given by

s[A, θ, t, t + T ] = πδ

ε

∑
k

[∫ t+T

t
dt Ak

AAk
B

(
θ̇ k

A + θ̇ k
A

)
sin

(
θ k

A − θ k
B

) +
∫ t+T

t
dt

(
Ȧk

BAk
A − Ȧk

AAk
B

)
cos

(
θ k

A − θ k
B

)]
. (B7)

Therefore, the contribution to S associated with the dynamics of the phase can be computed by numerically evaluating the
averages

σ k,num
θ = πε−1δAk

AAk
B

[〈
θ k

A(t + �t ) − θ k
A(t )

�t
sin

(
θ k

A − θ k
B

)〉 +
〈
θ k

B(t + �t ) − θ k
B(t )

�t
sin

(
θ k

A − θ k
B

)〉]
(B8)

for each Fourier mode, resulting in the total phase contribution

Snum
θ =

∑
k

σ k,num
θ . (B9)

Analogously, we find that the contribution to S associated with the dynamics of the amplitude is given by

Snum
A =

∑
k

σ k,num
A , (B10)
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with

σ k,num
A = πε−1δ

[〈Ak
B(t + t ) − Ak

B(t )

�t
Ak

A cos
(
θ k

A − θ k
B

)〉 −
〈Ak

B(t + t ) − Ak
B(t )

�t
Ak

A cos
(
θ k

A − θ k
B

)〉]
. (B11)

Consequently,

σ k,num = σ k,num
A + σ k,num

θ (B12)

and

Snum =
∑

k

σ k,num. (B13)

The averages appearing in Eqs. (B8) and (B11) are directly
evaluated from the simulations using at least 106 noise realiza-
tions. For the simulations shown in Figs. 2–5, we have chosen
the numerical cutoff wave number k = 5 to characterize the
behavior of S at the transitions. We tested higher cutoffs k
and obtained consistent results.

APPENDIX C: NUMERICAL VERIFICATION
OF THE ONE MODE APPROXIMATION

To evaluate the validity of the closed form approximate dy-
namical equation for θ1, Eq. (28), we consider the variance of
the phase fluctuations 〈(θ1

A − θ̃1
B )2〉. We evaluate this average

numerically on a domain of length L = 2π using Eq. (28) and
compare it to the analytical prediction, which is obtained as
follows. Defining �θπ ≡ θ1

A − θ̃1
B and rearranging Eq. (28),

we find

∂t�θπ = −
(
δ2

c − δ2
)

β
�θπ +

√
2ε(�A + �B)

�A�B
ξ�, (C1)

with

�A,B ≡
∫ 2π

0
dr

∣∣φ1,∗
A,B(r)

∣∣2 = π
∣∣A1,∗

A,B

∣∣2
, (C2)

and 〈ξη(t )ξν (t ′)〉 = δηνδ(t − t ′). Noting that Eq. (C1) is an
Ornstein-Uhlenbeck process [49], we find

〈(
θ1

A − θ̃1
B

)2〉 = ε
�A + �B

�A�B

β

δ2
c − δ2

, (C3)

with

�A + �B

�A�B
= β2 + (δ + κ )2

4π (δ + κ )2
(

κ2−δ2

β
+ γ − α

) , (C4)

where we used the results [26]

A1,∗
A = 2

√
κ2 − δ2

β
+ γ − α, (C5)

A1,∗
B = κ + δ

β
A1,∗

A . (C6)

We find that the approximate analytical result Eq. (C3) is in
good agreement with the numerical data [see Fig. 6], which
confirms the validity of the approximation in the shown pa-
rameter regime.

APPENDIX D: STOCHASTIC DYNAMICS
AND ENTROPY PRODUCTION FOR φ∗ = 0

Here we show how to compute S in the demixed phase,
i.e., for φ∗ = 0 up to leading order in ε using Eq. (15). As
described in Sec. III A, the contribution from each Fourier
mode φ j can be obtained by computing the covariance matrix
of the leading order expansion coefficient of the small noise
expansion of ψ j , which is defined as

Cov(ψ )k
i j ≡ 〈(

ψk
i ψ−k

j − 〈
ψk

i

〉〈
ψ−k

j

〉)2〉
. (D1)

The expansion coefficients each satisfy an ε-independent dy-
namical equation given by

ψ̇k (t ) = Akψ
k (t ) + ξ k, (D2)

with

Ak = −q2
k

(
α + γ q2

k κ − δ

κ + δ β

)
(D3)

and

〈ξ kξ l〉 = 2ε
q2

l

L
δk,−l . (D4)

Since φ∗ is a linearly stable fixed point, Ak has full rank
for each k. Hence, taking the average of Eq. (D2) we find
〈ψk

i 〉 = 0 for i ∈ {A, B}. Now applying the Itô formula to
ψk

i ψ−k
j and averaging, we obtain the so-called Lyaponov

equation assigned to Eq. (D2) which reads

(Cov(ψ )−k (Āk )T )i j + (AkCov(ψ )k )i j = 2
ε

L
δi j . (D5)

FIG. 6. Scaled variance of the phase fluctuations near the tran-
sition as a function of δ for α = −0.07, β = 0.05, γ = 0.015,
κ = 0.01, ε = 10−10 from the numerical simulation of Eq. (1). The
solid line shows the analytical result Eq. (C3) which holds within
the one mode approximation. The inset shows the same results in a
log-scale.
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The solutions for the relevant entries read〈
Reψk

Aψ−k
B

〉 = 1

2

(
Cov(ψ )k

AB + Cov(ψ )−k
AB

)
= − κ

(
α+γ q2

k+β
)+δ

[
β − (

α + γ q2
k

)]
[(

α + γ q2
k

) + β
][

δ2−κ2+(
α+γ q2

k

)
β
] ε

L
,

(D6)

〈∣∣ψk
A

∣∣2〉 = Cov(ψ )k
AA = δ − κ

(α + γ q2
k )

〈
Reψk

Aφ−k
B

〉

+ 1

(α + γ q2
k )

ε

L
, (D7)

〈∣∣φk
B

∣∣2〉 = Cov(ψ )k
BB = −δ + κ

β

〈
Reψk

Aψ−k
B

〉 + 1

β

ε

L
. (D8)

Noting that 〈φ−k
i φk

j 〉 = ε〈ψ−k
i ψk

j 〉 + O(ε2), i, j ∈ {A, B} and
plugging the result into Eq. (15), we obtain

σ k = 8δ2 q2
k

α + β + γ q2
k

+ O(ε). (D9)

We note that

Ak ∼
(

γ q2
k κ − δ

κ + δ β

)
, as k → ∞, (D10)

which means that fluctuations become effectively decoupled
for large wave numbers. Consequently, their statistics be-
comes independent of α and of the underlying zero-noise
solution φ∗. Repeating the above calculation, we find〈

Reφk
Aφ−k

B

〉 ∼ 1

γ q2
k

δ − κ

β

ε

L
, (D11)

〈∣∣φk
A

∣∣2〉 ∼ 1

γ q2
k

ε

L
, (D12)

〈∣∣φk
B

∣∣2〉 ∼ 1

β

ε

L
, (D13)

as k → ∞, and consequently

σ k ∼ 8δ2

γ
+ O(ε), as k → ∞ (D14)

in the whole parameter range of the phase diagram [as given
in Eq. (20)]. Thus, there are always infinitely many, identi-
cal, noise-independent contributions with ∼δ2 in all phases.
Physically, however, they have little significance because they
come from length scales at which hydrodynamic theory loses
its validity, motivating a UV cutoff.

APPENDIX E: UV CUTOFF

Since throughout the phase diagram σ k ∼ δ2/γ as k → ∞
(see Appendix D), S given in Eq. (14) as a sum over infinitely
many such Fourier mode contributions, formally takes the
value infinity and is thus not well-defined measure of TRSB.
A way of regularizing S is by truncating the sum in Eq. (14)
at a finite at a wave number kmax,

S =
kmax∑
k=1

σ k. (E1)

Importantly, this method of regularizing does not spoil the
genuinely probabilistic interpretation of S in terms of path
probabilities.

To show this, we first note that Eq. (D10) implies that
above a sufficiently large wave number kmax, the dynamics
of each Fourier mode φk evolves independently of that of all
other Fourier modes. Hence, the path probability decomposes
approximately into the following product:

P [{{φk}t∈[0,T ]}k>0]

≈ P [{{φk}t∈[0,T ]}kmax�k>0]
∏

k>kmax

P [{φk}t∈[0,T ]]. (E2)

Consequently, the series representation of S in Eq. (E1) can
be approximately decomposed as

S ≈ S[{{φk}t∈[0,T ]}kmax�k>0] +
∑

k>kmax

S[{φk}t∈[0,T ]], (E3)

with

S[{{φk}t∈[0,T ]}kmax�k>0] ≈
kmax∑
k=1

σ k (E4)

and

S[{φk}t∈[0,T ]] ≈ σ k for k > kmax. (E5)

This allows us to conclude that S in Eq. (E1) can be under-
stood as the sum of the entropy productions of an infinite
number of individual processes, each of which is finite and
is therefore naturally divergent.

Since the spurious high Fourier modes with σ k ∼ δ2/γ as
k → ∞, represent physically irrelevant or even unphysical
degrees of freedom that all produce entropy, it is actually
rather the regularized, truncated series which should be un-
derstood as a realistic measure of TRSB (in the sense of a
path probability ratio) of the physically pertinent mesoscale
dynamics.
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