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Bistable spiral wave dynamics in electrically excitable media
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We show that a positive feedback loop between sodium current inactivation and wave-front ramp-up speed
causes a saddle-node bifurcation to result in bistable planar and spiral waves in electrically excitable media,
in which both slow and fast waves are triggered by different stimulation protocols. Moreover, the two types of
spiral wave conduction may interact to give rise to more complex spiral wave dynamics. The transitions between
different spiral wave behaviors via saddle-node bifurcation can be a candidate mechanism for transitions widely
seen in cardiac arrhythmias and neural diseases.
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I. INTRODUCTION

Spiral wave is a ubiquitous phenomenon in nature [1,2],
including chemical reactions [3–5], slime mold [6–8], intra-
cellular calcium signaling [9,10], brain waves [11,12], and
abnormal electrical activity in the heart [13,14], etc. A rich
spectrum of spiral wave dynamics has been shown [15–20],
including stable spiral waves, meandering spiral waves, and
spiral wave breakup. These spiral wave dynamics result in
periodic, quasiperiodic, and chaotic behaviors. In addition to
these rich spiral wave dynamics, another nonlinear dynamical
behavior of spiral wave has been shown in excitable media,
i.e., bistability in spiral wave conduction. Bistable spiral wave
behavior was shown in an early study by Winfree [21] in an
excitable medium with the FitzHugh-Nagumo (FHN) model,
in which two types of stable spiral waves, a fast one and a
slow one, can occur in the same medium and the spiral wave
period exhibits a hysteresis of a typical bistable system. Simi-
lar bistable spiral wave behavior was also shown in a coupled
map model in an early theoretical study by Ito and Glass [22].
In a more recent study by Zykov and Bodenschatz [23], the
authors showed that bistable spiral wave could occur when the
FHN-type model is near or in bistability. Similarly, bistable
conduction in a cable was shown when the FHN model is
near or in bistability [24]. So far, no experimental evidence has
been shown in generic excitable media to support the bistable
spiral wave dynamics. In previous studies [25,26], we showed
in computer simulations and experiments that another type of
bistable spiral wave behavior can occur in cardiac tissue. In
this type of bistable behavior, L-type calcium (Ca2+) current
(ICa,L)-mediated slow spiral wave and sodium (Na+) current
(INa)-mediated fast spiral wave can occur in the same tissue. In
this case, early afterdepolarizations are needed and the resting
potentials for the two types of spiral wave are different: one is
around −80 mV and the other is around −40 mV. Early after-
depolarizations are secondary depolarizations in the plateau
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phase of the action potential, which are a hallmark of long QT
syndrome [27]. In these previous studies [25,26], experimen-
tal evidence of bistable reentry was shown in cultured ventric-
ular myocyte monolayers, supporting the simulation results.

Theoretical analyses have shown that wave-front conduc-
tion in excitable media exhibits a stable fast conduction and an
unstable slow conduction [28,29]. In other words, in general,
excitable media exhibit a single stable conduction. In a recent
study [30], we showed an interesting conduction behavior in
nerve cables or fibers in which stable slow and fast conduction
occur under the same condition, namely a bistable conduction.
This behavior is promoted by altering the INa kinetics, namely
by speeding up INa inactivation. The underlying mechanism is
that the positive feedback loop between INa inactivation and
the ramp-up speed of the wave front results in two ramp-up
speeds (or two inactivation modes) during conduction in the
cable. This theory provides a mechanism for the experimental
observations of fast and slow conduction in the giant ax-
ons of jellyfish [31] and cockroaches [32]. Moreover, this
bistable conduction theory unifies the seemingly contradictory
experimental observations under a single theoretical frame-
work [30]. Inspired by this study, we hypothesize that since
the bistable conduction is promoted by only altering the INa

inactivation kinetics, it may be applicable to other electrically
excitable media, such as cardiac fibers and tissue. Moreover,
this same bistable planar wave conduction mechanism in cable
may lead to bistable spiral waves in tissue, including both
cardiac and neural tissue. In this study, we use numerical
simulation to investigate bistable conduction and spiral wave
dynamics in cardiac and neural tissue models under the con-
dition of altered INa inactivation kinetics.

II. METHODS

We carry out simulations in both one-dimensional (1D)
cable and two-dimensional (2D) tissue using both cardiac and
neural action potential models. The governing equation of
voltage (V) for a 1D cable is

∂V

∂t
= − Iion + Isti

Cm
+ D

∂2V

∂x2
(1)
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FIG. 1. Bistable conduction in a cardiac fiber. (a) Space-time plot
of V showing a fast wave in a 9-cm cable triggered by a strong but
short square pulse (as indicated on top). The panels below show
recording of V, INa, and ICa,L versus time from the middle of the
cable. (b) Space-time plot of V showing a slow wave in the same
cable triggered by a weak but long square pulse (as indicated on
top). The panels below show recording of V, INa, and ICa,L versus
time from the middle of the cable. (c) Hysteresis showing CV versus
GNa in the same cable as in (a) and (b). Gray background is the GNa

range for bistable conduction. (d) Phase diagram showing conduction
behaviors in the GNa and GCa,L plane. The gray region is bistable
conduction. The phase diagram is obtained using the strong and weak
stimulation protocols as in (a) and (b). GNa = 9 mS/cm2 is used for
panels (a) and (b).

and for 2D tissue is

∂V

∂t
= − Iion + Isti

Cm
+ D

(
∂2V

∂x2
+ ∂2V

∂y2

)
. (2)

In Eqs. (1) and (2), Cm = 1 µF/cm2 is the membrane ca-
pacitance, Iion is the total ionic current density and Isti is
the stimulation current density, which is a square pulse. D =
0.0005 cm2/ms is the diffusion constant. The specific func-
tional form of Iion and the differential equations of other
variables are different in different action potential models.
Most of the results in this study are obtained using the 1991
Luo and Rudy (traditionally labeled as the LR1) model [33],
and the major conclusions are also demonstrated using phys-
iologically more detailed action potential models [34–36]
and a modified Hodgkin-Huxley (HH) neural action poten-
tial model [30]. A strong and narrow Isti is used to induce
a fast wave, and a weak and wide Isti is used to induce a
slow wave in the 1D cable [see Figs. 1(a) and 1(b)]. The
traditional cross-field stimulation protocol is used for spi-
ral wave induction in 2D tissue. Similar to the 1D cable, a
strong and narrow Isti is used for initiating a fast spiral wave

and a weak and wide Isti is used for initiating a slow spiral
wave. Computer simulations are carried out using a forward
Euler method for Eqs. (1) and (2) with �x = �y = 0.015
cm and �t = 0.01 ms. Graphic processing unit computation
with CUDA programming is used for simulations. No flux
boundary conditions are used.

III. RESULTS

We first carry out 1D cable simulations to investigate if
the bistable conduction that we have shown in nerve fibers
previously [30] can still occur in cardiac fibers. Figure 1 shows
the 1D cable simulation results using the LR1 model with pa-
rameter alterations (see the Appendix). Although changes of
several parameters are needed to maintain certain properties,
such as the action potential duration, the common changes
required for bistable conduction are reduction of the inacti-
vation time constant (τh) and the maximum conduction (GK1)
of IK1. Figures 1(a) and 1(b) show a fast-conducting wave
and a slow-conducting wave in the same cable initiated with
two different stimuli, respectively. The fast wave is induced
by a short square pulse with a high amplitude [Fig. 1(a)],
and the slow wave is induced by a long square pulse with
a low amplitude [Fig. 1(b)]. It takes about 400 ms for the
fast wave but more than 2 s for the slow wave to conduct
from one end to the other end of the 9-cm cable. The two
distinct conduction dynamics are due to two different modes
of INa strength. In the fast wave, the voltage ramps up quickly
with a high INa (≈ −80 pA/pF). In the slow wave, the voltage
ramps up much more slowly with a low INa (≈ −2 pA/pF). As
we showed previously [30], the two modes of INa are due to
two modes of inactivation promoted by the positive feedback
between INa inactivation and wave-front ramp-up speed. In
both cases, ICa,L are almost the same (≈ −6 pA/pF). One
can calculate both the stable and unstable conduction veloc-
ity (CV) for different GNa, which forms a typical hysteresis
with saddle-node bifurcations [Fig. 1(c)] as seen in generic
bistable systems. When GNa is small, only slow conduction
exists independent of the stimulation protocol. When GNa is
large, only fast conduction exists, which is also independent
of the stimulation protocol. In the middle range of GNa (gray
regime), however, both fast and slow conduction exist, and
which type of conduction occurs depends on the stimulation
protocol. The unstable CV (open circles) is calculated by
using the same protocol as detailed in our previous study [30].
To show how the bistable conduction is affected by INa and
ICa,L, we scan the maximum conductance of INa (GNa) and
that of ICa,L (GCa,L), and plot CV in color in the two-parameter
plane [Fig. 1(d)]. The gray region in Fig. 1(d) is where bistable
conduction occurs. The white region is where both stimuli fail
to elicit conduction (conduction failure). The colored regions
are where both stimuli give rise to a single stable conduc-
tion with CV color coded. Bistable conduction occurs in the
intermediate range of GCa,L. The mechanism of the bistable
conduction is the same as the one in nerve conduction shown
in our previous study [30]. Namely, the voltage ramp-up speed
and INa inactivation form a positive feedback loop during
conduction, i.e., a faster upstroke causes less inactivation of
INa (and thus a larger INa), which in turn causes an even faster
upstroke. This positive feedback causes bistable conduction

064405-2



BISTABLE SPIRAL WAVE DYNAMICS IN … PHYSICAL REVIEW E 108, 064405 (2023)

FIG. 2. Bistable spiral wave dynamics in 2D tissue. (a) Upper
(Video 1 [37]): A voltage snapshot of the fast spiral wave. Lower:
Voltage versus t recorded from a point in the tissue. (b) Upper (Video
2): A voltage snapshot of the slow spiral wave. Lower: Voltage versus
t recorded from a point in the tissue. (c) T versus GNa for a tissue
size of 15.36 × 15.36 cm2. Gray color is the GNa range of bistable
conduction in the 1D cable shown in Fig. 1(c). The down arrow
indicates the transition point from slow to fast spiral wave as GNa

increases. The up arrow indicates the transition point from fast to
slow spiral wave as GNa decreases. (d) Same as (c) but for a tissue
size of 30.72 × 30.72 cm2. The parameters for the action potential
model are the same as for Fig. 1. GNa = 9 mS/cm2 is used for panels
(a) and (b). In (c) and (d), for each GNa a strong stimulus and a weak
stimulus are used to initiate spiral waves. The strong stimulus gives
rise to a fast spiral wave and the weak one gives rise to a slow spiral
wave in the bistable regime (between the two arrows) but both give
rise to a single type of spiral waves (either a fast or a slow wave)
outside the bistable regime. The period T is recorded from a point in
the spiral arm, e.g., the center of the upper-right quadrant of the 2D
tissue.

to occur. A detailed theoretical analysis in nerve fibers was
presented in our previous study [30].

The conduction in a 1D cable corresponds to a planar
wave in 2D tissue, and now the questions are whether one
can observe bistable spiral waves in 2D tissue and what new
dynamics may occur if bistable spiral waves occur. We use
the traditional cross-field stimulation protocol to initiate spiral
waves in 2D tissue, in which fast and slow spiral waves are
induced using different strength stimuli, similar to the ones
used in the 1D cable. Indeed, we can observe two types of
spiral waves: a fatty-looking fast rotating one [Fig. 2(a); see
Supplemental Material Video 1 [37]] and a slim-looking slow
rotating one [Fig. 2(b); Video 2]. The period (T) of the fast spi-
ral wave is around 500 ms, and that of the slow one is around
1 s. Similar to the 1D cable, the action potential upstroke
of the fast wave is steep and that of the slow wave is much
less steep. The action potential durations are similar and the

FIG. 3. Tissue size-dependent bistability. (a) Voltage snapshots
showing that an initiated slow wave remains as a stable slow wave in
a larger tissue (Video 3): 11.52 × 11.52 cm2. (b) Voltage snapshots
showing that an initiated slow wave degenerates into a fast wave in a
smaller tissue (Video 4): 9.6 × 9.6 cm2. (c) T versus beat number for
the two cases in (a) and (b). (d) T versus tissue size L. For each L, a
strong stimulus and a weak stimulus are used to initiate spiral waves,
and bistable spiral wave behavior occurs when L is larger than a
critical value (arrow). GNa = 10 mS/cm2 is used for all simulations.

slimness of the slow wave is due to a slower conduction that
results in a shorter wavelength. We carry out simulations by
scanning GNa to observe hysteresis of spiral wave dynamics.
Figure 2(c) shows the spiral wave period T versus GNa in a
15.36 × 15.36 cm2 tissue. The bistable conduction region in
the 1D cable shown in Fig. 1(c) is painted gray. Note that
in Fig. 1(c), the y axis is CV, while in Fig. 2(c), the y axis
is T so that the hysteresis is inverted. The transition from the
slow spiral wave to the fast spiral wave (down arrow) occurs at
roughly the same GNa (≈ 10.5 mS/cm2) as for the transition
from slow to fast conduction in the 1D cable [up arrow in
Fig. 1(c)]. However, the transition from fast to slow spiral
wave (up arrow) occurs at a much larger GNa (≈ 8.6 mS/cm2)
than that (≈ 7 mS/cm2) in the 1D cable [down arrow in
Fig. 1(c)]. This transition also depends on tissue size, i.e., a
smaller GNa is needed in a larger tissue [Fig. 2(d)]. It has been
shown that the period T of a spiral wave is determined by the
wave-front curvature and CV restitution [18]. Normally, the
presence of CV restitution indicates that conduction becomes
slower (or weaker) for a shorter period T due to incomplete
recovery of INa [38]. The curvature and CV restitution weaken
the fast conduction due to a shorter rotation period T, causing
the fast to slow spiral wave transition to occur at a larger GNa

than in the 1D cable. Moreover, close to this transition, the
period T of the fast spiral wave varies in a wide range and
becomes wider as GNa decreases. This is caused by chaotic
meander of the spiral wave promoted by the interaction of the
two conduction modes, which is discussed in detail later.

The occurrence of bistable spiral wave depends on tissue
size. Figure 3 shows spiral wave behaviors in tissues with
different sizes. The GNa value (GNa = 10 mS/cm2) is in
the middle of the bistable regime [see Figs. 2(c) and 2(d)].
Both spiral waves are initiated as slow waves using the same
stimulation protocol (note that if they are initiated as fast
waves, they will both remain as stable fast waves in both
tissue). For the larger tissue [11.52 × 11.52 cm2; Fig. 3(a) and
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FIG. 4. Tissue size-dependent spiral wave dynamics at the tran-
sition from fast to slow wave. (a) Voltage snapshots showing that an
initiated fast wave degenerates into a stable slow wave in a smaller
tissue (Video 5): 15.36 × 15.36 cm2. (b) Voltage snapshots showing
an initiated fast wave remains as an intermittent state of fast and
slow rotations in a larger tissue (Video 6): 30.72 × 30.72 cm2. (c)
T versus beat number for the two cases. (d). T versus tissue size L.
For each L, a strong stimulus and a weak stimulus are used to initiate
spiral waves, and two types of spiral wave behavior occur when L is
larger than a critical value (arrow). GNa = 8.3 mS/cm2 is used for all
simulations.

Video 3], the slow spiral wave is stable, but for the smaller
tissue [9.6 × 9.6 cm2; Fig. 3(b) and Video 4], the slow wave
degenerates into the fast wave after only two rotations [see
black dots in Fig. 3(c)]. This behavior can be understood as
follows. Note that due to the boundary effect, there is a fatty
tail in the slow spiral wave [arrow in Fig. 2(b)] which is a
fast conduction due to the boundary effect. When the tissue is
large enough, the fatty tail constantly emerges and disappears
at the tissue boundary without affecting the spiral wave, and
thus the spiral wave remains stable as a slow wave [see the
open dots in Fig. 3(c)]. When the tissue is small, the fatty
tail chases up the slow spiral tip and takes over to result
in the fast spiral wave. Therefore, when the tissue is large
enough, both fast and slow spiral waves can be observed and
the system is bistable, otherwise, only the fast spiral wave can
be observed, and the system becomes monostable. Figure 3(d)
plots T versus tissue size L, showing that when L � 10.6 cm,
only fast waves can be observed, but when L > 10.6 cm, both
fast and slow waves can be observed.

As shown in Figs. 2(c) and 2(d), the transition from fast
to slow spiral wave also depends on tissue size, and at the
transition, the fast spiral wave is not stable but meanders to
result in a variation in T. To understand these behaviors, we
carry out simulations at the transition (GNa = 8.3 mS/cm2)
using two tissue sizes [Figs. 4(a) and 4(b)]. In both cases,
the spiral waves are initiated as fast waves using the same

stimulation protocol (note that if they are initiated as slow
waves, they will both remain as stable slow waves). For the
smaller tissue [15.36 × 15.36 cm2; Fig. 4(a) and Video 5],
the spiral wave meanders with T varying chaotically, which
suddenly degenerates into a stable slow wave after t = 31.5
s [ see open dots in Fig. 4(c)]. However, in the larger tissue
[30.72 × 30.72 cm2; Fig. 4(b) and Video 6], this chaotic be-
havior persists [see black dots in Fig. 4(c)]. Figure 4(d) plots
T versus tissue size L, showing that when L < 22.5 cm, only
stable slow waves can be observed, but when L > 22.5 cm,
both stable slow and chaotic waves can be observed.

The chaotic meander of the spiral wave is caused by the
interaction of the fast and slow conduction in the spiral tip
region. As shown in Fig. 4(b), the spiral arm always remains
as fast conduction, but in the tip region, frequent transitions
between slow and fast conduction occur. Once the spiral tip is
a fast conduction, it may degenerate into a slow conduction
due to CV restitution and curvature at the spiral tip. Once
a slow conduction forms, the fast conduction will chase up
and take over. This process repeats to result in the chaotic
meandering behavior. However, as the tissue size becomes
smaller [such as Fig. 4(a)], the fast spiral arm may disappear
at the tissue boundary at some time point, leaving only the
slow conduction and thus the slow spiral wave in the tissue.
Therefore, if the tissue is not large enough, it can only support
the slow wave, causing the transition to occur at a larger GNa

in a smaller tissue.
Note that as shown in Figs. 2(c) and 2(d), the variation in T

increases as GNa decreases. This is because as GNa reduces, it
becomes easier for CV restitution and curvature to convert fast
conduction into slow conduction, potentiating this type of fast
and slow conduction interaction. Because of the restitution
and curvature effect, it requires a larger GNa for the fast to
slow transition to occur than that in planar wave in a 1D cable.

To show that this bistable spiral wave dynamics is generic
in cardiac tissue, we carry out simulations using physiologi-
cally more detailed action potential models, namely, the 1994
Luo and Rudy (LRd) guinea pig ventricular model [34], the
2004 ten Tusscher et al. (TP04) human ventricular model [35],
and the O’Hara et al. (ORd) human ventricular model [36].
These models include more realistic ionic currents and intra-
cellular ion dynamics. The parameters (see the Appendix) are
altered to achieve bistability. Although changes of parameters
are different for different models to result in bistability, the
common changes required are reduction of the inactivation
time constant (τh) and the maximum conduction (GK1) of
IK1. After the parameter changes, we can observe bistable
spiral waves for all three models [Figs. 5(a)–5(c)], but spiral
waves behave differently in different models. For the LRd
model, both fast and slow spiral waves are stable [Fig. 5(a)
and Videos 7 and 8], with period T = 330 ms and T = 600
ms, respectively. For the TP04 model [Fig. 5(b) and Videos 9
and 10], the slow spiral wave is always stable (T ≈ 960 ms),
but the fast spiral wave (T ≈ 540 ms) suddenly degenerates
into the slow wave at around 20 s (Video 9). Figure 5(d) plots
a pseudo-electrocardiogram (ECG) (calculated using the stan-
dard formulation [39]) to show this transition. The transition
is caused by the slow change of intracellular Na+ concen-
tration ([Na+]i ) (right panel). For the ORd model, the fast
spiral wave is not stable but spiral wave breakup exhibiting
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FIG. 5. Bistable spiral wave dynamics in physiologically de-
tailed action potential models. (a)–(c) Voltage snapshots for fast
(upper) and slow (lower) spiral waves in 2D tissue with the LRd
model [panel (a) and Videos 7 and 8], the TP04 model [panel (b)
and Videos 9 and 10], and the ORd model [panel (c) and Videos
11 and 12]. The tissue sizes are 15.36 × 15.36 cm2 for the LRd and
TP04 model, and 30.72 × 30.72 cm2 for the ORd model. (d) Left:
Pseudo-ECG showing the spontaneous transition from fast to slow
spiral wave for the TP04 model. Right: [Na+]i versus time from a
cell in the tissue. (e) Left: Pseudo-ECG showing the spontaneous
transition from a slow spiral wave to spiral wave breakup for the
ORd model. Right: [Na+]i versus time from a cell in the tissue.

spatiotemporal chaos occurs [upper panel in Fig. 5(c) and
Video 11]. However, the slow spiral wave is initially stable but
suddenly degenerates into the fast spiral wave breakup state at
around 20 s in the simulation (Video 12). Figure 5(e) plots a
pseudo-ECG showing this transition, which is also caused by
the slow change of [Na+]i (right panel).

Finally, we carry out 2D tissue simulation using the mod-
ified HH model (see the Appendix) used in our previous
study [30] to demonstrate that bistable spiral waves can also
occur in neural tissue (Fig. 6; Videos 13 and 14). Similar
spiral wave dynamics (chaotic meandering) occur at the fast
to slow spiral wave transition [up arrow in Fig. 6(d)] as in
cardiac tissue [Figs. 2(c) and 2(d)] due to fast and slow wave
interaction. The transition occurs at a larger GNa in 2D tissue
[Fig. 6(d)] than in 1D cable [Fig. 6(c)] due to CV restitution
and curvature effects. For the same reason, the slow to fast
spiral wave transition (down arrow) also occurs at a larger
GNa.

IV. DISCUSSION AND CONCLUSIONS

Bistable spiral waves have been shown in simulations
of generic excitable media using simple models [21–23],
such as the FHN or FHN-type models, however, the bistable

FIG. 6. Bistable planar and spiral wave dynamics in tissue of a
modified HH model. (a) Voltage snapshot of the fast spiral wave
(Video 13). (b) Voltage snapshot of the slow spiral wave (Video 14).
(c) Hysteresis showing CV versus GNa from a 1D cable. (d) T versus
GNa for spiral waves in 2D tissue. Gray color is the GNa range [the
same as in (c)] of bistable conduction in the 1D cable. Tissue size is
3.84 × 3.84 cm2.

spiral waves have not been demonstrated experimentally in
generic excitable media. On the other hand, in previous stud-
ies [25,26], we showed another type of bistable spiral wave
behavior that can occur in cardiac tissue, in which ICa,L-
mediated spiral wave and INa-mediated spiral wave can occur
in the same tissue under the condition of long QT syndrome
or in the presence of early afterdepolarizations. Experimental
evidence of this bistable behavior has been demonstrated in
these studies. In this study, we demonstrate a different bistable
behavior in planar and spiral wave conduction in cardiac and
neural tissue models. The mechanism of bistability is caused
by a positive feedback loop between INa inactivation and
wave-front ramp-up speed as detailed in our previous study
on nerve conduction [30]. For bistable conduction to occur,
the major requirement was speeding up of INa kinetics. In the
simulations of this study, although we need to alter several
parameters in each model (see the Appendix) to observe the
bistable behaviors, the common changes are speeding up of
the INa inactivation kinetics and lowering of the IK1 con-
ductance. Speeding up INa inactivation facilitates the positive
feedback loop for bistability and lowering IK1 conductance
enhances excitability to facilitate conduction. In cardiac sys-
tems, INa mutations in Brugada syndrome and INa blocking
drugs may speed up INa inactivation kinetics (see Table 1
in Ref. [40]). Drugs may block IK1, such as synthetic opi-
oids [41]. Therefore, the condition for bistable conduction can
be satisfied under diseased conditions or under drugs in real
cardiac systems. As we have shown in our previous study [30],
this condition can be satisfied in neural systems. Therefore,
this bistable planar or spiral wave conduction mechanism may
be widely applicable to electrically excitable media.

Spiral waves as a mechanism of cardiac arrhythmias
have been well accepted. It is thought that different spi-
ral waves may correspond to different forms of arrhythmias
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[14,20,42–44]. For example, a stable spiral wave gives rise
to monomorphic ventricular tachycardia, a meandering spi-
ral wave gives rise to polymorphic ventricular tachycardia,
and spiral wave breakup results in ventricular fibrilla-
tion. Electrocardiogram recordings from clinical settings and
experiments [45–53] have shown that transitions among dif-
ferent types of arrhythmias occur frequently, and some occur
suddenly. It is not clear how these transitions occur, and the
current thought is that the transitions correspond to the transi-
tions among different types of spiral waves as well as focal
excitations. However, how the transition from one type to
another type of spiral wave occurs is not well understood, es-
pecially when it occurs suddenly. As discussed in our previous
studies [25,26], bistable spiral waves or reentry can be a candi-
date mechanism for the transitions in arrhythmias, such as the
transition from Torsade de Pointes to ventricular fibrillation.
As shown in Fig. 5 in this study, slow ion accumulation can
convert one type to another type of spiral wave dynamics by
slowly moving the system to the saddle-node bifurcation, and
the transitions occur suddenly. These transitions can be can-
didate mechanisms for the transitions widely seen in cardiac
arrhythmias [45–53], as well as in neural diseases [54,55].

In conclusion, a positive feedback loop between INa inac-
tivation and wave-front ramp-up speed can form and cause a
saddle-node bifurcation to result in bistable planar and spiral
waves in electrically excitable media, such as cardiac and
neural fiber and tissue, in which both slow and fast waves
are triggered by different stimulation protocols. Moreover,
the two types of spiral wave conduction may interact to give
rise to more complex spiral wave dynamics. The transitions
between different spiral wave behaviors via saddle-node bi-
furcation can be a candidate mechanism for transitions widely
seen in cardiac arrhythmias and neural diseases.
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APPENDIX: MODIFICATIONS TO THE ACTION
POTENTIAL MODELS

1. Modifications to the LR1 model

To simulate bistable conduction and spiral wave dynamics,
we modify the LR1 model in this study. Here we give a brief
description of the differential equations of the original LR1
model [33] and our modifications.

The membrane voltage V is described by the following
differential equation:

dV

dt
= −(Iion + Isti )/Cm, (A1)

where Cm = 1µF/cm2 is the membrane capacitance. Isti is
the stimulus current density. Iion is the total ionic cur-
rent density consisting of different types of ionic currents,
i.e.,

Iion = INa + Isi + IK + IK1 + IK p + Ib, (A2)

where INa is the Na+ current. Isi is called the slow inward
current, which is known as the L-type Ca2+ current (ICa,L). IK ,
IK1, and IK p are potassium (K+) currents; Ib is the background
current. IK1, IK p, and Ib are functions of voltage. INa, Isi, and
IK are functions of voltage and gating variables, with the
following formulations:

INa = GNam3h j(V − ENa ), (A3)

Isi = Gsidf (V − Esi ), (A4)

IK = GK XXi(V − EK ), (A5)

where m, h, j, d , f , and X are gating variables described by
the following type of differential equation:

dy

dt
= [y∞(V ) − y)]/τy(V ), (A6)

where y∞ and τy are functions of V. We set Esi = 80 mV and
thus the differential equation for [Ca2+]i was dropped since it
becomes independent. Therefore, the model becomes a seven-
variable model.

We multiply a factor γ to a conductance or time constant
to change the parameter. For example, for the time constants
τy, we multiply a prefactor γ (τy), i.e.,

τy(V ) → γ (τy) × τy(V ). (A7)

We change the following time constants: γ (τh) = 0.3;
γ (τd ) = 0.3; and γ (τ f ) = 0.5. We also change the conduc-
tances from the original values to Gsi = 0.12 mS/cm2, GK =
0.5 mS/cm2, and GK1 = 0.2 mS/cm2. We vary GNa for
bistability but set the default value as GNa = 9 mS/cm2.

2. Modifications to the physiologically detailed
action potential models

We simulate tissue models with three physiologically de-
tailed action potential models: the LRd model [34], the TP04
model [35], and the ORd model [36]. For these models, we
make fold changes to both conductances and time constants
as listed in Table I.

3. Modified HH model

For the modified HH model, the total ionic current density
Iion is

Iion = INa + ICa + IK + IL. (A8)

In Eq. (A8), INa is the Na+ current density described by INa =
GNam3h(V − ENa ). IK is the K+ current density described by
IK = GK n4(V − EK ). IL is the leak current density described
by IL = GL(V − EL ). ICa is the Ca2+ current density described
by ICa = GCad2 f (V − ECa ). This formulation is adopted from
Medlock et al. [56] with addition of an inactivation gate f . m,
h, n, d , and f are gating variables which are described by the
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TABLE I. Fold changes of selected conductances and time con-
stants for the three models. d∞-shift is the voltage shift of d∞ for the
d gate. Blank means no change. Although different changes are made
for bistability to occur in different models, the common changes
are speedup of INa inactivation [reduction of τh, i.e., γ (τh ) < 1] and
reduction of GK1.

LRd TP04 ORd

γ (GNa ) 0.72 0.76 0.69
γ (GCa,L ) 0.62 0.65 0.52
γ (GK1) 0.3 0.1 0.03
γ (GKs ) 0.5 0.8
γ (τh ) 0.2 0.15 0.2
γ (τd ) 0.3
γ (τ f ) 0.5
γ (τ j ) 0.3
γ (τX ) 0.5 0.5
d∞-shift −10 mV

same differential equations as Eq. (A6) with y∞ = αy

αy+βy
and

τy = 1
αy+βy

. αy and βy are rate constants that are functions of
V and listed in Table II.

To observe bistable conduction, we make modifications to
the original HH kinetics. We shift the kinetics (see Table II)
to give rise to a resting potential of around −65 mV (the
measured resting potential in Aglantha digitale is close to this
value [31]). Some of the shifts are required for facilitating
bistable conduction.

TABLE II. Changes of parameters from the original HH model.
αm and βm are shifted 60 mV toward more negative voltages. αh and
βh are shifted 75 mV toward more negative voltages. αn and βn are
shifted 25 mV toward more negative voltages. ENa and EK are shifted
65 mV toward more negative voltages, and EL is shifted 75.6 mV.
The shifts are to change the resting potential from around zero in the
original HH model to −65 mV and to facilitate bistable conduction.

Original HH model Modified HH model

αm 0.1 25−V
exp( 25−V

10 )−1
0.1 −35−V

exp( −35−V
10 )−1

βm 4 exp( −V
18 ) 4 exp( −60−V

18 )
αh 0.07 exp( −V

20 ) 0.07 exp( −75−V
20 )

βh
1

exp( 30−V
10 )+1

1
exp( −45−V

10 )+1

αn 0.01 10−V
exp( 10−V

10 )−1
0.01 −15−V

exp( −15−V
10 )−1

βn 0.125 exp( −V
80 ) 0.125 exp( −25−V

80 )
ENa 120 mV 55 mV
EK −12 mV −77 mV
EL 10.6 mV −65 mV

For d∞ and f∞, we use the following formulations: d∞ =
1

1+exp(− V+14
kd

)
and f∞ = 1

1+exp( V+44
k f

)
. τd and τ f are set as con-

stants independent of V.
The parameters are set as GNa = 75 mS/cm2, GCa = 3

mS/cm2, GK = 36 mS/cm2, GL = 0.3 mS/cm2, γ (τm) =
0.2; γ (τh) = 0.35, γ (τn) = 3; ECa = 120 mV; τd = 3 ms,
τ f = 20 ms, kd = 5.8, and k f = 6.
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