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Short delay limit of the delayed Duffing oscillator
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The delayed Duffing equation, x” + ex’ + x + x> + cx(t — t) = 0, admits a Hopf bifurcation which becomes
singular in the limit ¢ — 0 and T = O(¢) — 0. To resolve this singularity, we develop an asymptotic theory
where x(t — ) is Taylor expanded in powers of t. We derive a minimal system of ordinary differential
equations that captures the Hopf bifurcation branch of the original delay differential equation. An unexpected
result of our analysis is the necessity of expanding x(# — t) up to third order rather than first order. Our work is
motivated by laser stability problems exhibiting the same bifurcation problem as the delayed Duffing oscillator
[Kovalev er al., Phys. Rev. E 103, 042206 (2021)]. Here we substantiate our theory based on the short delay
limit by showing the overlap (matching) between our solution and two different asymptotic solutions derived for

arbitrary fixed delays.
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I. INTRODUCTION

Several physical problems modeled by nonlinear delay
differential equations (DDEs) admit Hopf bifurcation instabil-
ities induced by a relatively short delay. Regenerative chatter
in a drilling process, for example, is modeled by a DDE where
the delay arises from the fact that the cutting tool passes over
the metal surface repeatedly [1]. The delay is equal to the time
period of one revolution of the workpiece. The short delay
limit corresponds to high-speed drilling. Short time delays
also appear in DDEs describing integrated photonic circuits
subject to optical feedback [2,3]. While delayed feedback in-
stabilities are well documented if the delay is sufficiently large
[4,5], it was recently found that a Hopf bifurcation induced
by a small delay is possible for some delayed feedback lasers
[6,7].

For both the drilling and laser problems [6,8], it was noted
that the weakly nonlinear analysis of a limit cycle emerging
at the Hopf bifurcation [9,10] fails to provide the correct
approximation in the limit of short delays. More precisely,
the subsequent term in the expansion of the solution becomes
larger than the previous one as the delay tends to zero. Nu-
merically, we observe that the branch of limit cycles becomes
nearly vertical as the delay decreases. Along the branch, the
oscillations quickly change from nearly sinusoidal to pulsat-
ing as their amplitude increases.

A source of confusion in the mathematical literature is
that sometimes small delays have no effects and sometimes
cause dramatic changes; see Refs. [11-13], [[14], Sec. 4.4,
p. 48], and [15,16]. A common feature of the drilling and
laser equations is the fact that they can be reformulated as
weakly damped conservative oscillators. We may reasonably
expect that the destabilizing effect of a delayed feedback
counterbalances the stabilizing effect of the physical damping.
Both the drilling and laser problems depend on several param-
eters and require massive changes of variables before we may
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formulate a weakly perturbed conservative system of equa-
tions. This paper aims at clarifying the different steps needed
for Hopf bifurcation analysis when both damping and delay
are small. To this end, we consider a much simpler example of
a delayed nearly conservative oscillator, the delayed Duffing
oscillator, and explore the overlap (matching) of a short delay
approximation with two different approximations derived for
fixed delay.

The delayed Duffing equation [17] describes a damped
nonlinear oscillator with a delayed restoring force [18]. The
model has been used to model the regenerative effect in metal
cutting [19] and the delayed control of a flexible beam [20].
Applications described in terms of the periodically driven
delayed Duffing equation have also been investigated [21].
The delay differential equation is given by

X4 ex x4+ = —ex(t — 1), (D

where prime means differentiation with respect to time ¢. The
parameter € (0 < ¢ << 1) is the Duffing small damping co-
efficient and ¢ > 0 is the amplitude of the delayed restoring
force. The interest in the delayed Duffing equation also stems
from the place Pyragas control method has taken in the phys-
ical and engineering sciences [22,23]. The control consists
of replacing the right-hand side of Eq. (1) by —c[x(r — ) —
x]. It is a noninvasive method since it doesn’t change the
steady states but may affect their stability properties. Because
the feedback control is linear in x(f — t), the conclusions of
our analysis of Eq. (1) also apply for Duffing equation subject
to Pyragas control.

Before we start our analysis of Eq. (1), it is worth stressing
work on the delayed, undamped, Duffing oscillator (¢ = 0).
It has benefited from recent mathematical studies because
of the existence of an infinite number of stable limit cycles.
It was first suggested in a paper by Wahi and Chatterjee
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[[24], Sec. 4.2], who considered the equation
X4 = —ex(t — 1) )

with ¢ << 1. By balancing harmonics, they determined a
two-term expansion of the equation x” 4+ x> = 0 of the form
x = R(sin(wt + ¢) + Rg sin(Bwt + 3¢) where ¢ is a con-
stant. They then applied an averaging technique to formulate
slow-time equations for R and ¢. These equations predicted
infinitely many limit cycles. Davidow et al. [25] looked for an
approximate solution of

X433 = —x(t — 1) (3)

of the the form x = A cos(wt) and came to the same con-
clusion. Mitra et al. [26] considered the complete Duffing
equation (1) with ¢ = 0. They also looked for an approxi-
mation based on a single harmonic function and found an
infinite number of limit cycles. The last two publications
[25,26] noted that the amplitude of the periodic solutions
grows to infinity as the delay  — 0. Davidow et al. [25]
and Mitra et al. [26] also analyzed their equations with damp-
ing (¢ > 0) using again a single mode approximation. They
observed that the number of limit cycles becomes finite and
that their number progressively increases with the delay. Al-
though the single mode approximation may provide a good
numerical approximation of the solution of Eq. (2) [25], it
is not an asymptotic approximation based on limiting values
of a specific parameter. Sah et al. [27] analyzed Eq. (3) and
demonstrated rigorously that the previously studied infinite
sequence of stable limit cycles lose stability, eventually for
delay 7 such that 7> > 372/2. A similar result is obtained for
Eq. (1) with ¢ = 0 in a more technical publication by Fiedler
et al. [28]. To complete our review, we noted that the delayed
bistable Duffing equation

X —x+x=—ex(t — 1) 4)

has been analyzed by Cantisan et al. [29]. Bistability means
that there are three fixed points: one unstable at the origin and
two others corresponding to the bottom of the wells. Unlike
Eq. (1) with ¢ =0, Eq. (4) admits a finite number of stable
limit-cycle solutions that are confined to one of the wells.

In this paper, we propose an asymptotic analysis of Eq. (1)
valid in the double limit

e—>0andt =0()— 0 (®)]

but arbitrary feedback amplitude c. Our objective is to de-
rive an ordinary differential equation (ODE) admitting the
same bifurcation properties as the delay differential equa-
tion (DDE) in the limit of small delays. This particular limit
was mathematically analyzed by Chicone [12], who deter-
mined conditions for which a DDE can be reduced to an
ordinary differential equation (ODE) where t is regarded as
a small parameter [30]. As an example, he considered the
delayed undamped Duffing equation [[12], p. 385]

X4 w’x = —ax(t — 1) — bxX*(t — T) (6)
and formulated the following ODE problem:
X'+ 1(a + 3bx*)x + (@* — a)x — bx* = 0. (7)

Equation (7) is a form of van der Pol’s oscillator and has a
stable limit cycle for appropriate choices of its parameters.

Chicone concluded that a small delay certainly does matter
in this case. This is obvious since Eq. (7) with t =0 is
conservative and the dissipation of the oscillator, described by
the coefficient multiplying x’, is nonlinear. However, if b = 0,
periodic solutions are possible only if @ = 0, implying that
the delay has no effects. The problem with b = 0 but a # 0
is precisely the problem we analyze in this paper. We show
that a Hopf bifurcation is still possible for the weakly damped
Duffing oscillator provided we expand x(t — t) up to third
order in 7.

The organization of this paper is as follows. In Sec. II
we analyze Hopf perturbation solution of Eq. (1) and show
that its expansion becomes nonuniform as T — 0. The way
it becomes nonuniform motivates a different expansion of the
solution where 7 is scaled with respect to ¢. In Sec. III we find
that the leading order solution fails to show how the branch
of limit cycle solutions depends on the control parameter c.
It then motivates a higher-order analysis which is developed
in Sec. IV. We obtain the bifurcation equation relating the
amplitude of the oscillations and c. Our result suggests the
formulation of an ODE featuring the same bifurcation prop-
erties as the original DDE. Its numerical bifurcation diagram
is compared to the numerical bifurcation of Eq. (1). Last, we
show that solution of Eq. (1) for small delays is matching two
different asymptotic solutions obtained for arbitrarily fixed
delays. They contribute to an unified description of the Hopf
bifurcation from small to arbitrary fixed values of the delay.
Their derivations are long and tedious. They are relegated to
the Appendix.

II. FAILURE OF HOPF LOCAL SOLUTION

We consider ¢ > 0 as our bifurcation parameter. From the
linearized equation, we determine the first Hopf bifurcation
point at ¢ = ¢y(7, ¢) and analyze its limit as both  — 0 and
& — 0. In particular, we note that t needs to be scaled by ¢ in
order to keep ¢ as an O(1) quantity. We then determine the bi-
furcating solution near ¢ = ¢ by using a standard perturbation
analysis. We show that the expansion of the solution becomes
nonuniform as T — 0. However, the way it fails indicates how
the deviation |c — cp| should be scaled with respect to ¢.

From Eq. (1), we formulate the linearized equation for the
zero solution x = 0. It is given by

X'+ ex' +x = —cx(t —1). ®)

Inserting x = exp(At) into (1), we determine the characteristic
equation for the growth rate X :

A4 eh+ 1= —cexp(—Ar). )

There are no real A if ¢ > 0. But Hopf bifurcation instabilities
are possible. We obtain the conditions by introducing A = iw
into Eq. (9) and by separating the real and imaginary parts.
We obtain

—w’ 4+ 1 = —ccos(wt), (10)

ew = csin(wt). (11D

An analytic solution is possible in parametric form. Introduc-
ing z = wt, we formulate a quadratic equation for T from
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Eq. (10) and then an equation for ¢ using Eq. (11). They are
given by

7% + ezcot(z)T — 22 = 0, (12)
z

= . 13

¢ Sr sin(z) (13

By continuously increasing z from zero, we solve Egs. (12)
and (13), and determine the Hopf bifurcation lines in the
(c, ) parameter space (¢ fixed). The first Hopf bifurcation
point from x = 0 is denoted by ¢ = ¢¢ and is obtained for the
interval 0 < z < /2.

We are interested in exploring the limit of small delays.
From expanding the exponential in Eq. (9) for small r,we find
that a Hopf bifurcation verifies the condition ¢ — ct =0, in
first approximation. Assuming ¢ = O(1), this implies that T
needs to be scaled by ¢. But other scalings are possible for ¢
and t provided ct = O(e). By assuming t = O(¢) and z =
O(¢e), we obtain from Eq. (13) that

co— S =0()ase — 0. (14)
T

From (14), we note that ¢y moves to infinity in the limit t —
0, as we may expect since the zero solution is stable if T =
0. Finally, the Hopf bifurcation frequency w = wy is obtained
from (10) with z = wt = O(e):

wy—> v/ 14+copase — 0. (15)

A local analysis of the Hopf bifurcation is detailed in the
Appendix and indicates that the bifurcation is supercritical
(¢ > ¢p). As T — 0, we note that the amplitude of the os-
cillations approximates as

222270 osiwnn). (16)
ET

In order to keep a fixed amplitude as T — 0, ¢ — ¢p needs to
be scaled with respect to 7. We already indicate that T needs
to be an O(e) quantity. Consequently, the amplitude of the
periodic solution (16) is fixed as ¢ — 0 and T = O(¢) — 0
provided that ¢ — ¢y = O(¢?). These scalings will be useful
for our asymptotic analysis, which we now detail.

III. SINGULARLY PERTURBED SOLUTION

We first Taylor expand the delayed variable in Eq. (1) up to
third order and obtain

Vi 3 / / .’__2 " .[3 mn 4
X +x4+x 4 ex —I—cx—rx—i—?x —Ex +0(") | =0.
(17)
We next introduce
T =¢1, (18)

where 7; = O(1), and seek a solution of the form
x=xo(t)+ex;(t)+---. (19)

Inserting (18) and (19) into Eq. (17), we equate to zero the
coefficients of each power of ¢. The leading problem for x is
given by

Xy + (4o +x =0 (20)

and is an integrable Hamiltonian system with constant energy

X X, X
— 1 —= 4+ —. 21
>t (I4+0) >t (21)
It admits a family xo = x((z) of nested periodic orbits with
amplitude A,

4
Ey =

x(0) = A and x'(0) = 0. (22)

The frequency of the oscillations increases from w =1 as
the amplitude A increases from zero [27]. From now on, we
denote by x(¢) the P-periodic solution of Eq. (20) where
P =2n/w. To explore the contribution of the higher order
terms, it will be useful to introduce the energy function

, 2 2o
E@x)=—+d+o)=5+ . (23)

which is suggested by (21). Differentiating (23) with respect
to ¢ and using (17) we determine an equation for E given by

E' =¢e(=1+ ct)x? + 0(&?). (24)

We note that the right-hand side of Eq. (24) is proportional
to €. This motivates us to solve this equation by introducing
E =Ey(t)+¢E((t)+ --- into Eq. (24). The leading prob-
lem is E| = 0, which implies that E; is the constant given
by (21). The next problem is O(ge) and is given by E| =
(—14+cm )x(’)z. In order to have a bounded solution for E; the
right-hand side needs to satisfy the solvability condition

P
(—1+ crl)/ xZdt =0, (25)
0
which implies
1
c=—. (26)
7]

The expression (26) is the leading approximation of the Hopf
bifurcation point since ¢ = 1/17; = ¢/t [see (14)]. The Hopf
bifurcation point moves to infinity as T — 0, and the branch
of P-periodic solutions becomes nearly vertical in the same
limit. This information is valuable when we numerically in-
vestigate the bifurcation diagram of the periodic solutions. To
find how the period and amplitude of each P-periodic solution
change as we change ¢ from 1/7;, a higher-order analysis is
needed.

IV. HIGHER-ORDER ANALYSIS

It will be mathematically convenient to reformulate
Eq. (17) by combining all terms multiplying the same deriva-
tive of x:

/7 Ctz 3 /
X 1+7 +(I+c)x+x"4+(—cT)x

3
- c%x/” +O0(r) =0. @7)

We next introduce Xy (7) as the solution of the following equa-
tion:

C‘L’2
X(;/(l + 7) +(1+0)X +X; =0. (28)
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Equation (28) is obtained by neglecting the last two terms in
Eq. (27). It looks like Eq. (20) except for the coefficient of
the second derivative of X;. As we shall now demonstrate,
Eq. (28) allows us to introduce a new energy function and
derive a new solvability condition. Equation (28) admits a
family of P-periodic solutions with first integral

B (145 v 40 15 o)
= — — c)— + —.
0= 2 2 4

As in the previous function, Eq. (29) suggests introducing the
energy function
2 4

— 0 x? ct? x* X
Ee)="(1+ ) +a+oT+ 5. G0

We determine an equation for E by differentiating (30) and by
simplifying using (27). We find

3
E =x/|:—(s—cr)x/+c%x”’]. (31)

Recall that T = et1;. We wish that the two terms in the right-
hand side of Eq. (31) were of the same order of magnitude
with respect to €. It then motivates us to introduce
1 2
c=—+4¢cy, (32)
71

where ¢, is our new control parameter. The £ correction in
(32) is also suggested by the expression of the Hopf bifurca-
tion point [Eq. (A1) in the Appendix]. Inserting (18) and (32)
into Eq (31) leads to

T _ 3. / 112 " 5
E = x| cnx + Fx + 0(&”). 33)

We now proceed as in the previous section. A bounded energy
requires the solvability condition

P X/ / t]2 " _
o( X+ X" )dr =o. (34)
0

Differentiating (28) once gives

1
<1+%)

Introducing (35) into (34) and taking the limit ¢ — 0 leads to

Uy d /PX’zdt a /Px2x’2dt 0
) — — — _ 4 —0,
27 % o)1), o 2 J, “oo

(36)

X = — [(1+0)X)+3X5X;]. (35)

where Xy(¢) is now redefined as the ﬁ—periodic solution of
Eq. (28) evaluated at ¢ = 0:

1
X)) + (1 + ?)XO +X; =0. (37)
1

Equation (36) is the bifurcation equation relating the am-
plitude of the I_J-periodic solution Xy(¢) to the bifurcation
parameter c¢;. The definite integrals can be computed since
Eq. (37) admits an exact solution in terms of Jacobian elliptic
functions [31].

10
...0
5_
X
0
SE
_18....l....l....l....l....
45 0.50 0.55 0.60 0.65 0.70
C

FIG. 1. Numerical bifurcation diagram. The full lines are the
extrema of x determined from solving numerically Eq. (40) with ¢ =
0.1 and r = 0.2. The Hopf bifurcation is located at ¢y ~ ¢/t = 0.5.
The dots are the extrema of x obtained by solving the original DDE
().

We wish to compare the bifurcation diagram of the periodic
solutions using Eq. (36) and the numerical bifurcation dia-
gram obtained from the original DDE. Instead of computing
the elliptic functions and then the integrals in (36), we choose
a more direct method. Specifically, our bifurcation analysis
suggests an ODE obtained by Taylor expanding x(# — 7) up to
third order. It is given by Eq. (27), which can be further sim-
plified by introducing t = et;. We determine an expression
for x”” (1) by differentiating Eq. (27) once, (2) by introducing
(32), and (3) by simplifying the coefficient of x”. We obtain

2 1
x”/(l + ﬂ) + (1 + — 4+ 82cz)x' + 3x%x
7]

2
3 , BT i 2 4y _
£ T100X +—6 . +e“cr ) +0(E™)=0. (38)
1
Equation (38) implies that x” is given by
m 1 ’ 2.7 2
x'=—=14+ —|x —3xx 4+ 0(&%) (39)
71

as & —> 0. We note that the correction term is
O(e?). Substituting (39) into Eq. (27), we finally obtain
the desired minimal second-order ODE valid up to O(g*)
corrections

ct? 3
x”(l + 7) +A+o)x+x+(—ct)X

3
n %(1 o 43 +0EH) =0, (40)

We compare in Fig. 1 the numerical bifurcation diagrams of
the ODE (40) and the DDE (1) and verify their agreement.

In summary, we numerically showed that the periodic
solution of a minimal ODE obtained by Taylor expanding
the delayed variable up to third order correctly matches the
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periodic solution of the DDE in the limit of small delays. In
the Appendix, we derive two different asymptotic solutions
valid for arbitrary fixed delays. The first solution is the Hopf
classical small-amplitude solution of the Duffing equation (1).
We show that the small-amplitude limit of the bifurcation
equation (36) correctly matches the Hopf bifurcation equa-
tion for small-amplitude solutions, evaluated for small delays.
The second solution is based on the limit of small gains of
the Duffing equation (1). By looking for the small delay limit
of its bifurcation equation, we verify the analytical matching
with Eq. (36).

V. DISCUSSION

The field of dynamical systems characterized by the pres-
ence of time delays is rapidly developing. New concepts
have been emerging in recent years together with an increas-
ing number of applications and tools to analyze real data
[32,33]. While instabilities caused by a large delay have led
to systematic asymptotic theories [34], the case of a small
delay inducing a Hopf bifurcation instability remains poorly
documented. Our asymptotic analysis of the weakly damped
Duffing equation allowed us to mathematically substantiate
our analysis of the laser rate equations when the delay is short
[6]. Specifically, we determined an asymptotic solution of
Duffing equation in the short delay and weak damping limits
and then showed its overlap (matching) with other asymptotic
solutions derived for arbitrary fixed delays. In this way, an
unified picture of the Hopf bifurcation from small to moder-
ated delays is possible. Physically, we emphasized the gradual
change of the Hopf bifurcation branch as the delay approaches
zero: the Hopf bifurcation point moves to infinity, while its
branch of solutions becomes vertical and generates strongly
nonlinear pulsating oscillations.

It may be argued that the destabilizing effect of a delayed
feedback could be expected in the case of weakly damped
conservative oscillators but would not appear for Hopf bifur-
cations of first-order DDEs. Consider the nonlinear first-order
DDE

T = —x—x(s— D) +x36=1), 41

where s = ¢/t is the dimensionless time, prime means the
derivative of x with respect to s, and A is the bifurcation
parameter. It is the simplest example of the so-called delay
recruitment equations: x' = —x + f[x(t — )] where f(x) is
the production function. From the linear stability analysis
of the zero solution, we find that the first Hopf bifurcation
approaches the limit

AH—>lasr—>O. 42)
2t
As for the Duffing problem, the singularity of the Hopf bi-
furcation as T — 0 can be removed by a new expansion of
the solution (x = t~'/?x;(s) + - -- and A = v~ p). Both for
the Duffing equation (1) and Eq. (41), a small (but nonzero)
delay is essential for inducing a Hopf bifurcation provided the
delayed feedback is sufficiently strong.

Although we have determined periodic solutions of arbi-
trary amplitudes, our theory remains local and is valid only in
the vicinity of the first Hopf bifurcation point ¢ = ¢y = O(1).

The bifurcation branch is nearly vertical, but the transient
evolution to the sustained oscillations is slow. From the lin-
earized theory we note that the growth rate from the unstable
steady state is proportional to |¢ — ct| ~¢ since T = O(¢) and
¢ = O(1). The next primary Hopf bifurcation points of the
delayed Duffing equation (1) appear at much higher values of
the bifurcation parameter c in the limit of small delays.

We have simulated numerically Eq. (1) for higher values of
the feedback amplitude ¢ but found no secondary bifurcations.
Higher order bifurcations require large delays as shown in
[35-37].!
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APPENDIX: ASYMPTOTIC SOLUTIONS
FOR ARBITRARY DELAYS

In this Appendix we determine two asymptotic solutions
of the Duffing equation (1) valid for arbitrary fixed delays.
The first analysis concentrates on the Hopf small-amplitude
solution close to its bifurcation point, and the second study
considers the limit of small feedback gains. Our goal is to
demonstrate that both analytical solutions overlap the solution
derived in the main text in the limit of short delays.

1. Hopf weakly nonlinear analysis

The first Hopf bifurcation responsible for the change of
stability of x = 0 appears at ¢ = ¢y with a frequency w = wy.
The solution in parametric form is provided by Egs. (12) and
(13) with z = wyt as the parameter (0 < z < 7 /2). It will be
useful to determine the first two terms of the expansions of ¢g
and wy in the limit ¢ — 0, with T = e¢1;. We find

1 1
C0=_+82i+...7 (A1)
T1 6
1
a)0=‘/1+—(1—822+°"). (A2)
Tl 6

We next apply the Poincaré-Lindstedt method [9] and seek a
2m-periodic solution of the form

x(s,8) = 8x1(8) + 8%x2(s) + 8 x3(s) + - - -, (A3)

where all functions are 2 -periodic in s = ot where o is an
unknown frequency to be determined. The small parameter &
is defined as

2w
5 = i/ x(s, 8) exp(—is) ds. (Ad)
2 0

'In Ref. [36], a high linear frequency is equivalent to a large delay
after rescaling time.
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Inserting (A3) into (A4) leads to normalization conditions for
the unknown functions x, x,, ...:

1 2
—/ x1(s)exp(—is)ds = 1,
27T 0

2w
f xj(s)exp(—is)ds =0(j =2,3,...).  (AS)
0

Introducing s = ot into Eq. (1), we obtain

ol +x+s0x +x° +cx(s —o1) =0, (A6)

where the prime now means differentiation with respect to
time s. We next expand frequency o and bifurcation parameter
c in power series of §2:

o=09+8%0+- -, (A7)

c=dy+8*d +---. (A8)

Inserting (A3), (A7), and (A8) into Eq. (A6) and equating to
zero the coefficients of each power of § lead to the following
problems for x;, x;, and x3:

0): Lx = aozx’l/ + x1 + gopx| + dox; (s — 0pT) = 0,

(A9)
0% : Lx, =0, (A10)
20002x] + gopx] + x?
0@ : Lxs = —|  +doxi(s — op7) (All)

—dy(or7)x1 (s — 0pT)

Equation (A9) is the linearized equation evaluated at the Hopf
bifurcation point. Using the first condition in (AS), it admits
the solution

x; = exp(is) + c.c., (A12)

where c.c. means complex conjugate. oy = wy and dy = ¢o
verify the condition for the first Hopf bifurcation point (0 <
weT < 1 /2) given by

—wj + 1+ iewy + coexp(—iwyt) = 0. (A13)
The solution of Eq. (A10) simply is
=0 (Al14)

because of the second condition in (AS5) with j = 2. The
solvability condition for Eq. (A11) with g = wp and dy = ¢p
requires no terms exp(=tis) on the right-hand side. This con-
dition is

— 2wp07 + gior + 3 + dy exp(—iwpT)

—ico(oaT) exp(—iwgt) = 0. (A15)

We eliminate exp(—iwot) in Eq. (A15) by using (A13) and
obtain

d.
— 2wy + gioy + 3 + —2((1)(2) —-1- Si(,()())
€o

—i(o27) (0§ — 1 — giwg) = 0. (A16)

From the real and imaginary parts, we determine two equa-
tions for o, and d, given by

—wpo2(2 + eT) + 3 + ?(wg -1)=0, (Al7)
0
2 dy
ooe — t(wg—1)] - —ewp = 0. (A18)
0

The solution of Egs. (A17) and (A18) is
[e+7(—wf+1)]

d, =3 ,
PRty + (— R+ )+ (=R + 1]
(A19)
_ 3ewy
e} Hen)+ (- + De+t(—w}+1)]
(A20)

The numerical evaluation of Eq. (A19) with ¢ = 0.1 indicates
that d>(7) > 0 meaning that the bifurcation is supercritical
(¢ > cp).

We are interested in evaluating (A19) and (A20) in the
double limit ¢ — 0 and T = ¢1; — 0. To this end, we use the
expression of ¢y and wy given by (A1) and (A2), respectively.
The numerator and denominator in (A19) simplify as

383‘51 1
= I+—)+---, (A21)
2 T
1
D= 28(1 + —> + (A22)
T
as ¢ — 0 and lead to the following expression for d5:
2
dy =28 (A23)
2
The evaluation of (A20) as ¢ — 0 is simpler. We find
3
= (A24)

21+ +
Using (A3), (A8) with dy = ¢y, and (A12), the leading ap-
proximation of the bifurcating solution is

Cc — Cp

X 2 cos(wot). (A25)

2

We note from (A23) that d» — 0 as &> — 0, which then
requires that ¢ — co = O(¢?) in (A25) to keep the amplitude
fixed. Physically, the Hopf bifurcation branch of periodic so-
lutions becomes vertical in the limit ¢ — 0.

The bifurcation equation (A8) relates the bifurcation pa-
rameter ¢ and the amplitude § of the solution. Using (A1) for
dy = ¢ and (A23) for d,, it reduces to

2 2
c=1 4 S+ L 0@ty ase > 0. (A26)
Tl 6 2

We next show that (A26) correctly matches the limit of
small-amplitude solutions of the bifurcation equation (36).
The latter was obtained by considering the limit ¢ — 0 and
T =¢1; — 0 of Eq. (1) but for solutions of arbitrary ampli-
tude. By again using the Poincaré-Lindstedt method, we find
that the small amplitude solution of Eq. (37) for Xj is

Xo = Sexp(ivt) + c.c. + O(8%), (A27)
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where

(A28)

1 2
=.[14+—+0().
71

The period is P = 2x/v. Using (A27), we compute the
leading approximations of the two integrals in (36). After
simplifications, we obtain

(A29)

Finally, using (32), we find that c is related to the amplitude &
as

1 2 1 Tl 2
c=—+¢ 6(T1+1)+_6 , (A30)

Tl 2
which is identical to (A26).

2. Weak feedback limit

The asymptotic method for the limit of small feedback
gains but arbitrary delays has been developed for the laser
rate equations in Refs. [35-37], and we summarize the main
details for Duffing equation (1). Specifically, we assume that

c = éeqa, (A31)
where o = O(1). We then seek a solution of the form
x=xo(t)+ex;(t)+---. (A32)

Inserting (A31) and (A32) into Eq. (1) and equating to zero the
coefficients of each power of ¢ lead to the following problems
for xy and xy:

Xy +x0 +x3 =0, (A33)

X 4 x1 4 3x3x; = —x) — axo(t — 7). (A34)

Equation (A33) admits a one-parameter family of periodic
solutions with energy

x/2 x2 x4
E,=9 420470 A35
A > + > + ) (A35)

The energy of the periodic solution x((#) can be evaluated at

t = 0, where x(0) = A and x(0) = 0, to be
A At
Ef=— 4+ —. A36
A > + 1 ( )

Solving (A35) for x’ = dx/dt, and separating variables, deter-
mines the period as

m—4/
2F —xo —x0/2

(A37)

We next consider Eq. (A34). Its left-hand side admits the
periodic solution x; = x;. Consequently, its right-hand side
needs to satisfy a solvability condition given by

Py Fa
/ X3 dt + a/ xo(t — T)xpdt = 0.
0 0

We now want to check if Eq. (A38) correctly matches the
bifurcation equations (36) with (37). More precisely, we need
to verify if the limit t; — oo of Egs. (36) and (37) is identical
to the limit T — 0 of Egs. (A38).

From Egs. (36) and (37) we find

(A38)

3! ” 2 d 2y 12
[C2 - —] XO dr — X2XP2dt =0, (A39)
61Jo 2 Jo

X +Xo+X5 =0 (A40)

in the limit 7y — oo.
From Eq. (A38), we determine the small t limit by expand-
ing the delayed variable up to third order

OPA xgdt+a f xoxy dt — at OPA xgdt +as OPA x(x dt
—ag Jy xgxdi + O(*)
=0. (A41)

We note that the integrals

Py Py
/ xoxo dt = ygxo dxo =0, / xpxpdt = 7§x6 dx, =0.
0 0

(A42)

Taking the derivative of Eq. (A38) once provides x;’ as

"

xy = —xp — 3x3x,. (A43)

Inserting (A43) into the last integral in Eq. (A41) and using
(A42), we find

3 Py
(1—011—1—013)/0 dt+oz—f xpxitd

+ O(at*) = 0. (A44)

We next multiply Eq. (A44) by ¢ and recall that ¢ = ea.
Eq. (A44) becomes

3\ [P 3 b
e—cTt+c— / xZdt +c— / xox dt
6/ Jo 2 Jo

+0(ct™H =0 (A45)

We introduce the expansion (32) for ¢ and 7 = e1;. From
(A45), we find

0(83)2<—02+%>/ ’zdt—i-—/ X3 dt = 0.
0

(A46)

Equation (A46) is identical to (A_39) since the equations for
Xy and xq are identical and Py = P.
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