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In equilibrium, the Mermin-Wagner theorem prohibits the continuous symmetry breaking for all dimensions
d < 2. In this work, we discuss that this limitation can be circumvented in nonequilibrium systems driven by the
spatiotemporally long-range anticorrelated noise. We first compute the lower and upper critical dimensions of
the O(n) model driven by the spatiotemporally correlated noise by means of the dimensional analysis. Next we
consider the spherical model, which corresponds to the large-n limit of the O(n) model and allows us to compute
the critical dimensions and critical exponents, analytically. Both results suggest that the critical dimensions
increase when the noise is positively correlated in space and time and decrease when anticorrelated. We also
report that the spherical model with the correlated noise shows the hyperuniformity and giant number fluctuation

even well above the critical point.
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I. INTRODUCTION

The minimum dimension required for a phase transition
to occur is known as the lower critical dimension d; [1]. For
systems with quenched randomness, Imry and Ma predicted
that the lower critical dimension is d; = 2 for a discrete or-
der parameter and d; = 4 for a continuous order parameter
[2]. Recent studies have reported that d; can be reduced by
introducing anticorrelation to the quenched randomness. For
example, in Ref. [3], the authors studied the random field Ising
model with the anticorrelated random field and showed that
the ordered phase arises on the ground state even in d = 2.
Reference [4] reported a first-order transition of the Potts
model on a random Voronoi lattice in d = 2. The authors in
Ref. [5] argued that this is a consequence of the strong anti-
correlation in the coordination number of the random Voronoi
lattices, which reduces the lower critical dimension. Similar
anticorrelation also appears in the Ising model in the aperiodic
field, which stabilizes the ferromagnetic ground state even in
d =11[6,7].

For equilibrium systems without quenched randomness,
the Mermin-Wagner theorem claims that the lower-critical
dimension of the continuous symmetry breaking is d; = 2 [8].
However, for out-of-equilibrium systems, the continuous sym-
metry breaking can occur even d < 2; some examples include
the XY model driven by anisotropic noise [9,10], the O(n)
model driven by shear [11,12], Vicsek model [13,14], and so
on [15,16]. A recent numerical study suggests that so-called
hyperuniform states of matter [17] may potentially be added
to the list above [18]. The hyperuniform states of matter are
characterized by the anomalous suppression of the density
fluctuation on a large scale, which leads to the vanishing of the
static structure factor S(g) in the limit of the small wave num-
ber lim,_, S(g) = 0 [17]. This property is referred to as the
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hyperuniformity (HU), which was first introduced for density
fluctuation but later has been extended to fluctuations of more
general quantities, such as spin variables and vector fields
[17]. In Ref. [18], Galliano et al. proposed and numerically
demonstrated that the suppression of the density fluctuation
also reduces dj, leading to the perfect crystalline phase even
ind =2.

The HU is widely observed in various systems such as
Vycor glass [19], periodically driven emulsions [20], chiral
active matter [21,22], and so on [17]. While no unified theory
has been found that can comprehensively explain the HU
observed in all these systems, if it exists, Hexner and Levine
proposed that the HU can universally appear for systems
having certain symmetries [23]. In Ref. [23], they derived a
Langevin equation for a system conserving the total number
of particles and center of mass. The effective noise of the
resultant Langevin equation has spatial anticorrelation, which
leads to the HU [23,24]. Other examples showing the HU
are chiral active matter [21,22], where the periodic nature of
the driving force leads to the temporal anticorrelation of the
effective noise, which results in the HU [25,26]. These results
suggest that spatial or temporal anticorrelation of the noise
leads to HU, which may reduce d;.

Based on the above observations, it is tempting to con-
jecture that the anticorrelation of the noise or quenched
randomness generally reduces the lower critical dimension.
Our first goal is to test this conjecture. The second goal is
to investigate the effects of the long-range temporal correla-
tion of the noise on critical phenomena. The effects of the
temporally correlated noise on a single particle have been
investigated significantly in the context of anomalous diffu-
sion [27,28]. However, its effects on many-body systems, in
particular near the critical point, have not been investigated
sufficiently before. For those goals, here we investigate the
effects of the spatiotemporally correlated noise on the second-
order phase transition by using the O(n) and spherical models.
As discussed in the following paragraph, the noise encom-
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passes the time-independent random field and equilibrium
white noise in certain limits.

For concreteness, we consider model-A and -B dynamics
[1,29] with the correlated noise &(x,t) of zero mean and
variance

(E@,DEX, 1)) =2TD(x —x', 1t — 1), (1)

where D(x, t) represents the spatiotemporal correlation of the
noise. The Fourier transform of D(x, ) w.r.t. x and ¢ is given
by

D(q, ) = |q|™* |w| ™, 2)

where ¢ denotes the wave vector and @ denotes the fre-
quency. The same correlation function has been considered
in previous works to investigate the effects of the long-range
spatiotemporal correlation on the Kardar-Parisi-Zhang (KPZ)
equation [30-33]. When p = 6 = 0, the noise can be identi-
fied with the white noise in equilibrium. The positive values
of p and 6 represent the positive power-law correlation in
the real space: D(x, 1) ~ |x|**~¢|t|*~!, where d denotes the
spatial dimension. In the limit & — 1/2, the noise correlation
does not decay with time, and thus the noise can be identified
with the quenched random field. The negative values of p and
6 imply the existence of the anticorrelation because D(g =
0,w =0) = [dx [ditD(x,t) = 0. Therefore, the model can
smoothly connect the white noise (p =6 = 0), quenched
randomness (6 — 1/2), positively correlated noise (6 > 0,
p > 0), and anticorrelated noise (6 < 0, p < 0) by changing
p and 6. In this work, we show that the positive correlation
increases the lower and upper critical dimensions d; and d,,
and the anticorrelation reduces d; and d,,.

The structure of the paper is as follows. In Sec. II, we
investigate the O(n) model driven by the model-A dynamics
with the correlated noise by means of the dimensional anal-
ysis. Section III, we investigate the spherical model, which
corresponds to the n — oo limit of the O(n) model and allows
us to calculate the critical dimensions analytically [1]. We
also discuss that the positive correlation of the noise induces
the giant number fluctuation (GNF), i.e., the anomalous en-
hancement of the fluctuation even far above the critical point.
On the contrary, the anticorrelation of the noise suppresses
the fluctuation and induces the HU. In Sec. IV, we discuss
the behavior of the conserved order parameter driven by the
model-B dynamics with the correlated noise. In Sec. V, we
summarize the work.

II. DIMENSIONAL ANALYSIS

Here we derive the upper and lower critical dimensions
of the O(n) model driven by the model-A dynamics with the
correlated noise.

A. Model

Let (/_5 = {¢1, ..., ¢,} be a nonconserved n-component or-
der parameter. We assume that the time evolution of ¢, (x, t)
follows the model-A dynamics [29]:

0pa(x,1) | SFIg]
= o tEED, (3)

where I" denotes the damping coefficient and &, denotes the

-

noise. F[¢] denotes the free energy of the O(n) model [1]:

n . 712 Z14
Fw;]:fdx[zu:l Voo Voo , £l6  Id] ] @

2 2 4

where |q§ | = O ¢3, & denotes the linear distance to the
transition point, and g denotes the strength of the nonlinear
term. The mean and variance of the noise &,(x, 7) are

(§a(x,1)) =0,
(ax, )E(X, 1)) = 2T8,'D(x —x',t — 1)), (5)

where D(x, t) represents the correlation of the noise. We as-
sume that the correlation in the Fourier space is written as
[30-33]

D(q, w) = |g| || . (©6)

To ensure the existence of the Fourier transform of D(q, w),
the values of p and 6 are constrainedto p < d/2and 6 < 1/2,
and one should introduce the high-frequency cutoff for 6 <
—1/2. The noise can be generated, for instance, by integrating
uncorrelated white noise 7, (x, t) with a proper kernel K (x, 7):

Ex, 1) = /00 dt f dxK(x —x',t —t"n,x', ), @)

where K (x, t) satisfies K(x,7) = 0 for ¢t < 0 and |K(q, )| ~
lg]~"|w|~? in the Fourier space [30]. Another way to generate
the correlated noise would be to perturb periodic patterns,
which naturally leads to the anticorrelation (p < 0 and 6 < 0)
[34], see also Sec. V D for a related discussion. The model sat-
isfies the fluctuation-dissipation theorem only when p = 6 =
0 [35]. For p # 0 or 6 # 0, on the contrary, the model violates
the detailed balance, and thus the steady-state distribution is
not given by the Maxwell-Boltzmann distribution [36].

B. Critical dimensions

From Egs. (3) and (4), we get

bo = —T(=V2hy + e¢u + 80alDI*) + &4, ®)

Now we consider the following scaling transformations: x —
bx,t — b“t, ¢, — b“¢,, and g — b*g [1]. To calculate the
scaling dimension of the noise, we observe the fluctuation in-
duced by the noise in a (d + 1)-dimensional Euclidean space
[0, 7114 x [0, ] [17]:

2
o, )= <(/ dx’/ dﬂga(x’,t’)) > )
x'€[0,11¢ Jo

The asymptotic behavior for / > 1 and ¢ > 1 is
oL, ~ (it + ea) el el (10)

where ¢; denotes a constant and c¢,t°, c41%~! account for
the surface contributions [17,37]. Equation (10) implies
E(x, 1) — bu@I=D2p20"=D2g (x 1), where

o' =max[p, —1/2], 8’ = max[6, —1/2]. (11)
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Assuming the scaling invariance of the dynamics Eq. (8), we
get [1,38]

20" —d

=2, Zg=-229—%, Zp=1+ +26'. (12)
The simplest way to calculate the lower critical dimension d;

is to observe the fluctuation of the order parameter:
(895) ~ 0. (13)

To ensure the stability of the ordered phase, z4 must be
negative; otherwise, the fluctuation of the order parameter
diverges in the thermodynamic limit b — oo, which destroys
the long-range order. Therefore, the lower-critical dimension
can be determined by setting z, = 0, leading to

d =2+2p +40'. (14)

Equation (12) implies that the coupling of the nonlinear term
g scales as ¢ = b~%g under the scaling transformation x’ =
b~'x[1,38]. When Zg > 0, the nonlinear term is irrelevant and
vice versa. Therefore, the upper critical dimension is obtained
by setting z, = 0, leading to

d,=44+2p +46'. (15)

When p =6 =0, we get d; = 2 and d,, = 4, which are con-
sistent with the standard O(n) model in equilibrium [1].
When p # 0 or 6 # 0 on the contrary, the system reaches the
nonequilibrium steady state because the noise does not satisfy
the detailed balance. In this case, the positive correlation of
the noise (p > 0, 8 > 0) increases the critical dimensions, d;
and d,,, and the anticorrelation reduces d; and d,,.

C. Correlated random field

In the limit & — 1/2, the noise correlation does not decay
with time D(x, 1) ~ t*~! — ¢, and thus the noise can be
identified with the correlated random field. In this case, we
get

dff =4+42p. (16)

It would be instructive to compare the above result with
the standard Imry-Ma argument for the lower critical di-
mension [2,3,37]. In a domain of linear size [, the typical
fluctuation induced by the correlated random field is o2 =
((fxelo’“t, dxh)?) ~ ¢119t2° + ¢,1971 [3,37]. The domain wall
energy is y ~ [9~! for a discrete order parameter and y ~
19=2 for a continuous order parameter [2]. When o > y, the
fluctuation of the random field destroys the ordered phase
and vice versa. Therefore, on the lower critical dimension d;,
o ~ y, leading to [3]

AM — 2+2p
! 4420

(discrete),

(continuous). a7

The result for a continuous order parameter is consistent with
that of the dimensional analysis Eq. (16).

III. SPHERICAL MODEL

Due to the nonlinear term in the free-energy Eq. (4), the
O(n) model cannot be solved analytically. Here we instead

consider a solvable model: the spherical model, which corre-
sponds to the n — oo limit of the O(n) model [1,39].

A. Model
The effective free energy of the model is
\V/ 2 2
F[¢]:/dx[( ;’) +%] (18)

where © denotes the Lagrange multiplier to impose the spher-
ical constraint [40]:

/ dx{¢(x)*) = N. (19)

We impose the spherical constraint for the mean value. One
can, in principle, consider a rigid constraint | dx¢p(x)> =N,
instead of Eq. (19). The dynamics with the rigid constraint has
some nonlinear terms that make the model difficult to solve
analytically. This paper only consider the constraint for the
mean-value Eq. (19).

For p = 6 = 0, the steady-state distribution is given by the
Boltzmann distribution, and thus one does not need to solve
the dynamical equation. In this case, the two-point correlation
of the spherical model with the constraint Eq. (19) agrees with
that of the rigid constraint above the critical temperature T, but
is inconsistent below 7, [41]. So hereafter we only focus on
the behavior above T..

B. Steady-state solution

By substituting Eq. (18) into Eq. (3) we get a linear differ-
ential equation:

¢ =-T(=V¢ +pp) +£. (20)
This can be easily solved in the Fourier space,
(g, w)
bq.w)= —1 @21

i+ (g2 +n)’

where
O(q, ) = / dt / dxe N O(x, 1). (22)

The two-point correlation is calculated as

(g, 0)p(g, ")) = 2r)'*'8(q + ¢)8(w + ©)S(q, w),
(23)

where
S(q, w) = / dr f dxe T (p(x, 1)(0, 0))

2TTD
_ qo) (24)
@? + T2(kq? + p)?

C. Correlation length and relaxation time

Since we are interested in the critical behaviors in large
spatiotemporal scales, here we analyze the scaling behavior
of the correlation function for |¢| < 1 and w < 1. After some
manipulations, we get

S(q,0) =Tu " 2S(u"?q, n'w), (25)
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where

2 x2Py=20
yE+ T2+ 1)
The scaling Eq. (25) implies that the correlation length £ and
relaxation time t behave as

2~ g, 27)

Sx,y) = (26)

§~p
with the dynamic critical exponent
z=2. (28)

The correlation length and relaxation time diverge in the limit
u — 0, meaning that u = 0 defines the critical point.

D. Static structure factor

The static structure factor S(q) is calculated as

Sq) = /wd Sg ) = AT (29)
V=0 LAY T @
where
o0 |x| 29d
= —/OO 21 = sec(76). 30)

Note that this integral diverges when 6 > 1/2 or 6 < —1/2.
So hereafter we only discuss the behaviors for —1/2 < 6 <
1/2 so that A remains finite. S(g) shows the power-law behav-
ior for g « p'/? ~ g1

S(q) ~q*. 31)

For p > 0, S(q) — oo for small g, leading to the power-law
correlation

G(x) = (px)$(0)) ~ |x|* 7. (32)

As a consequence, the fluctuation of the order parameter in
the d-dimensional square box [0, / 1¢ behaves as [17]

2
o) = <</ dx¢(x)> > ~ [d+20 (33)
xe[0,1]4

which is much larger than the naive expectation from the
central limit theorem o> ~ [¢. This anomalous enhancement
of the fluctuation is the signature of the GNF [42]. For p < 0,
S(q) — 0 in the limit ¢ — 0. In this case, the fluctuation of
the order parameter Eq. (33) is highly suppressed, i.e., the
model exhibits the HU [17]. To visualize these results, we
show typical behaviors of S(g) in Fig. 1.

E. Lagrange multiplier

The remaining task is to determine the Lagrange multiplier
1 by the spherical constraint:

N = / dx(p(x, 1) = / dgS(q), (34

1%
Qm)?
where V = [ dx denotes the volume of the system. Substitut-
ing Eq. (29) into Eq. (34), we get

, 4qp qd—l—Zp
1=TA /(; dqW, (35)

(a) (b)

10* — u=10 — u=10
u=10" 101 p=10"
10" p=1073 u=10"2
G G
& \ &
1072
\ 10-2 /\
10°°
1072 10° 10? 1072 10° 10?
q q
() (d)
10* — p=10 — =10
[J=‘]0_1 10" u=10"
10 p=1073 p=10"2
G G
] ]
1072 4\ 4\
10-5 1072
1072 100 102 1072 100 102
q q

FIG. 1. Typical behaviors of S(q) of spherical model for model
A: (a) S(g) for positive spatial correlation (p = 0.2,6 = 0). S(g)
diverges in the limit of small g even far from the transition point,
i.e., the GNF appears. (b) S(g) for negative spatial correlation (p =
—0.2,6 =0). S(g) vanishes in the limit of small ¢, i.e., the HU
appears. (c) S(g) for positive temporal correlation (p = 0,0 = 0.2).
(d) S(g) for negative temporal correlation (p = 0,6 = —0.2). The
temporal correlation alone cannot induce the GNF or HU. For sim-
plicity, here we set A =T = 1.

where gp denotes the cutoff and

QA V
T 2n) N
Here 2, denotes the d-dimensional solid angle. Substituting

w = 0into Eq. (35), one can calculate the critical temperature
T. as follows:

/

(36)

0 d <d
1. = {(d d)/A/ddl d>d’ 37
where we have defined the lower critical dimension as
d=2+4+2p+40, (—1/2 <60 < 1/2). (38)

This is consistent with the result of the dimensional analysis
Eq. (14) for p > —1/2. On the contrary, the results are incon-
sistent for p < —1/2. Further studies would be beneficial to
elucidate this point, but anyway, the qualitative result remains
the same: The positive correlation increases d;, and the anti-
correlation reduces d;.

The detailed analysis of Eq. (35) near T, leads to (see
Appendix A)

w~ (T —=T) (39)
with
2
— d;<d <d,
=4 ‘ 40
T 11 dsa, “40)
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where the upper critical dimension d,, is
dy=4+2p+46,(—-1/2 <0 < 1/2). 41

Again the result is consistent with the dimensional analysis
for p > —1/2. Substituting this result into Eq. (27), we can
determine the critical exponent:

E~(T-T)" (42)
with
_ 1/(d—d1) d1<d<du
l’—{1/2 d>d, (“43)

The critical exponent differs from the equilibrium value if
2p + 46 # 0 since d; # d;* = 2. In other words, the long-
range spatiotemporal correlation of the noise changes the
universality class.

IV. CONSERVED ORDER PARAMETER

Let 43 = {¢1,...,¢,} be a conserved n-component order
parameter. We assume that the time evolution of ¢,(x, ) is
described by the model-B dynamics [29],

0a(x,1) _ oo SF[$]
a0 S¢a(x, 1)

where I" denotes the damping coefficient, §, = {&, . },=1,...4
denotes the noise, and d denotes the spatial dimension. The
mean and variance of the noise &, (x, t) are given by

(Ea,/t(xv t)) = Oa
(Ean (e, 1)Ep, (X, 1)) = 2T 848, TD(x —x', 1 —1'), (45)

+V_-§,(x,1), (44)

where the Fourier transform of D(x, ) is given by Eq. (6).

A. Dimensional analysis for O(r) model

Substituting the free energy Eq. (4) into Eq. (44), we get
$a = TVA(=V200 + 6a + 80al#1) +V - 5. (46)

As before, we consider the scaling transformations: x — bx,
t — b%t, ¢, — b*¢,, and g — b*g[1]. Assuming the scaling
invariance of the dynamic equation Eq. (46), we get
20" —d

P a0,

(47)

=4, z=2-274—2%, zg=1+

where o’ = max[p, —1/2] and ' = max[0, —1/2], as defined
in Eq. (11). As before, the lower critical dimension is calcu-
lated by setting z, = 0, leading to

d=2+2p +80. (48)

The upper critical dimension is obtained by setting z, = 0,
leading to

d,=4+20 +80. (49)

When 6 = 0, the results are consistent with those of the model
A, see Sec. II, while when 6 #£ 0, we get different results.
Aside from such a difference, the qualitative conclusion re-
mains the same: The positive correlation of the noise (p > 0
and 6 > 0) increases the critical dimensions d; and d,,, while
the anticorrelation (p < 0 and 6 < 0) reduces d; and d,,.

(a) (b)

104 — p=10 — p=10
pu=10" 101 p=10"
10’ p=10" p=10"
G G
& \ &
1072
\ 10-2 /\
1075
1072 10° 10? 1072 10° 10?
q q
, () (d)
10 =10
104 p=10"
p=1073
~ 10 —
G C)
G o \ n — u=10
. 1072 pu=10"
10_5 IJ=10—3
1072 100 102 1072 100 102
q q

FIG. 2. Typical behaviors of S(q) of spherical model for model
B: (a) S(gq) for positive spatial correlation (p = 0.2,0 = 0). (b) S(¢g)
for negative spatial correlation (p = —0.2,0 = 0). (c) S(g) for pos-
itive temporal correlation (p = 0,6 = 0.2). (d) S(g) for negative
temporal correlation (o = 0, 8 = —0.2). For positive spatial or tem-
poral correlation, S(g) diverges in the limit of small g even far from
the transition point, i.e., the GNF appears. For negative spatial or
temporal correlation, on the contrary, S(g) vanishes in the limit of
small g, i.e., the HU appears. For simplicity, here we set B=T = 1.

B. Spherical model

The spherical model for the model-B dynamics is
¢ =TV (-V¢+up)+V-E (50)

This model neglects the nonlinear term of the O(n) model and
instead impose the spherical constraint f dx(¢*) = N. One
can solve it easily since this is a linear equation. For instance,
the static structure factor S(q) in the steady state is calculated
as

BTq—Zp—40
S(q) = m, (5D
where B denotes a constant,
1 ® |x|"¥dx  sec(wH)
Bzrzenﬁw 2+1 12 - (52)

As before, we restrict 6 to —1/2 < 6 < 1/2 to keep B finite;
S(g) shows the power-law behavior for g <« u'/? ~ £~

S(q) ~ g >, (53)

For 2p + 46 > 0, S(q) — oo for small ¢, leading to the GNF
[42]. On the contrary, for 2p + 46 < 0, S(¢) — 0 for small g,
leading to the HU [17]. Interestingly, the GNF and HU appear
even without the spatial correlation of the noise p = 0. To
visualize the above results, we show typical behaviors of S(q)
in Fig. 2.
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The Lagrange multiplier u is to be determined by the
spherical constraint f dx(¢?) = N. As before, the detailed
analysis of this equation allows us to calculate the lower
and upper critical dimensions for —1/2 < 8 < 1/2 (see Ap-
pendix A),

d=2+2p+80, d,=4+2p+80. (54)

For p > —1/2, the results are consistent with the dimensional
analysis in the previous subsection. On the contrary, for p <
—1/2, we get inconsistent results. Further studies would be
beneficial to elucidate the origin of this discrepancy. Aside
from such a minor difference, both O(n) and spherical models
predict that the positive correlation of the noise (p > 0 and
6 > 0) increases the critical dimensions, d; and d,, while the
anticorrelation reduces d; and d,,.

For d; < d < d, near T, the scaling behaviors of the La-
grange multiplier p, correlation length &, and relaxation time
T are (see Appendix A)

nw~(T-=T), &§~(T-T), t~E&, (55)

where
2 1
= —, V= —-,
d—d d—d

Note that the static critical exponent v differs from the equi-
librium values if 2p + 80 # 0 because d; # d;* =2 [1,40].
This implies that the long-range spatiotemporal correlation of
the noise leads to a new universality class. Further theoretical
and numerical studies would be beneficial to elucidate this
point.

14 z=4. (56)

C. Center-of-mass conserving dynamics

An interesting application is for the systems driven by
the center-of-mass conserving (COMC) dynamics, which was
introduced to explain the HU [23,24]. The origin of the HU
may depend on the detail of the system, but Hexner and
Levine claimed that there is a universal mechanism to yield
HU for systems conserving the center of mass [23]. Below we
briefly summarize their argument for the model-B dynamics.
Let p(x, t) be the density following the equation of continuity:

8";’? Dy . J@x,0), (57)

where J denotes the flux. In the case of the standard model B,
J is written as [43]

J=-TVu+é (58)

where u = 6F/3p(x,t) denotes the chemical potential and
& denotes the noise. The conservation of the center of mass
requires [23]

d(x,) dp(x, 1)
= —_—— V .
T / dxx, Y / dxx,V - J(x, 1)

- / dxJ,(x, 1) = / dx€, = 0. (59)

To satisfy the last equality, &, should be written in the form of

a divergence of another vector:

aactb (x , 1 )
8xb '

E,x, 1) =V -0,x,1)= Z

b

(60)

TABLE 1. Critical dimensions. Here we used abbreviations p’ =
max[—1/2, p] and 6’ = max[—1/2, 0].

Model A d; dy
O(n) model 2420 +40" 4+42p + 40
Spherical model (—1/2 <6 < 1/2) 242p4+40 4+2p+46
Model B d; d,

O(n) model
Spherical model (—1/2 <6 < 1/2)

2420 +89 4+2p +89
242p+80 4+2p+ 86

The simplest choice of o,,(x, t) is an isotropic white noise:
(0ap (2, 1)0ca (¥, 1)) o 8uc8pad(x — xSt —1)).  (61)
Then we get
(Ealx, DEX', 1)) o 8 V78 (x — X)) —1'), (62)

which is tantamount to set D(q, w) o ¢ in our model-B dy-
namics, i.e., p = —1 and 6 = 0; see Eq. (45). In this case,
the static structure factor Eq. (53) behaves as S(g) ~ ¢° for
a small waver number q. Therefore, the model exhibits the
HU, as discussed in previous work [23]. Also, the dimen-
sional analysis of the O(n) model and spherical model both
predict that the lower critical dimension becomes lower than
the equilibrium value, d; < d;* = 2. This implies that the
continuous symmetric breaking can occur even in d = 2 or
lower dimension in contrast with the equilibrium systems for
which the Mermin-Wagner theorem prohibits the long-range
order. This appears to be consistent with a recent numerical
simulation of a two-dimensional system driven by the COMC
dynamics, where the authors reported the emergence of the
perfect crystal phase even in d = 2 [18]. But strictly speaking,
our model is for the second-order phase transition, and thus it
cannot be directly applied to the first-order phase transition
such as the crystaillization. Further numerical and theoretical
studies would be beneficial.

V. SUMMARY AND DISCUSSIONS
A. Summary

In this work, we calculated the lower and upper critical
dimensions, d; and d,,, of the O(n) and spherical models driven
by the model-A and -B dynamics with the correlated noise
&(x, t), see Table I for a summary. The correlation of the noise
is written in the Fourier space as D(q, ®) = |g| ™" |w|~%’. Our
results imply that the positive correlation of the noise (p > 0
and 6 > 0) increases the critical dimensions, d; and d,,, while
the anticorrelation (p < 0 and # < 0) reduces d; and d,. We
also found that the static structure factor S(g) in the param-
agnetic phase exhibits the power-law behavior for small wave
number S(g) ~ g% with « = —2p for the nonconserved order
parameter (model A) and o = —2p — 46 for the conserved
order parameter (model B), leading to the GNF for o < 0, and
HU for « > 0. We summarize those results in Fig. 3.

064119-6



CORRELATED NOISE AND CRITICAL DIMENSIONS

PHYSICAL REVIEW E 108, 064119 (2023)

(@) (b)
0.2 0.2
HU,d, > 2 |
[ | .\’YQQ}
0.1} | 0.1\ 2\
» N\ ] \\2\ \ GNF,d,>2
| N GNF,d,>2 || f N\
@ 00 | © 00 \
HU,d, <2 |
0.1} ] -0.1l| HU,d,<2 O/V‘\
[ | [ &3
po>
-0.2t GNEd DT ~0.2}
~04 -02 00 02 04 —04 -02 00 02 04

P P

FIG. 3. Phase behaviors for the model A (a) and model B (b).

B. Hyperuniformity, giant number fluctuation, and lower
critical dimension

Our first expectation was that the HU would decrease d;
from the equilibrium value d;* = 2, and the GNF would in-
crease d;. This expectation is correct for the spatiotemporally
positive correlated noise (p > 0,0 > 0) and anticorrelated
noise (p < 0,6 < 0), see Fig. 3. However, for the interme-
diate cases, p < 0,60 > 0and p > 0,0 < 0, the HU or GNF
does not always guaranty d; < 2 or d; > 2, see Fig. 3. Further
studies would be beneficial to elucidate the relation between
the HU, GNF, and d,.

C. Perspective on temporally correlated noise

The temporally correlated noise for —1/2 < 6 < 1/2 has
been studied extensively in the context of the anomalous dif-
fusion in crowded environments, because a free particle driven
by the noise x = £ exhibits the subdiffusion (x(z)*) ~ ¢!+
for —1/2 < 6 < 0 and superdiffusion for 0 < 6§ < 1/2, see
Refs. [27,44] for reviews. However, relatively few studies
have been done on the effects of the temporal correlation
on critical phenomena. For example, in Refs. [38,45,46], the
authors studied the effect of exponentially correlated noise
on the ¢* model and found the same universality as the
equilibrium Ising model. In Ref. [47], the authors studied
the O(n) model with the power-law correlated noise, but the
noise was introduced in a way that preserves the detailed
balance. Thus, the critical dimensions and the static critical
exponents are unchanged from those in equilibrium. On the
contrary, nonequilibrium noises, such as the 1/ f noises, often
show the power-law frequency dependence of the power spec-
trum, naturally leading to the long-range temporal correlation
[28,48-51]. Our research has demonstrated the emergence of
novel phenomena, such as the GNF, HU, and new universality
classes in systems driven by such long-range temporally cor-
related noise. We hope that our findings will motivate further
investigation into the fascinating properties of these systems.

D. Systems driven by imperfect periodic or quasiperiodic forces

Tissues are often driven by periodic deformation of cells
[52]. In chiral active matter, constituent particles sponta-
neously rotate due to asymmetry of the driving forces [25,53].
The driving force of those systems would be approximated
by temporally periodic functions. In previous work, we inves-
tigated a model driven by temporally periodic but spatially

uncorrelated driving forces and found that the model exhibits
the HU and smaller value of the lower critical dimension
than that in equilibrium d; < 2 [26]. However, the completely
periodic function does not exist in reality due to friction or
other uncontrollable effects. The effects of the imperfection
of periodic patterns have been investigated extensively in the
context of the HU, and it is known that the Fourier spectrum
often exhibits the power law with a positive exponent in these
cases [34,54]. For the simplest example, we consider an im-
perfect periodic pulse [34]:

T
£() = lim > 6t —na 1), (63)
n=1

where 1, represents a perturbation to a periodic pulse. For
simplicity, let us assume that 7, is an independent and iden-
tically distributed Gaussian random variable of zero mean
and variance o. Then, the power spectrum of £(f) can be
calculated as follows [34]:

2

T
1 .
D(a)): TILHgOT Zezw(n¢z+nn)
n=1
=1+4e " (Dy(w) - 1), (64)

where the overline denotes the average for 1,, and Dy(w)
represents the spectrum of the periodic pulse:

o1
Dy(w) = Tlggo T (65)

Dy(w) is nothing but the static structure factor of a one-
dimensional lattice, and in particular Dy(w) = 0 for suffi-
ciently small w [34]. For w < 1, we get

D)~1—e" ~ g ¥ (66)

with & = —1. This simple example demonstrated that the
power-law spectrum with negative 6 can naturally arise due to
the imperfection of the periodic pattern. More systematic stud-
ies for various types of imperfections have been investigated
in Ref. [34]. The similar power law of the Fourier spectrum
has been also reported for one-dimensional quasiperiodic se-
quences [54,55]. Do systems driven by imperfect periodic or
quasiperiodic forces exhibit the HU and symmetry breaking
transition in d < 2, as predicted by our theory? Further theo-
retical and numerical studies would be beneficial to elucidate
this point.
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APPENDIX: SCALING OF n

To determine p, one should solve the following self-
consistent equation:

qd—l+m

4qp
1=TG(/L)ETA/ dg———,
0 q(q2 +py

(Al)
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where A, n, and m are constants. We want to derive the scaling
behavior of u near the critical point:

-1
qp
Tc — |:A/ dqqd—l+m—2n:| )
0

For d + m — 2n > 0, the denominator of Eq. (A2) diverges,
and thus the model does not have the critical point at finite 7.
This implies that the lower critical dimension is

(A2)

d=2n—m (A3)
When d > 2n — m + 2, G(u) can be expanded as
1
7= G(0) + nG'(0) + - - -
1
:F—F/LG,(O)-F"', (A4)
leading to
w~ (T —=T)H". (A5)

On the contrary, ifd € 2n — m, 2n — m + 2), G’ (1) for small
1 behaves as

d+m—(2n+2)

G(u)y~p = (A6)
implying
G(p) — G(0) = / dW'G (W) ~ 5, (A7)
0
leading to
1 _ G — 1 g deme AS)

where B is a constant. Therefore, the scaling of u for u < 1
is

p~ (T =T)ms ~ (T =TT, (A9)
The above results imply that the upper critical dimension is

d,=2n—m+2=d +2. (A10)
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