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Transport in complex fluidic environments often exhibits transient subdiffusive dynamics accompanied by
non-Gaussian probability density profiles featuring a nonmonotonic non-Gaussian parameter. Such properties
cannot be adequately explained by the original theory of Brownian motion. Based on an extension of kinetic
theory, this study introduces a chain of hierarchically coupled random walks approach that effectively captures
all these intriguing characteristics. If the environment consists of a series of independent white noise sources,
then the problem can be expressed as a system of hierarchically coupled Ornstein-Uhlenbech equations. Due to
the linearity of the system, the most essential transport properties have a closed analytical form.
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I. INTRODUCTION

Brownian motion (BM), originally explored through sys-
tematic experiments by Brown [1], and later examined
theoretically by Einstein [2] and Smoluchowski [3], is an
exceptionally ubiquitous phenomenon with applications span-
ning across a wide range of disciplines. Mathematically, the
probability density function (PDF) of a Brownian particle’s
position is modeled by the diffusion equation. This formu-
lation gives rise to two characteristic features of BM: the
position follows a normal distribution, and the mean square
displacement (MSD) equals 2D¢, where D represents the dif-
fusivity of the Brownian particle and ¢ denotes time. Langevin
[4] and later Ornstein and Uhlenbeck (OU) [5] demonstrated
that a Brownian particle displays a ballistic behavior prior to
reaching the terminal diffusive regime.

Recent experimental and molecular dynamics (MD) stud-
ies have revealed significant deviations from the predictions
of BM theory. Such deviations have been observed in soft bio-
logical systems [6—11], supercooled and ionic liquids [12—17],
granular and glassy materials [18-26], in confined spaces
and near interfaces [27,28], as well as diffusion under the
influence of optical speckle fields [29]. In the seminal work
[6], it was demonstrated that particles can exhibit Fickian
diffusion with non-Gaussian characteristics for the entire du-
ration of the experimental observation. In particular, it was
shown that the PDF of the particle’s position is Laplacian
with average length /(1) J/t. In other cases, MSD profiles
may exhibit three distinct time regimes (see, for example,
Refs. [13,29]). Initially, a short-term behavior characterized
by ballistic or diffusive motion is observed, followed by a
subdiffusive regime, which eventually transitions to a terminal
diffusive motion with a smaller diffusion coefficient. Notably,
even during the terminal diffusive behavior, the particle’s po-
sition remains non-Gaussian for a significant period before
returning to a Gaussian distribution. These phenomena have
given rise to a new term known as Fickian yet non-Gaussian
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diffusion (FnGD). In short, a particle undergoing FnGD may
exhibit some or all of the following key properties: (a) Fickian
diffusion or transient subdiffusion, (b) non-Gaussian PDF, and
(c) nonmonotonic non-Gaussian parameter (NGP).

From a theoretical perspective, anomalous diffusion has
been successfully modeled in various studies involving
continuous-time random walks (CTRW) [30-34], fractional
Fokker-Planck equations [35,36], and fractional BM [37]
(refer to Ref. [38] for a review on anomalous diffusion).
However, these approaches have limitations in explaining
Fickian MSD profiles with transient non-Gaussian character-
istics. Superstatistics, initially presented by Beck and Cohen
[39], assumes that complex environments introduce random
variations in the diffusivity of the particles (see Ref. [40]
for a review). By considering a given probability density for
the diffusivity, this approach can describe Fickian MSD with
non-Gaussian characteristics. However, it does not fully ad-
dress the transient MSD and the transition to Gaussian process
at longer times. In another seminal work [41], Chubynsky
and Slater introduced the concept of diffusive (stochastic)
diffusivity, which was subsequently rigorously analyzed in
Refs. [42,43]. This approach treats diffusivity as a stochastic
process described by a mean reverting method, such as the OU
or Cox-Ingersoll-Ross (CIR) equation. The finite correlation
time associated with diffusivity allows for the description of a
non-Gaussian PDF that eventually converges to a Gaussian
distribution over longer timescales. However, this method
cannot describe the transient subdiffusion and the nonmono-
tonic NGP. In a recent study, Song et al. developed a random
walk model that exhibits transient subdiffusion accompanied
by a nonmonotonic NGP [16]. The non-Gaussian PDF was ad-
dressed by utilizing a mixture of stochastic diffusivity models.
Mora and Pomeau have successfully implemented a two-state
model to show that diffusion in a dilute field of traps is Fickian
with transient non-Gaussian characteristics [44]. The transient
anomalous diffusion was not discussed in their work.

This article proposes that particles moving in complex
environments are hierarchically influenced by a series of
independent noise sources, each operating at a different
timescale. This approach can be considered as a hierarchical
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implementation of kinetic theory and can be mathemati-
cally formulated as a chain of hierarchically coupled random
walks. Specifically, when considering white noise sources,
the problem reduces to a system of stochastic differential
equations (SDEs) with an analytical solution. The resulting
MSD profile captures a diverse range of behaviors observed
in various experiments and MD simulations of systems with
dynamic or structural heterogeneity. Furthermore, if the noise
sources represent BMs with stochastic diffusivity, then this
approach enables an effective description of all three major
features of FnGD: a Fickian or transient subdiffusive MSD, a
transient non-Gaussian PDF, and a nonmonotonic NGP.

This paper is organized as follows. Section II introduces
the multilayered noise model and presents the associated
system of OU equations. Section III focuses exclusively on
analyzing the case where only two noise levels are involved.
In particular, Sec. IIT A presents the analytical solutions and
Sec. III B discusses the existence of a nonequilibrium steady
state distribution (NESS). Sections III C and III D are devoted
to the mean squared displacement (MSD) and the different
behaviors it exhibits. Section III E presents three aspects of
FnGD that this model captures by applying the stochastic
diffusivity concept. The paper concludes with a summary and
discussion in Sec. IV.

II. MULTILAYERED NOISE MODEL

Assume a particle (tracer) moving in a one-dimensional
complex environment comprising of n independent sources
of noise, B,(’), where i = 1, ..., n. Let us denote the position
and velocity of the particle as X" and V", respectively.
This study suggests that the velocity can be modeled by the
following equation:

w _ dX" i) )
Vit = 7=Z%‘(B, -X"), (1
i=1

where each y; represents a positive constant. Any state
(X,(i), \/,(i)) with i < n is governed by the same equation and
represents the tracer’s position and velocity, assuming only
the first 1, 2, ..., i noise sources are in effect. The observable
state in an experimental measurement is (X", V). Note that
X,(j ) affects X,(i) only if j < i. Therefore, Eq. (1) is a series
of hierarchically coupled random walks. In general, B,(i) can
be any realistic stochastic process. For the sake of simplicity,
it is assumed that each B,’) describes a BM with diffusivity
D;, meaning dB\” = 6;:dW?, where o; = \/2D;, and W”) are
independent Wiener processes. If we define the difference

D — B _ X, )

and note that
VO =3 v, 3)
j=1

then Eq. (1) can be alternatively written as

n—1
du” = —yu"dt + o, dW" = " yudr, (@)

i=1

or
th(n) = _Vth(n)dt + VnUndVVt(n) + th(nil)' )

Equations (4) and (5) describe a system of n hierarchically
coupled OU processes. Under these assumptions, Egs. (1),
(4), and (5) represent systems of linear SDEs in the narrow
sense with a strong analytical solution [45]. All solu-
tions X, = (X", ., X', w, = @V, ..., u)T, and V, =
(\/,(1), V,(”))T are n-variate Gaussian processes [45]. Note
that for n = 1, Egs. (4) and (5) are standard OU equations.

Equation (1) is based on the concept of kinetic theory,
according to which the motion of a particle is a combination
of alternating ballistic drifts and random collisions with the
surrounding fluid molecules. Mathematically, the collision
points belong to a random path following Brownian motion
[46]. This physical mechanism leads to a ballistic motion at
short times and pure Brownian at long timescales. One way to
describe such stochastic paths is the Langevin equation, which
models the particle’s velocity as an exponentially correlated
stochastic process (OU). Here, it is shown that Eq. (1) for
n = 1 provides an alternative approach to capture the ballistic-
to-diffusive crossover. Figure 1(a) illustrates the solution of
Eq. (1) for D; = 1 and y; = 100. Initially, the particle drifts
toward B,(I) , and when their paths intersect, the particle starts
moving in the opposite direction until their paths cross again.
These path crossings occur in the vicinity of B,(I), which
means they can be seen as collisions with the surrounding
molecules. In Fig. 1(a), we observe that despite the random
collisions, the particle’s motion is predominantly ballistic in
the short term. However, as depicted in Fig. 1(b), the motion
eventually resembles the standard Brownian process, indi-
cating a transition from ballistic to diffusive dynamics. This
transition is shown in Fig. 1(c), where the MSD versus time is
demonstrated. In simpler physical terms, Eq. (1) with n =1
represents a particle that is confined near B,(I) by a linear
force field. If we consider further collisions with molecules
of another fluid, then the same physical interpretation can be
used to add a second random drift. This approach will yield
Eq. (1) with n = 2. If D, < Dy, then the second noise source
introduces a caging effect in the system. This trapping leads
to a transient subdiffusion before the tracer eventually adapts
the diffusive behavior of B,(z). Considering the hierarchical
influence of n noise sources leads to Eq. (1). This approach
with n = 2 can describe a wide range of experimental and MD
observations, as demonstrated below.

III. SPECIAL CASEn =2

For the sake of simplicity, this work focuses only onn = 2.
The generalization for any 7 is straightforward and will be
presented elsewhere. To study this special case, we can either
solve Eq. (1) to determine X, and subsequently differentiate to
obtain V,, or alternatively, solve Eq. (5) for V, and then inte-
grate to compute X;. However, given the linear dependence
of both X; and V, on u, [see Egs. (2) and (3)], it is more
convenient to address Eq. (4).
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FIG. 1. Stochastic paths of Bfl) (red line) and Xf” (blue line)
for (a) short-term and (b) long-term periods. Here, B,(l> represents a
Brownian motion with diffusivity D; = 1. Panel (c) depicts the MSD
vs time profile. MSD is defined as (R2(t)), where R, (t) = X,(” — XO(')
is the displacement from the initial condition, and (-) represents
ensemble average. The solid blue line and red circles represent the
analytical and numerical solutions, respectively. The dashed line
indicates linear MSD with D; = 1, and the solid line represents
ballistic MSD, i.e., MSD ~ 2. Appendix A 4 provides details about
the numerical methods and statistical average.

A. Analytical solution
For n = 2, Eq. (4) reads

dlztt(l) = —ylut(l)dt +O’1d"Vt(l),

du,(z) = —ylut(l)dt — ygut(z)dt + crgdW,(Z). (6)

In standard vector-matrix notation, Eq. (6) can be
expressed as

du; = —Twdt + XdW;, @)

where u, = (", )", W, = W,V W?)T . Here,

I':(y1 O) and Z:(U1 O)
Vi v 0 o

represent the dissipation and stochastic matrix, respectively.
Furthermore, XX’ = 2D, where D is diagonal and de-
fines the diffusivity matrix. The solution to Eq. (7) is
given by

u, = G(H)uy + / G(t — 5)XdW;, )
0

where G(¢) = exp (—I't) [45]. By employing this solution, we
can determine X; and V; through Egs. (2) and (3), respec-
tively.

Let us denote the mean vector and two-time correlation
matrix as M(z) = (u,) and C(z, s) = (utuST), respectively. By
utilizing the zero-mean and isometry properties of Itd inte-
grals, we obtain the mean:

M(7) = G(r)u, ©)

and the same-time autocorrelation matrix

C(t,1) = G()C(0,0)GT (1) +2/ G(r — $)DGT (t — s)ds,
0

(10)
The covariance matrix is given by

K(t) = C(t,1) — G(t)C(0, 0)G” (1). (11)

The remainder of this section explores the fundamental prop-
erties of this solution.

B. Nonequilibruim steady state

In the long-term limit (t+ — o0), the mean vanishes,

M, =0, (12)
and the covariance becomes constant,
2 2
i —¢ i
0
Koo = RE 2 2 ” 2 s (13)
—¢ o 9% +¢ i
02y, 2y, 032y,

where ¢g = # Consequently, the system has a stationary
distribution given by

P(u,) = —lutTKoolut). (14)

1
———ex
VK2 ( 2
However, since I'D # DI7, the system (7) is time irreversible
and Eq. (14) describes a NESS [47,48].

Using Egs. (3), (12), and (13), it is easy to show that
the tracer’s velocity (V, %)) exhibits a normal steady-state dis-

2 2
tribution with zero mean and variance Bo, = q&o% + %
Furthermore, the two-times velocity autocorrelation function
(ACF) is

2 2
V101 —yili—s 205 _pli-s
(VOVE) = eI g gy eI 1)

where (-) indicates the ensemble average, ¢; = y12 / ()/12 — y22)
and ¢, = 1 — ¢,(01/02)?. Depending on the parameters val-
ues, the relaxation of the velocity ACF can be strictly positive
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or exhibit negative values. The latter indicates anticorrelation
resulting from trapping events.

C. Transient subdiffusion

The tracer’s MSD is defined as (R%(t)), where R,(t) =
Xt(z) —Xéz) is the displacement from the initial condition.
The analytical formula for R,(¢) is given in Appendix A1,
Eq. (A4). Assuming that the initial conditions for u(()’) are
drawn from the stationary bivariate normal distribution of
Eq. (14), the MSD of the tracer reads

02 0'2

(R%(t)) =022t — 21 —e ) o—(1 —e )
V2 2)/2
2

+ ¢10_1(] — e—Vzl)(e—Vlf _ e—yzt)
Vi

2
+ 72 2L [h(e) + (77 — eV, (16)
2y
where
loe2nt 1 _ e 20t 1 — e~ ntra
h(t) =2y ( + -2 >
: 2y 2y» Y1+

and ¥ = y1/(y1 — y2). Two limits are worth noting. First, in
line with the qualitative analysis of Sec. II, at long times (t —
00), (R% (t)) — 2D,t, meaning the tracer follows B,(z) . Second,
as time approaches zero, all linear terms vanish, resulting in a
ballistic motion with MSD (R3(1)) ~ 2.

Figure 2 compares the analytical and numerical MSD for
three different sets of parameters. In all three cases, the pa-
rameters for the first level of noise are D; = 1 and y; = 10.
The observed MSD profiles are a combination of ballistic,
subdiffusive, and diffusive dynamics. Figure 2(a), illustrates
a system where the parameters of the second level of noise are
D, = 0.01 and y, = 0.02. We still observe the initial ballistic
to diffusive transition caused by the first level of noise [see
Fig. 1(c)]; however, since D, < Dy, the tracer subsequently
experiences a transient subdiffusive regime before eventu-
ally converging to the diffusive behavior associated with the
second noise. The duration of the initial ballistic and diffusive
regimes can be controlled by adjusting the relaxation param-
eters y; and y,. As demonstrated in Fig. 2(b), by increasing
y2(= 1), the initial diffusive regime can be eliminated. This
scenario corresponds to a process characterized by a bal-
listic to subdiffusive to diffusive transition, which has been
observed, for instance, in supercooled liquids [12,26]. If, in-
stead, we significantly increase y;(= 10%), then the ballistic
regime can be eliminated within the time resolution utilized
in Fig. 2(c). This scenario corresponds to a diffusive to sub-
diffusive back to diffusive behavior, which has also been
experimentally observed in speckle field experiments [29] and
suspensions of charged vesicles in water [49].

D. Overdamped limit

In the limit of very large y; [Fig. 2(c)], the first equation of
Eq. (6) becomes ylugl)dt ~ oldW,(l). Therefore, Eq. (1) re-
duces to

dXt(Z) = )/2(Bt(2) - X[(z))dt + CfldVVz(l) (17)

10% ‘(a)

o Numerical |
— Analytical |
= 2Dyt !
==2Dyt
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t

FIG. 2. MSD vs time for n = 2 for various system parameters.
The relaxation parameters are set to (a) y; = 10 and y, = 0.02,
(b)y; = 10and y, = 1, and (c) y; = 10° and y, = 0.02. Dashed and
dashed-dotted lines indicate pure diffusion MSDs with D; = 1 and
D, = 0.01, respectively, while the solid black line represents the bal-
listic MSD, i.e., MSD o #2. Solid blue line and red circles represent
the analytical and numerical solutions, respectively. Appendix A 4
provides details about the numerical methods and statistical average.

The analytical solution to this equation is presented in
Appendix A 2. Note that the second term in Eq. (17) is a pure
BM, and as a result, the velocity of the particle is not defined.
The analytical relation for the MSD is

(R3(1)) = 2Dt + M(l
2

—e . (18)

Notably, in the short term limit (+ — 0), (R%(t)) ~ 2Dit,
while in the long-term limit ( — ©0), (R%(t)) ~ 2Dyt. This
MSD expression is an excellent approximation of Eq. (16)
in the limit of large y; [see Fig. 2(c)]. Of particular interest
is the case of D| = D, = D, where the MSD simplifies to
(R3(t)) = 2Dt for all t > 0, indicating pure Fickian behavior.
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E. Fickian yet non-Gaussian diffusion

In addition to the MSD and velocity’s probability den-
sity and autocorrelation functions, this work also focuses on
the PDF of the tracer’s displacement as a function of time
P(Ry, 1), and the NGP defined as o = (R}(1))/(R3())* — 3.
Since Xt(z) is a Gaussian process, aéz) =0.

The Gaussian profile of the solution changes if the noise
Bt(z) is generated by a complex environment with structural or
dynamic heterogeneity. Biological systems are a good exam-
ple of structural heterogeneity, where the surrounding fluid is
composed of particles with different masses, structures, and
sizes. On the other hand, dynamic heterogeneity can be seen
in materials undergoing a glass transition. In these systems,
particles continuously jump between different traps formed by
neighboring molecules, which gives rise to dynamic hetero-
geneity. In both cases, the heterogeneity in the environment,
whether structural or dynamic, introduces variations in the
diffusivity and affects the particle’s motion. It is reason-
able to assume that the diffusivity D, is a random variable
with a specific probability distribution [39,41]. Following the
work of Ref. [41], the diffusivity is modeled stochastically as
D;(t) = Dzytz, where y, is an OU process with a variance of
B%/2x = 1. Here, A and B represent the dissipation and mag-
nitude of the random fluctuations, respectively. Under these
assumptions, (D, (t)) = D, and (D, (¢)D»(0)) = D%exp(—kt).
Studies have demonstrated that BM with stochastic diffu-
sivity exhibits a purely diffusive MSD accompanied by a
transient non-Gaussian PDF [41-43]. The observed NGP ini-
tially assumes nonzero values that gradually decrease to zero.
This behavior deviates from some experimental observations,
where the NGP initially starts from zero, increases to a max-
imum value, and subsequently decreases back to zero in the
long-term limit.

By introducing B\ = f(; V2D, (s)dW? in Eq. (1), it is
possible to construct a stochastic process that captures all
three major characteristics of FnGD: a transient subdiffusive
MSD, a transient non-Gaussian PDF, and a nonmonotonic
NGP. The typical balistic-to-subdiffusive-to-diffusive behav-
ior is demonstrated in Fig. 3(a). It is important to underline
that although the velocity and displacement of the particle
are no longer a Gaussian process, the analytical expressions
for the MSD still hold (see Appendix A 3). The validity of
this remark is also demonstrated by the excellent compari-
son between the analytical and numerical MSD profiles [see
Fig. 3(a)]. Thus, with or without stochastic diffusivity, the
MSD profiles remain unchanged.

To better illustrate the non-Gaussianity in the PDF, the dis-
placement is rescaled as r, = R(t)/V (R% (1)), and the PDF as
p(ral,t) = P(|Ry|, t)V (R%(t)). In this description, all Gaus-
sian distributions collapse to the standard normal G(|r|) =
2] exp(—r?/2) [29]. Figure 3(b) presents the rescaled
PDF for four different times: t = 0.01, r =43, ¢t = 171, and
t = 6807. Initially, at short times, the particle’s displacement
follows a Gaussian distribution. Over time, the distribution
progressively diverges from the standard normal distribu-
tion, reaching a maximum deviation at around ¢ ~ 171. It
then gradually approaches the standard normal distribution
again. Interestingly, the tails of the scaled PDF are exponential
with a nondiffusive characteristic length, i.e., not propor-
tional to /7 [see Fig. 3(b)]. This characteristic has been

(a) 7
102
P s =
~— 0 - e
> 10
™ o Numerical
E:/ — Analytical |

Q‘de 0.2
o o
o
0.1 5 y
o) (o]
oe@eeeeeeeee-ed)——o
0 10° 102 10*

FIG. 3. FnGD transport properties for n = 2. Here, dB,“) =
2D1dW " and dB® = /2D>(0)dW,"?, where D, (1) = D,y? and
y; is an OU process with variance 8%/2A = 1 (see text for details).
(a) Analytical (solid blue line) and numerical (red circles) MSD pro-
files. Dashed and dashed-dotted lines indicate pure diffusion MSDs
with D; = 1 and D, = 0.01, respectively, while the solid black line
represents the ballistic MSD, i.e., MSD o t2. (b) Scaled PDF vs
scaled displacement. The solid black line is the standard normal, and
the dashed black line represents an exponential tail. (c) NGP vs time.
In all subfigures, the values of the parameters are D; = 1, y; = 10,
D, =0.01, y», = 1, A = 0.009. Appendix A 4 provides details about
the numerical methods and statistical average.

observed in disordered systems, especially in glass formers
[20,24,26,50].

The transient deviation from Gaussian behavior is also
captured by the nonmonotonic NGP shown in Fig. 3(c).
Mathematically, this result can be easily understood. Initially,
af) = 0 because the motion is predominantly governed by the

pure BM B,(I). However, after a relaxation period proportional
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to yz’l, the particle begins to follow the behavior of B,(Z),

which displays a non-Gaussian behavior and as a result af) #*
0. Over time, the NGP reaches a maximum and gradually
returns to zero, indicating that the Gaussian behavior has been
recovered. Similar to experimental and MD observations, the
non-Gaussianity persists even after the particle enters the
terminal diffusive regime. The position of the peak in aéz) is
controlled by the dissipation constant A. Decreasing A shifts
the peak to longer times without affecting the MSD profile.
By assuming that the noise terms B,(’) in Eq. (1) have stochastic
diffusivities, all the cases depicted in Fig. 1(c) and Fig. 2 can
be endowed with the three characteristics of FnGD.

Interestingly, it is possible to generate a strictly Fickian
diffusion (linear MSD profile) with transient non-Gaussian
characteristics by implementing the same approach in Eq. (17)
and setting D1 = D and D,(t) = Dy,z. A similar result has also
been obtained in a two-state model describing the diffusion of
a particle in a field of dilute traps [44].

IV. SUMMARY AND DISCUSSION

This work proposes that particle motion in complex en-
vironments may be driven by a series of uncorrelated noise
sources. This approach is physically motivated by an exten-
sion of kinetic theory and mathematically formulated as a
series of hierarchically coupled random walks. By assuming
that the noise sources are BM, the system can be expressed
as a system of hierarchically coupled OU equations, which
has an analytical solution for any number of noise sources.
In the case of two noise sources, it was shown that this ap-
proach can describe three essential characteristics of FnGD:
Fickian diffusion or transient subdiffusion, with non-Gaussian
PDFs and nonmonotonic NGP. There have been many suc-
cessful papers describing these aspects of FnGD using simple
models based on CTRW, superstatistics, stochastic diffusiv-
ity, and their variations [16,30—44]. The present work is
also characterized by its simplicity (a system of OU equa-
tions) and analytical expressions for MSD and autocorrelation
functions.

Several interesting extensions of this work are currently
being pursued and will be detailed in forthcoming publica-
tions. First, the current model can be easily extended to any
dimension and for any n. It will be interesting to explore
whether nonlinear coupling between different dimensions in-
troduces additional complexity to the system [50] or if certain
aspects of FnGD remain independent of dimensionality [26].
Second, different stochastic diffusivity approaches incorpo-
rating the CIR model [41] or mixtures of OU processes [16]
accompanied by nonlinear force fields [51] may be used to
finely tune the non-Gaussian characteristics of the motion.
Third, the velocity ACF described by Eq. (15) also demon-
strates intriguing characteristics. However, regardless of the
parameter values, the long-term behavior of the ACF remains
exponential, which does not capture the power-law relaxation
observed in certain MD simulations. A potential solution to
this problem would be to introduce memory effects in the form
of power-law correlations in the drift terms of Eq. (1) [52].
This approach results in a system of hierarchically coupled
generalized Langevin equations.
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APPENDIX

1. Analytical solution for n = 2

The matrix T in Eq. (7) is diagonalizable with T' = PAP~!,
where

1 _
_(n O (7 0 _(v O
(5 ) =G V) =5 V)
and y = yl}jn. If y; = y», the system can still be solved
analytically. This particular case will be discussed elsewhere.

The matrix exponential is computed as e’ = PeA’P~!, which
yields the following result:

et 0
G(t) = J—/(e—ylt _ e—yzz) eVt . (A1)
Hence, Eq. (8) gives
t
ul) = ule ™" + oy / e awh, (A2)
0
and
ut(Z) — u(()z)e*)/zf + )—/uél)(e*)/lt _ e*}’zt)
t
+ jo; / (e—m(t—s) _ e—yz(r—s))dW(l)
0
t
+ oy / e qw @, (A3)
0

The solutions for X,(i) and \/,(i) with i = 1, 2 are derived from
Egs. (2) and (3), respectively.

By utilizing Egs. (A3) and (2), we can derive the particle’s
displacement from the initial condition, R,(¢) = Xt(z) — Xéz):

Ro(t) =uf’ (1 —e77")
t
+ 02 / (1 — e =N gw
0
+ )—/u(()l)(e—l/zt _ e—)/lt)
t
+yo1 / (e—Vz(l—S) _ e_yl(t_s))dWS(l). (A4)
0

2. Limit of large y,

In the limit of very large y;, the first equation of Eq. (6)
becomes ylut(l)dt ~ UldW,(l). Thus the second equation of
Eq. (4) reduces to

du® = —puPdt — 01dW,'"" + 0,dWP,  (A5)
and Eq. (1) becomes
dX? = (B — XP)dt + dB;", (A6)
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Both Egs (AS5) and (A6) can be solved analytically:

t
ut(Z) zu(()Z)e—yzl — o / e—yz(t—s)dvvs(l)
0

+ 0, / t e P=Igw ), (A7)
0
and
Ry(t) =ul’(1 — ™) + oy f t e t=qw
t 0
+ 0y fo (1 — e =Ndw®, (A8)

Note that due to the presence of a pure Brownian motion in
Eq. (A6), the velocity of the particle, V,(z), is not defined.

The equilibrium mean and variance of ul(z) are £ = 0 and
B = (o{ + 03)/2y, respectively. By applying Itd’s integral
properties and assuming that ((u(()z))z) = B, the MSD pre-
sented in Eq. (18) can be derived.

3. Stochastic diffusivity

Let us assume that the diffusivity D, is modeled as a
stochastic process given by D,(t) = D,y?, where y, is an OU
process with a variance of (8y?)eq = B%/21 = 1 (see Sec. IIIE

for details). In other words, we have 0,(t) = 024/y?. Under
these assumptions, (D;(t))eq = D> and (07 (1))eq = 075
The only change required in the above derivations is that

the stochastic integral

t
I =0, / e PU=gw® (A9)
0
becomes
t
I = / 02(8)e I Gqw @, (A10)
0

While I, is a Gaussian process, it is important to note that [;
does not exhibit Gaussian characteristics. Nevertheless, for
a single stochastic path of y,, the zero-mean and isometry
properties of It6 integrals enable us to calculate the path-

conditional mean and variance:

{Lly) =0 (ALT)

and

t
(8121y) = f 03 (s)e =9 s, (A12)
0
respectively. Here, it is assumed that W,(Z) and y, are indepen-
dent. Consequently, by averaging over all stochastic paths of
Y¢, we obtain that

(A13)

and

t
(61" =0 / e 2794, (A14)
0
Therefore, even though the distributions of the observables are
no longer Gaussian processes, the relationships for the MSD
and velocity ACF remain unchanged.

4. Methods

The standard Euler-Maruyama method with a time step
of dt =0.001 was employed to solve all SDEs. In Fig. 2,
the initial conditions for u! were sampled from a bivariate
Gaussian distribution with zero mean and covariance given
by Eq. (13). Without loss of generality, the following initial
conditions were used: X’ =0 and B = 4. In the case
of diffusing diffusivity (Fig. 3), the steady-state distribution
deviates from a Gaussian. However, the initial conditions were
sampled similarly to Fig. 2, but the system was allowed to
equilibrate for 10° time-steps before commencing the sam-
pling process.

The PDF of the particle’s displacement was constructed by
implementing the van Hove function,

1 M
P(Ry, 1) = 72 ) (8(Ry = Ra, (1)),

J=1

(A15)

where ¢ represents the delta function and M is the number of
sampled points at time ¢.
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Correction: A typographical error in Sec. II heading has been
fixed. The sum in Eq. (5) and the matrix in Eqs. (10) and
(11) contained errors and have been fixed. In Sec. 1 of the
Appendix, the matrix exponential in the fourth sentence of the
Appendix has been fixed, and the subscript ¢ has been fixed to
subscript s in Egs. (A4) and (AS).

Second Correction: The fix to Eq. (5) in the First Correction
was implemented incorrectly and has now been set right.
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