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We investigate the quantum reaction-diffusion dynamics of fermionic particles which coherently hop in a
one-dimensional lattice and undergo annihilation reactions. The latter are modelled as dissipative processes
which involve losses of pairs 24 — §, triplets 3A — ¢, and quadruplets 4A — ¢ of neighboring particles. When
considering classical particles, the corresponding decay of their density in time follows an asymptotic power-
law behavior. The associated exponent in one dimension is different from the mean-field prediction whenever
diffusive mixing is not too strong and spatial correlations are relevant. This specifically applies to 2A — @, while
the mean-field power-law prediction just acquires a logarithmic correction for 34 — ¢ and is exact for 44 — (.
A mean-field approach is also valid, for all the three processes, when the diffusive mixing is strong, i.e., in the
so-called reaction-limited regime. Here we show that the picture is different for quantum systems. We consider
the quantum reaction-limited regime and we show that for all the three processes power-law behavior beyond
mean field is present as a consequence of quantum coherences, which are not related to space dimensionality.
The decay in 3A — ¢ is further, highly intricate, since the power-law behavior therein only appears within
an intermediate time window, while at long times the density decay is not power law. Our results show that
emergent critical behavior in quantum dynamics has a markedly different origin, based on quantum coherences,
to that applying to classical critical phenomena, which is, instead, solely determined by the relevance of spatial

correlations.
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I. INTRODUCTION

The investigation and classification of universal behavior in
nonequilibrium many-body systems is a timely and challeng-
ing research area. Far from equilibrium the Boltzmann-Gibbs
measure does not correctly describe the system and there-
fore the emergence of universal behavior cannot be clearly
pinpointed as in equilibrium-critical systems [1,2]. Within
this perspective, reaction-diffusion (RD) systems, where clas-
sical particles hop on a lattice (diffusion in the continuum
limit) at rate €2 and react at rate I' on meeting, are genuine
nonequilibrium systems where universal quantities can be
identified and characterized [3-9]. At long times the density
of particles decays as a power law, which can be obtained,
for instance, from a mean-field treatment whenever diffusive
mixing is effective. This is valid when the diffusive hopping is
strong, I'/Q < 1, i.e., in the reaction-limited regime (some-
times also called “well stirred mixture” regime) [4,5,9-11],
or in the opposite diffusion-limited regime of weak hopping
I'/2 ~ 1 in dimensions larger than the upper critical dimen-
sion d.. This dimension can be identified both via exact lattice
calculations [12—19] and/or renormalization group methods
[6-8,20-23]. In the case of binary annihilation, 2A — {, it
is d. = 2, so that in one dimension spatial fluctuations are
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relevant and they are responsible for universal power-law
decay n(t) ~ (Q2)"1/2 of the density n(¢) in time ¢ that is
different from mean field [6-8,12—17,21,22]. The upper criti-
cal dimension depends, however, on the number of particles
involved in the reaction. For triplet annihilation 3A — @,
it is d. = 1, and thus in one dimension spatial correlations
are marginal and the mean-field power-law decay. only ac-
quires a logarithmic correction n(t) ~ [In(Qt)/Qt]"/? [6-8].
For quadruplet annihilation, 4A — @, or higher, d. < 1, so
that spatial fluctuations are irrelevant and the mean-field de-
cay n(t) ~ ([4ut)/3 is observed in all dimensions both for
the diffusion-limited and reaction-limited regimes. Note that,
in the classical reaction-limited prediction, time is rescaled
according to the reaction rate as [yt (k = 2, 3, 4), differently
from the diffusion-limited case, where time is rescaled as Q¢
via the diffusion rate. To summarize, the classical diffusion-
limited predictions for the decay of the density n(¢) in time in
one-dimensional spatially homogeneous systems are

n@t) ~ ()2, 24 —> @, (1a)
n(t) ~ [In(Q)/Q1"?, 34— 0, (1b)
n(t) ~ (Taet) V3, 44 - 0, (lc)

(classical diffusion limited).

Quantum RD systems, where particles move via coher-
ent hopping while subject to dissipative reactions, represent
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a class of dynamical processes which are currently under
intense investigation. Annihilation reactions have, indeed,
a direct connection to cold-atomic experiments with two
[24-31], three [32-34], and four [35,36] body losses, which
recently received significant attention also at a theoretical
level [37-47]. Analyzing their universal properties is par-
ticularly challenging since these investigations require the
consideration of dissipative quantum dynamics of large sys-
tems at long times. Such dynamics, and that of similar
dissipative models, such as those with kinetic constraints
[48-59], serve as benchmark problems for numerics [60—-64]
and for quantum simulators [65-68]. Due to these difficulties,
analytical predictions for the quantum analog of the diffusion-
limited regime (1) are currently still missing. The quantum
diffusion-limited regime I'/€2 = 1 has been, so far, tackled
only numerically for 2A — @ in one dimension in Ref. [60]
via exact diagonalization. Here numerical simulations found
that for a completely filled initial state (unit filling fraction of
the lattice) the density decays algebraically with an exponent
estimated to be between 1/2 and 1. Such result is, however,
affected by finite-size effects since a maximum of 22 lattice
sites (and particles) have been considered in Ref. [60].

In recent work, Ref. [69], we presented an analytical study
of quantum RD systems in their reaction-limited regime.
For classical systems, the reaction-limited regime of k-body
annihilation (kA — () is simply described by mean-field
power-law decay in any spatial dimension:

n(t) ~ (Cet) 4D, kA — 9, )
(classical reaction limited).

In Ref. [69], we showed that power-law behavior distinct from
mean field (2) can occur for binary reactions, in contrast to
the classical case. In this paper, we address the same question
for the quantum reaction-limited dynamics of three, 3A — (,
and four-body, 4A — {J, reactions, where spatial fluctuations
are expected to be irrelevant already in one dimension at the
classical level. We show that also for three- and four-body re-
actions power-law behavior beyond mean field is present due
to quantum coherences. In particular, we find the following
results:

nt) ~ (Tat) V%, 24 — 0, (3a)
n@t) ~ (Txt) "%, 34 — 0, (3b)
nt) ~ (Taet) "', 44 — 0, (3¢)

(quantum reaction limited).

Note that Eq. (3b) is valid only for intermediate times
30t S 10°.

The results in Eq. (3) are obtained by considering the
quantum RD dynamics of fermionic chains, where particles
coherently hop on a lattice and are subject to dissipative
annihilation reactions, as sketched in Fig. 1. The fermionic
statistics naturally embodies the single occupancy constraint
of each lattice site, which is often taken in the classical RD
literature [3-5,9]. The dynamics is ruled by the quantum mas-
ter equation [70-72], where coherent hopping is given by a
quadratic, number-conserving, Hamiltonian for free fermions.
The latter replaces the diffusive transport of particles present
in the classical RD models. It is important to stress that
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FIG. 1. Sketch of quantum RD processes. We consider
a fermionic chain where each lattice site is either empty
njl---o0;---)=0 or filled nj|---e;---)=|--e;---) with a
fermion, with #n; the number operator at site j. Reactions are irre-
versible and they are modelled through the jump operators of the
Lindblad dynamics in Egs. (4) and (5). In particular, we consider
binary 2A — @ (6) (rate I'y,), triplet 3A — @ (7) (rate I'3,), and
quadruplet 4A — @ (8) (rate I'y,) annihilation of neighboring parti-
cles. Coherent-Hamiltonian hopping (9) between neighboring sites
at rate Q2 replaces classical diffusion. The particle density (n(t))
decays at long times towards the vacuum |o o - - - 0 o) in a universal
way. This critical decay has the root cause into quantum coherences,
which can be present in any space dimensionality. Consequently,
in quantum RD systems, non-mean-field decay is also present for
d > d.. This is in stark contrast with classical RD systems, where
critical dynamics is solely determined by spatial fluctuations in the
density profile and non-mean-field behavior is possible only for
d <d..

quantum coherent hopping gives, instead, rise to ballistic
transport of particles. We will, however, refer henceforth to
the open quantum systems we introduce here as quantum RD
models. This terminology allows us, indeed, to connect with
classical RD systems, with whom our models share some im-
portant features such as algebraic scaling in time of the density
and mean-field decays (for incoherent initial conditions as we
detail below). We analytically study the quantum RD dynam-
ics in the thermodynamic limit in the reaction-limited regime
by using the time-dependent generalized Gibbs ensemble ap-
proach (TGGE) [73-76]. The TGGE method applies also to
bosons. In the case of bosons freely hopping on the lattice,
the reaction-limited asymptotic decay exponents for k-body
onsite annihilation reactions coincide with those predicted
by mean field (2), see, e.g., Ref. [47]. The case of fermions
reveals, instead, a richer behavior, which we characterize in
this paper.

In order to introduce the problem, we first review the
case of binary annihilation, 2A — ¢, which had been previ-
ously studied with the TGGE method in Refs. [44-46]. In
this case, the exponent of the power-law decay (3a) deviates
from the mean field (2) (k =2) one as a consequence of
quantum coherences in the initial state [69]. This result is in
agreement with the results of Refs. [44,45,69], where the 1/2
decay exponent has been worked out analytically from the
asymptotics of the density decay. For the case of three-body
annihilation, 3A — @, and four-body annihilation, 44 — {,
we find that the effect of quantum coherences is even more
dramatic. For 3A — @, we find that power-law behavior (3b)
[also distinct from mean field (2) with k = 3] is only transient
for times of the order I's,¢ < 10°, with an asymptotic decay
of the density for longer times, '3, = 103, which is not a
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power law. The nonalgebraic long-time correction might be
related to the fact that the associated classical (and quantum)
diffusion-limited dynamics acquires a logarithmic correction.
Our analysis, however, shows that the quantum decay is richer
and the correction to the algebraic timescaling is slower than
just a logarithm. From Eq. (3), we also find that a simple
heuristic formula relating the decay exponent to the number
k is not possible. The case 3A — (J, indeed, shows that in
the quantum reaction-limited case the asymptotic decay does
not necessarily take a power-law form. This contrasts with
classical RD (2), where the exponent is simply 1/(k —1).
For 4A — ¢}, we find a non-mean-field power-law decay (3c)
for initial states that possess quantum coherences, similarly
to 2A — @ case [69]. For 4A — (J, the non-mean-field result
(3c¢) is even more surprising given that spatial fluctuations are
irrelevant classically in one dimension. We emphasize that
both the decay exponents 0.25 in Eq. (3b) and 0.1 in Eq. (3¢)
are approximate values, which we obtain from numerically
computed effective decay exponents. In the triplet and quadru-
plet annihilation cases, indeed, the dynamical equation for the
density following from the TGGE is more complicate than
that for 2A — ¢} and the asymptotics of the density decay
cannot be simply performed.

The aforementioned analysis for the results (3) is exempli-
fied by considering Fermi-sea (FS) coherent initial states with
initial density of particles ny. The result (3) for binary, triplet
and quadruplet annihilation holds for any value of ng # 1,
i.e., whenever the FS state features quantum coherences in
real space. Furthermore, our results apply, more generically,
to initial states of the GGE form, which can be both pure and
mixed. The necessary requirement being that the associated
initial momentum occupation function is not flat in momen-
tum. In real space, these GGE initial states are identified
by a nondiagonal fermionic two-point correlation matrix and
they therefore possess quantum coherences. For initial GGE
states with a flat initial momentum occupation function, on
the contrary, the mean-field result (2) is recovered. The results
in Eq. (3) therefore represent a robust and universal feature of
the quantum reaction-limited dynamics ensuing from coherent
initial states.

Our results for 34 — ¢ and 4A — ¢ show that the uni-
versal quantum RD behavior is not solely determined by the
relevance of spatial fluctuations, as in the classical case, but it
also depends on quantum effects which are present regardless
of space dimensionality (such as coherences in the initial
state). Non-mean-field universal behavior is therefore possible
in quantum systems even for d > d, and in the absence of spa-
tial fluctuations. This fact contrasts with the standard picture
of critical phenomena, according to which the emergence of
universal behavior in many-body systems is necessarily rooted
into the relevance of spatial correlations and it is therefore
present only in d < d. [1,2,7,8,20-23]. The analysis of this
paper, consequently, allows us to unambiguously pinpoint a
new mechanism, based on quantum coherence, underlying the
emergence of the richer universal behavior of quantum many-
body systems compared to that known for classical ones.

The remainder of the paper is organized as follows. In
Sec. I, we formulate quantum RD dynamics with annihilation
reactions by means of a quantum master equation approach. In
Sec. III, we first briefly discuss known results about classical

RD dynamics. We then move to the reaction-limited regime
of quantum RD dynamics and the associated analysis using
the TGGE method. This method is used in Sec. IV to address
the annihilation reactions 2A — ¢, 3A — (J, and 4A — (.
In Sec. V, we report our conclusions. The Appendices A,
for 3A — ), and B, for 4A — (, contain technical aspects
concerning the TGGE calculations and additional results for
generic fillings ng of the FS initial state.

II. THE SYSTEM

We consider a one-dimensional lattice with L sites and
periodic boundary conditions. Each site j can be either oc-
cupied by a fermion nj|---e;-.-) =|---e;---) or be empty
njl---o0j---)=0.Heren; = c;cj is the number operator and
the operators c;, c; obey the fermionic anticommutation rela-
tions {c;, cj.,} = §; ;. Particles occupying adjacent sites may
be lost into the environment through an annihilation reaction.
Therefore, the ensuing dynamics is not unitary and we assume

it to be governed by the quantum master equation [70-72]
(h = 1 henceforth)

pt) = —ilH, p(1)] + D[p(1)]. 4)

Here p is the density matrix, H is the quantum Hamiltonian,
and the irreversible reaction processes are encoded in the
dissipator D, which we take in Lindblad form [70-72],

n 1 "
Dip] =Z[LJ“-/)LJ”-' - E{LE'L}vP}}~ (5)
J

The LY are local jump operators. We consider here three
different types of reaction processes, namely binary 24 — @
(v = 2a), triplet 34 — @ (v = 3«), and quadruplet 44 — ¢
annihilation (v = 4«). These processes are pictorially repre-
sented in Fig. 1. In particular, for binary annihilation, 24 — {J,
of a pair of neighboring particles at rate I',,, we have

L = /Ty cjcisi. (6)

This process corresponds to two-body losses, which can be
implemented in cold atomic gases, e.g., via inelastic scattering
interactions [24-29], or photoassociation into excited com-
pounds [30,31].

We also consider annihilation of triplets of neighboring
particles 3A — @ at rate I3,

L = Tsq ¢jcjsicj1a. (7

This triplet annihilation is also present in cold atomic gases,
where it is caused by recombination of atoms into molecules
[32-34]. Finally, we consider annihilation of quadruplets of
neighboring particles 4A — ( at rate ['4,, which is described
by the jump operator

4
L = VTia €jCj11€42C)43. ®)

Such four-body losses have also been experimentally detected
in cold atomic gases [35,36].

For all the three losses mechanisms in Egs. (6)—(8), the
Lindblad master equation (4) and (5) [with the Hamiltonian
introduced below in Eq. (9)] we employ should be understood
as an effective description of the dynamics. The derivation of
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the Lindblad equation from a microscopic weak system-bath
coupling procedure (see, e.g., Ref. [72]) for the jump opera-
tors (6)—(8) is an open problem. This derivation has been so far
only pursued in Ref. [43] for one-body decay LY = /Tc;.

We also mention that the form of the jump operators
(6)—(8) is dictated by the fermionic statistics, which forces
annihilation reactions to occur between neighboring particles
since double (or higher) occupancy of the same lattice site
is not possible. This is different from the case of bosonic
systems, where annihilation reactions are typically defined
between particles residing on the same site. These processes
are therefore modelled [38-40,44,45,47] for bosons through
jump operators of the form L’;“ = VTia b’j‘-, with k = 2, 3, 4,
and b; a bosonic destruction operator.

For the coherent dynamics in Eq. (4), we take quantum
hopping between adjacent lattice sites at a rate 2 (cf. Fig. 1):

L
H=-QY (clejpn +cl,c)). 9)

j=1

This Hamiltonian replaces the diffusive motion of particles
considered in classical RD dynamics [3-8] and generates,
differently from the classical case, ballistic transport. The
Hamiltonian H, however, provides a “natural” quantum gen-
eralization of the classical RD dynamics since it describes
noninteracting motion of particles and it is number conserv-
ing, like classical diffusion. For these reasons, we will refer
henceforth to the dynamics in Egs. (4)—(9) as quantum RD
dynamics. The Hamiltonian (9) is quadratic and it can be ex-
actly diagonalized by Fourier transform. The whole Lindblad
dynamics (4) and (5), however, is not quadratic for the jump
operators in Eqgs. (6)—(8) and therefore it cannot be solved
exactly.

Quantum hopping introduces coherence in the dynamics,
which is generically expected to affect emergent universal
dynamical behavior. For the purpose of this work we quan-
tify the latter through the long-time asymptotic decay of the
particle density (n(¢)) = (N(¢)) /L, where N(t) = Zj n;(t)
the total particle number at time ¢#. The idea is as follows:
While N is conserved by the Hamiltonian, [H, N] = 0, it is
not conserved by the Lindblad dynamics due to the reactions
(6)—(8). They deplete the system, taking it towards a trivial
vacuum stationary state. The nontrivial universal behavior lies
in the way this stationary state is approached at long times,
e.g., through a density decaying via a power law. The func-
tional form of this asymptotic behavior is controlled by the
relative strength, I' /2, of incoherent dissipation with respect
to coherent Hamiltonian hopping, as we explain in the next
section.

III. DIFFUSION AND REACTION-LIMITED DYNAMICS

The RD dynamics is characterized by two fundamental
timescales. On the one hand, the reaction time ~I"~1, gives
the time needed for two nearby particles to react. On the other
hand, the diffusion [hopping in the quantum case of Eq. (9)]
time ~Q~! yields the characteristic time needed by two sep-
arated particles to get close to each other. The dynamics is
diffusion limited when the ratio I'/2 is at least '/Q ~ 1,
while it is reaction limited when I'/Q2 < 1. The universal

long-time decay of the particle density (n(r)) is markedly
different in the two regimes. In Sec. III A and III B, we briefly
recall some previous results concerning the RD dynamics in
the diffusion and reaction-limited regimes for classical and
quantum systems, respectively.

A. Classical RD dynamics

For classical RD systems, the reaction-limited regime is
described by mean field [4,5,9—11]. This is due to the fast
diffusion mixing, which renders the particle density homoge-
neous in space. Spatial fluctuations in particle concentration
are rapidly smoothed out and reactions can therefore take
place everywhere with the same probability. The ensuing
mean-field description, for the case of annihilation processes
of k particles kA — (J, is given by the law of mass action
equation

d (n)
dt

In this limit the density depends therefore only on the rescaled
time T = [Miyt.

In the diffusion-limited regime, local density fluctuations
are relevant for the dynamics. For this reason, the exponent
of the density decay generically deviates from the mean-
field prediction (10) [6-9,12—-14,20-22]. This non-mean-field
universal behavior simply comes from the fact that at long
times the dynamics relies on few remaining particles sepa-
rated by large distances. In the classical case, the decay is,
consequently, controlled by the large-distance properties of
a random walk, i.e., by the probability of far apart particles
to meet. This is a universal quantity which depends only on
the diffusion constant 2, a macroscopic quantity, and on the
space dimensionality d, which sets the dimensionality of the
underlying diffusion process.

The random walk is recurrent in d < 2 [77], which implies
that in continuum space two particles can surely meet. This
identifies the upper-critical dimension d, = 2 for binary anni-
hilation 2A — . The associated decay ind = 1 < d, is

(n@)) ~ Q) V?, 24— 0, d=1. (11)

= —k T (M), (n) ~ Tet)™/ D (10)

For d > 2, diffusive mixing is effective, as particles far apart
in the continuum do not meet, universality is lost and the
mean-field description (10) is recovered.

For reactions kA — ¢ involving k > 2 particles, the upper
critical dimension is d. = 2/(k — 1) [6-8], as space dimen-
sionality must be further lowered in order to constrain a larger
number of particles to meet. For triplet annihilation 3A — (,
d. = 1.Ind = d. = 1, the mean-field power law (10) is valid
up to a logarithmic correction,

InQr\"/?
<n(t)>~( o ) ,3A— 0, d=1. (12)

Both in Eq. (11) and (12), the density depends on the rescaled
time T = ¢, which differs to the scaling valid in the reaction-
limited regime (10).

For quadruplet annihilation 4A — @, instead, d, < 1 and
the mean-field description applies also in the one-dimensional
d =1 > d, diffusion-limited dynamics

(1)) ~ Taet)™'3, 44 - @, d =1. (13)
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The mean-field decay is similarly valid also for five-body, and
higher-order, annihilation.

We therefore see that in classical RD systems universal
non-mean-field behavior can only arise in the diffusion-
limited regime as a consequence of spatial fluctuations in
low dimensions. In the quantum RD dynamics, this is not
the case: Universal behavior that departs from mean field is
not only due to spatial fluctuations but can also be present
in the reaction-limited regime where spatial fluctuations are
smoothed out [69]. We will explore this in the next section for
general multibody annihilation reactions.

B. Quantum RD dynamics

Currently, very little is known about quantum RD dynam-
ics. Equations (4) and (5) cannot be analytically solved since
the Lindbladian is not quadratic due to the structure of the
reaction jump operators (6)—(8). Likewise, numerical simu-
lations are hard due to the exponential scaling of the Hilbert
space dimension with the system size: In contrast to the classi-
cal case where one can generate trajectories of configurations,
a quantum trajectory unfolding of (4) requires the propagation
of whole state, making large-scale numerics unfeasible.

The diffusion-limited regime, with I'/Q2 = 1, for binary
annihilation 2A — @ [cf. Egs. (6) and (9)] has been addressed
numerically via exact diagonalization up to L = 22 sites in
Ref. [60]. The system has been therein initialized in product
state |e @ - - - @ @) with unitary filling. The density is found to
decay algebraically in time (n(t)) ~¢t~, with 1/2 < b < 1.
The decay exponent is different from the mean-field predic-
tion, which for quantum systems is analogous to the classical
one (10), showing that the dynamics is controlled in one-
dimension by spatial fluctuations. Quantum effects seem in
this case to affect the decay exponent by making it presumably
larger than the corresponding classical value (1/2) in Eq. (11),
though extrapolation of the finite-size results to the thermody-
namic limit is not trivial.

The reaction-limited regime I'/€2 < 1 has been only re-
cently studied in Ref. [69]. Using an analytical approach, this
study could show that for binary reactions, such as 24 —
), the quantum reaction-limited dynamics is not always de-
scribed by the mean-field approximation (10). This turns out
to be the case whenever quantum coherences in the initial state
are present. The analysis of Ref. [69] is based on the time-
dependent generalized Gibbs ensemble (TGGE) introduced
in Refs. [73-76]. In the following, we briefly recall the main
aspects of the TGGE, as this method will be employed in the
next sections.

The TGGE approach is based on a separation of timescales
between reactions and hopping dynamics, which is possible
in the limit I'/Q2 « 1. Here reactions are slow and long
time intervals, on average, elapse between consecutive reac-
tion events. The much faster hopping dynamics (9) can thus
be integrated out by considering the state p(¢) in between
consecutive reactions as being relaxed with respect to the
Hamiltonian H: [H, p(t)] = 0. The time dependence of the
state p(t) accounts for the remaining slow evolution, taking
place on the timescale "', due to the reactions. The TGGE
method then moves forward by making an ansatz for the state
o(t) = pcge(t) of the form of a generalized Gibbs ensemble,

see, e.g., the reviews [78,79]. In the case of the Hamiltonian
(9), the GGE takes the form

1
PGGE(t) = %exp{— ;Ak(t)ﬁk}, (14)

where Z(t) = [],[1 + e *®]. In the previous equation,
Ar(¢) are dubbed Lagrange mulipliers (or generalized in-
verse temperatures), k € (—m, 7 ) is the quasimomentum, and
iy = 6zék is the number operator in Fourier space, with

Cr (62) fermionic desctruction (creation) operators (see Ap-
pendix A). We note that the GGE state (14) gives direct
access to the RD dynamics in the thermodynamic limit, as
it describes the local relaxation of the system, i.e., the ex-
pectation (...)ggg (f) provides the exact average behavior
of local observables in the thermodynamic limit. The state
(14) is Gaussian and diagonal in momentum space. Its dy-
namics is therefore fully characterized by the momentum
occupation functions () ;qe ) = C,(t) = 1/[exp(Ay(?)) +
1], which obey the equations [44—47,69]

dC (t) Vi v
# = ;(LjT[nfl’LjDGGE (t), Vg (15)

We remark that the previous equation provides a large reduc-
tion of complexity for the characterization of the many-body
dynamics as it encodes the description of the dynamics in
terms of the single function C,(¢) rather than into the whole
density matrix p of the original Lindblad equation (4) and (5),
which is not tractable for a many-body system. Equation (15)
therefore represents an effective equation describing the large-
scale, long times and large distances, physics of the model. It
is also worth noting that the GGE-Gaussian form (14) holds
equally for noninteracting bosons, i.e., Eq. (9) with the re-
placement ¢; — b; and b; a bosonic destruction operator. In
this case, cf. Ref. [47], k-body losses L; = /Ty b’; yield the
law of mass action asymptotic exponent (10).

The structure of Eq. (15) clearly also shows that C,(7)
is a function of the rescaled time 7 = I',¢ according to the
reaction rate, as in Eq. (10) for the classical reaction-limited
regime. This aspect further shows that the TGGE method is
naturally apt to describe the reaction-limited dynamics.

IV. QUANTUM REACTION-LIMITED
ANNIHILATION DYNAMICS

In this section, we present our results for the quantum anni-
hilation process in the reaction-limited regime. In order to set
the stage, we first discuss in Sec. IV A the binary annihilation
2A — () case of Eq. (6). We then consider, in Sec. IV B, triplet
annihilation 3A — ¢ in Eq. (7). In Sec. IV C, quadruplet an-
nihilation 44 — @ of Eq. (8) is eventually discussed.

In all the three cases, we solve Eq. (15) considering two
different classes of initial states. First, the Fermi sea (FS), i.e.,
the ground state of the Hamiltonian (9) with an initial filling
ng, which is uniquely identified by the occupation functions

1 if g € [—mng, Tnol,

Gyt =0)= {0 otherwise. (16)

This initial state displays quantum coherences in real space,
i.e., the associated density matrix possesses off-diagonal
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elements in the Fock-space basis ]_[jE A cjI [ooo---0), with
A an arbitrary set of lattice sites. In the case no =1, A =
{1,2,...L} and the state corresponds to the simple prod-
uct state |e e @ - - - @), where every lattice site is filled. Thus,
as long as ng # 1 the FS initial state is, instead, quantum
coherent.

Second, we consider also initial incoherent states of the
form py = exp(—AN)/Zy. This initial state, differently from
the FS (16), is diagonal in the (classical) basis introduced
above and it is associated with a momentum-independent
occupation function equal to the initial filling ng:

C,(0) = nq. (17)

In both the cases (16) and (17), the density of particles
(n(t))ggg 1s computed from the momentum occupation func-
tion Cy(7) as

1
(n(0goe = 7 D Col0)- (18)
q

The decay exponent of the particle density as a function of
time is quantified by computing the effective exponent ¢ (),
which is defined as [4]

log [{n(bT))gae / (n(T)) Gl

et (1) = — e

; 19)

with b a scaling parameter. In the case of an asymptotic in
time power-law behavior (n(7))gge ~ at ~°, the effective ex-
ponent 8¢ (7) converges at long times to the exponent § of the
power law. In all the calculations of ¢¢(7) in this paper, we
use b = 2.

A. Binary annihilation
The application of Eq. (15) to binary annihilation 24 —
(6) leads to the evolution equation [69]

dC,(v) 1
— -2 ;fz(k, 9)C(T)Cy(T), (20)

with T = I'y,¢ and the function f>(k, ¢) given by
fak, q) =2[1 — cos(k — g)]. 2D

In Fig. 2(a), we plot the density of particles as a function
of time for the two different initial conditions (16) and (17).
In the case of the incoherent initial state (17) (red-dashed
line), we observe that the momentum distribution function
C,(7) remains flat in ¢ at all times so that Eq. (20) exactly
reduces to the classical reaction-limited equation (10) (with
k = 2 therein). The asymptotic decay exponent is therefore
the mean-field one (n(t))ggg ~ T~'. The coherences in the
initial state (16), on the other hand, strongly affect the asymp-
totic decay (blue-solid line), whose exponent

(n(t))gee ~ 12 (22)

differs from the mean-field one. The algebraic decay expo-
nent 1/2 is in agreement with previous results concerning
fermionic gases subject to two-body losses in a lattice [44,69]
and in continuum space [45]. In the latter references, the
1/2 decay exponent (22) represents an analytical result

10 0.54 (b) m0=06FS —
* —
) e
g @~ B
~ Nng = 0.6 FS —— \s
10_]_0 ny = 0.6 MF ———- 0.5 \
1072 7 =Tyt 108 102 T 10°

FIG. 2. Quantum binary annihilation dynamics in the reaction
limited regime. (a) Log-log plot of the density (n(7))gge as a func-
tion of the rescaled time t = I'y,¢. The blue solid line refers to the
initial FS state (16) at filling ny = 0.6, while the red-dashed line
corresponds to the initial incoherent state (17) at the same filling
ny = 0.6. In the latter case, the TGGE rate equation reduces to the
law of mass action (10) and the density decays asymptotically as
(n(t))gee = (n)umr () ~ T~ In the case of the FS state, on the con-
trary, the power-law exponent changes (n(t))gge ~ T~ '/2. (b) Plot
of the effective exponent 8¢ (7) (19) as a function of 7 (log scale
only on the horizontal axis) for the FS initial state with ny = 0.6.
The effective exponent converges to the value 0.5.

following from analytical-asymptotic calculations starting
from the TGGE rate equation. In Fig. 2(b), one sees that
Sefr(t) (19) neatly converges to 0.5. This non-mean-field
asymptotic decay goes beyond the classical reaction-limited
description, captured by the mean-field equation (10), and it is
determined by quantum coherences in the initial state. Coher-
ences in the initial state are, indeed, fundamental as they allow
for an inhomogeneous in ¢ initial occupation function C,(0).
The latter, indeed, implies that in the two-point fermionic
correlation matrix (clcy)GGE the GGE (14) are not diagonal in
real space. These states therefore possess quantum coherences
in real space. For these kinds of initial conditions, the second
term in Eq. (21) for f>(k, g) does not vanish in the sum over k
in Eq. (20) and it is responsible for the deviation of the power-
law exponent from the mean-field description. The nontrivial
function f>(k, q) is determined by the fermionic statistics,
which hinders double (or higher) occupancy of lattice sites
and it therefore determines the form of the considered jump
operators (6). The joint effect of fermionic statistics and quan-
tum coherences in the initial state is thus responsible for the
emergence of universal behavior in the quantum RD dynamics
beyond mean field. We remark that, because of this reason,
the asymptotic decay (22) holds generically both for mixed
and pure initial states, as long as the associated momentum
occupation function C,(0) is not flat in g, as shown in Ref. [69]
(cf. Fig. S1 in the Supplemental Material therein). In the next
sections, we show that this behavior is even richer in the case
of three- and four-body annihilation reactions.

B. Three-body annihilation

In the case of three-body annihilation, 3A — @ (7), the rate
equation (15) takes the form

dCy(t) _ _Cq(r)
dr L2

> Ak K, q)C(T)Ce(T),  (23)

k.k'
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100 | 0.284 oy 0
= v
o c
~ | ° {
[ 0.254 |
/:9 bia; o 10° T 107
105 | _ no = 0.6 MF ——— 0.25! mo=0.6FS —
1072 7 =T3¢ 10° 102 T 10°

FIG. 3. Quantum three-body annihilation dynamics in the reac-
tion limited regime. (a) Log-log plot of the density (n(t))gge as a
function of the rescaled time T = I';,¢. The initial states chosen are
identical to those considered in Fig. 2 for 2A — . In particular, the
blue solid line refers to the initial FS state (16), while the red-dashed
line corresponds to the initial incoherent state (17). In both the cases
the same initial filling value ny = 0.6 is taken. In the case of the
initial state (17), the TGGE rate equation reduces to the law of
mass action (10) and (25) and the density decays asymptotically
as (n)ggg = (Mwmr ~ T2 In the case of the FS state, power-law
decay is valid only up to T < 10° with a non-mean-field exponent
()gge ~ T %%. (b) Plot of the effective exponent 8 () (19) as a
function of t (log scale only on the horizontal axis). The effective
exponent converges only for times t < 10°. For longer times, plotted
in the inset, 8¢ (7) slowly drifts in time pointing out that the decay
acquires a nonalgebraic correction. This correction is slower than the
logarithmic correction (12) observed for the classical analog of the
dynamics in d = 1 in the different diffusion-limited regime.

with the rescaled time t = I';,¢ and the function f3(k, k', q)
given by

kK, q) = 2[sin(k — q) — sin(k — k') + sin(g — k)]
(24)

Equations (23) and (24) are obtained by first expressing the
fermionic operators c¢; in L;" (7) in terms of the Fourier-
space operators ¢; and then computing the right-hand side
of Eq. (15) via Wick’s theorem, exploiting the fact that the
TGGE state (14) is Gaussian and diagonal in momentum
space. The derivation is reported in Appendix A.

In Fig. 3(a), we show the density (n(t))ggg of particles as a
function of time t both for the FS (16) and the incoherent (17)
initial state. In the latter case, similarly as in the case of 2A —
@, elementary manipulations on the function f3(k, k', ¢) show
that Eq. (23) reduces to

% = —3C,(1) (Mg (7). (25)

Taking the sum over the quasimomenta g on both sides of
the previous equation, the law of mass action (10) with k = 3
is retrieved. In this case the quantum reaction-limited regime
therefore exactly coincides with its classical analog and the
asymptotic decay is (n(7))ggg = (n)mr () ~ T~ V2.

The case of the FS initial state (16) yields instead a much
richer physics with a density dynamics which is markedly
different from the mean-field prediction. At first inspection,
from Fig. 3(a), the density (n(t))ggg seems to follow a power
law in time T with an exponent different from the mean-field
value, similarly as in the case of 2A — ¢ in Fig. 2. The
numerical calculation of the effective exponent .5 (7), in the
main panel of Fig. 3(b), shows that the density follows the

power-law behavior for times of the order T < 107,
(n(1))gee ~ 1%, for T < 107, (26)

as anticipated in Eq. (3b) of the Introduction. Note that the
decay exponent 0.25 is an approximate value obtained from
the numerical calculation of 8.¢ (7). It is in this sense differ-
ent from the 1/2 exponent for 2A — @ in (22), which is an
analytical result, as explained previously. Remarkably, in the
quantum reaction-limited regime, the power-law decay expo-
nent is different from the mean-field prediction (1/2) even in
d = d, = 1. This contrasts the classical RD dynamics, where
the power-law decay is always determined by the mean-field
exponent 1/2, both in the reaction-limited regime (10) and in
the diffusion-limited one (12). In the latter case (12), devia-
tions from the mean field are solely given by the logarithmic
correction ~(In Q¢)!/2, the exponent of the algebraic decay
(S2t)~1/2 still being equal to 1/2. The appearance of the non-
mean-field exponent at d = d, is only possible in the quantum
RD dynamics where quantum effects, not determined by space
dimensionality, induce correlations beyond mean field. In or-
der to observe the decay dynamics (26), one, indeed, needs the
simultaneous presence of quantum coherences in the initial
state and the fermionic statistics. The latter forces the anni-
hilation reaction to take place only among adjacent particles
(7), which is reflected in the nontrivial function f3(k, k’, ¢) in
Eq. (23). Ultimately, this function renders the dynamics differ-
ent from the law of mass action prediction (25) for quantum
coherent initial conditions.

A closer inspection of the effective exponent Se(7), in
the inset of Fig. 3(b) for t > 10°, shows, however, that the
power law (26) observed for triplet annihilation, 3A — @,
remains valid only up to times T < 10°. For longer times, the
effective exponent S (7) slowly increases as a function of
time, indicating that the behavior in Eq. (26) acquires a non-
trivial non-power-law correction. It is then natural to attempt
to link this behavior to the logarithmic correction in Eq. (12)
for the classical triplet annihilation in the diffusion-limited
regime. Our analysis, however, shows that a multiplicative
logarithmic correction to the power law (26) as (n(t))ggg ~
b[log(t)/t]”, with y and b being fitting parameters, is not
compatible with the long-time behavior of ¢t (7 ) in Fig. 3(b).
In order to best capture also the intermediate-time algebraic
decay (26), we have also attempted to include the logarith-
mic correction in an additive form (n(t))gge ~ a/t*% +
b[log(t)/t]”, with a being the amplitude of the algebraic
decay. This additive logarithmic correction does not, how-
ever, improve the agreement with the late-time asymptotics of
Setf (1), since we numerically find that y < 0.25. In particular,
we find that the asymptotic decay is slower than the one pre-
dicted by both the multiplicative and the additive logarithmic
corrections.

The rich behavior in the 3A — (J decay from the FS initial
condition (16) is not qualitatively affected by changing the
initial density parameter ng (cf. Fig. 5 in Appendix A). For
all values of ny # 1, we, indeed, observe that the effective
exponent Se(T) converges to a value approximately equal
to 0.25 for = < 10°. For longer times, we also observe that
8¢t (T) increases in time according to a slow nonlogarithmic
correction. Furthermore, the same behavior in time is expected
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to apply for pure or mixed initial states featuring quantum
coherences in real space, as already discussed after Eq. (22)
for 2A — . The necessary requirement for the emergent
collective behavior of Fig. 3 is, indeed, solely that the initial
occupation function C,;(0) is not flat in g.

This highly nontrivial non-power-law behavior makes the
dynamics of three-body annihilation particularly distinct from
their classical counterpart: In the classical reaction-limited
regime, indeed, only power-law behavior (10) is possible since
spatial fluctuations are absent due to the rapid mixing through
coherent hopping. In the diffusion-limited regime, instead,
nonalgebraic asymptotic is possible only in the logarithmic
form of Eq. (12) atd = d,. The latter is, in turn, determined by
the spatial fluctuations induced by the small diffusive mixing,
as recalled in Sec. III A. The nonalgebraic behavior in Fig. 3
is nonlogarithmic and it has a different origin determined not
only by space dimensionality but also by the interplay of the
latter with quantum effects due to coherences in the initial
states.

C. Four-body annihilation

In the case of quadruplet annihilation 44 — @ (8), Eq. (15)

reads as
dCy(t)
dr

C
- qL(;) D falk, K K", @)Cu()Ci (1)Cpr (7),
kK k"
27)

with the rescaled time T = I'y,¢. The function fy(k, k', k", q)
takes a rather cumbersome form. It results from a long calcu-
lation involving the application of Wick’s theorem onto the
eight-point function of the fermionic operators ¢ deriving
from the Fourier expression of the quadruplet annihilation
jump operator (8). The expression for f; is therefore reported
in Eq. (B12) of Appendix B, where the calculations leading to
(27) are summarized.

In Fig. 4(a), the density (n(t))ggg is shown as a function
of t for the FS (16) initial condition as well as for an initial
incoherent state (17). The dynamics from the incoherent initial
state reduces, as in the case of binary 2A — ¢J and triplet
3A — () annihilation, to the law of mass action (10) with
k=4,

dCy(7)
drt

The decay of the density is therefore ruled by (n)ggg =
(n)pp ~ /3. This is power-law decay is plotted with the
dashed-red line in Fig. 4(a). We emphasize, as recalled in
Sec. IIT' A, that the decay (28) applies for classical RD both
in the diffusion-limited and in the reaction-limited regime as
for this process spatial fluctuations are irrelevant already in
d=1>d..

In the case of the FS initial state, however, the decay of
the density, depicted with the blue-solid line of Fig. 4(a),
(n(tr))ggg does not follow the mean-field prediction. In par-
ticular, we observe the algebraic decay

(n(t)gee ~ 1", (29)

obtained by computing the effective exponent s (7) (19),
which is plotted in Fig. 4(b). The 0.1 decay exponent is there-

= —4C,(7) (n(1)gck - (28)

100 0.195 0118
—~ o <b>
t/ /l-\\ °
o =N N "0 0.104
] 7’ ., & 10° 7 10t
= (n)yp (7) ~ 7’1/3‘\‘ <
~ no = 0.6 FS N
10-3 | _no=06MF——— >, (.15 "0=06FS —
1072 7=Tyat 108 102 T 10°

FIG. 4. Quantum four-body annihilation dynamics in the reac-
tion limited regime. (a) Log-log plot of the density (n(7))ggg as a
function of the rescaled time T = I'4,¢. The blue solid line represents
the dynamics from the FS state (16), while the red dashed one the
dynamics from the state (17). The initial filling value is ny = 0.6,
as in the case of Figs. 2 and 3. For the incoherent initial state
(17), the quantum-reaction limited dynamics exactly coincides with
the mean-field law of mass action prediction (28). The associated
asymptotic density decay is (n)ggg = (n)yr = (r) ~ T~ /3. For the
coherent Fermi-sea initial state, the decay is slower and it is given by
the power law (n(7))gge ~ . (b) Plot of the effective exponent
Serr(T) (19) as a function of T (log scale only on the horizontal axis).
The effective exponent converges in a slower way than in the case
of 2A — ) of Fig. 2. In particular, one observes that 8¢ (7) >~ 0.1 at
long times T > 10'!, as shown in the inset.

fore a numerically approximate value [in the same way as the
decay exponent (26) for 3A — (J]. We observe that the conver-
gence of S (7) to the asymptotic value is slower compared to
the case of binary annihilation 24 — ¢ in Fig. 2. In the latter
case Ser(t) >~ 0.5 for v 2 103, while, in Fig. 4(b), Ser =~ 0.1
for > 10'!. In all the cases discussed, 24 — ¢ (22),3A — ¢
(26), and 4A — ( (29), we observe that quantum coherences
slow down the density decay, which is reflected in an exponent
that is smaller than the one of the corresponding classical
reaction-limited process (10). In Fig. 6 of Appendix B, we
study the 4A — ) dynamics for different fillings ny of the FS
initial state. Similarly to the cases of 2A — J and 3A — 0,
we observe no qualitative change on varying ny as long as
ny # 1. The effective exponent is in all the cases monotoni-
cally decreasing towards a value approximately equal to 0.1:
Seff(7) = 0.1. The very same asymtptotic exponent is also ex-
pected to apply for other coherent initial states (in real space)
characterized by a momentum occupation function C,(0) not
constant in the quasimomentum gq.

The non-mean-field algebraic decay (29) is validind = 1
and, therefore, above the upper-critical dimension d, of the
quadruplet annihilation reaction 4A — (. This might look
surprising as one expects for d > d. the system dynamics
to be captured by the mean-field approximation, as reported
in Sec. III. One should note that the upper critical dimen-
sion d, characterizes diffusion-limited RD dynamics. In the
diffusion-limited regime, correlations leading to non-mean-
field behavior are caused by spatial fluctuations in the density
profile due to the diffusive motion of particles far apart from
each other. Spatial fluctuations are relevant in low dimensions,
while in higher dimensions diffusive mixing is effective in
filling the whole space. This explains the emergence of an
upper critical dimension d., beyond which critical exponents
are given by the mean-field prediction. In the reaction-limited
regime, where Eq. (29) applies, spatial fluctuations in the
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density are by construction absent as one assumes the system
to be relaxed to the homogeneous GGE state. Fluctuations
beyond mean field are of strict quantum origin due quan-
tum coherences in the initial state. These effects are valid in
any space dimensionality. Consequently, one has non-mean-
field behavior even for d > d.. This is the hallmark of the
different origin of universal dynamical behavior in quantum
reaction-limited RD systems as compared to their classical
counterparts.

On the basis of these results we expect also that in
quantum RD systems with five, 5A — @, and higher-body
annihilation reactions will have algebraic decay with a non-
mean-field exponent due to to the same quantum effects
[though possibly with a numerical value different from the
one in Eq. (29) for 4A — (J]. The calculation of the decay
exponents for such higher-order systems is similar to that pre-
sented here (and in Appendix B), only more cumbersome due
to combinatorics, since higher fermionic correlation functions
are involved (for instance a ten-point function for 5A — ¢).
In any case, such behavior is again expected to be distinct to
that of the corresponding classical RD dynamics, where for
the reaction-limited regime all processes are described by the
mean-field law of mass action, cf. (10).

V. DISCUSSION AND CONCLUSIONS

In this paper, we analyzed the quantum RD dynamics of
fermionic quantum gases on a one-dimensional lattice subject
to annihilation processes, formulated in terms of a Lindblad
master equation (4) and (5). Here classical diffusive motion is
replaced by quantum coherent hopping (9), while annihilation
reactions are irreversible and they are encoded into the jump
operators (6)—(8). We considered binary annihilation 2A —
of pairs of neighboring particles, triplet annihilation 3A — @,
and quadruplet 4A — J annihilation. We studied the dynam-
ics from both coherent initial states, such as the FS (16),
and from incoherent initial states as (17). Quantum effects
enter through the coherent Hamiltonian hopping and, possibly,
through coherences within the initial state.

We solved the problem analytically in the thermodynamic
limit by exploiting the approximation of the dynamics ob-
tained via the time-dependent generalized Gibbs ensemble
method (14) [73-76]. This method describes the reaction-
limited, or weak-dissipation, regime I',/Q2 < 1, where the
irreversible reaction rate is much smaller than the coherent
hopping rate.

In all three cases considered, reactions 2A — @, 3A — 0,
and 4A — ), we observed that for incoherent initial states
the quantum reaction-limited dynamics reduces to classical
mean-field description in terms of the law of mass action (10).
Quantum coherences in the initial state, which amounts to
considering an initial occupation function C,(0) not flat in the
quasimomentum g, are therefore necessary in order to have a
non-mean-field universal decay of the particle density at long
times. We remark that an inhomogeneous initial occupation
function C,(0) can characterize both pure, such as the FS
(16), and mixed states. Beyond mean-field quantum reaction-
limited decay is therefore a robust feature of the dynamics
which does not necessarily require considering pure states.
The fermionic statistics is also important as it determines the

structure (6)—(8) of the jump operators, which, consequently,
determines the nontrivial functions f, [(21) in Eq. (20)], f3
[(24) in Eq. (23)], and f4 [(B12) in Eq. (27)]. These functions
eventually render the TGGE rate equations different from the
law of mass action for quantum coherent initial conditions.
In particular, in the case of binary annihilation 24 — (J, the
density decays algebraically in time as in Eq. (22) with ex-
ponent 1/2 (cf. Fig. 2). For triplet 3A — ) and quadruplet
4A — () annihilation, the impact of the simultaneous pres-
ence of quantum coherences and fermionic statistics onto the
asymptotic decay is even richer. In particular, for 3A — @, we
find algebraic decay as in Eq. (26) only in an intermediate
time regime T < 10° with exponent approximately 0.25. For
later times, this decay acquires, however, a non-power-law
correction. In the classical RD dynamics nonalgebraic correc-
tions are only possible in the diffusion-limited regime with
a logarithmic form (12), which comes from the fact that the
upper-critical dimension of the process is d. =d =1 [6-8].
Spatial density fluctuations are therefore marginal in one di-
mension for the reaction 3A — (. The decay we observe in
the quantum reaction-limited regime in Fig. 3 is, instead,
slower than that predicted by a logarithmic correction. For
quadruplet annihilation 4A — J, we find the algebraic decay
in Eq. (29) with exponent approximately equal to 0.1 shown in
Fig. 4. This result is in contrast with the classical description
of the process which is always, both in the diffusion and in
the reaction-limited regime, in agreement with the mean-field
approximation (13). This is a consequence of the fact that
for 4A — ¢ spatial fluctuations are irrelevant in any physical
dimension since d. < 1.

Our results for 3A — @ and 4A — (J show that in quan-
tum RD dynamics correlations beyond mean field are not
only determined by spatial fluctuations but also by inherently
quantum effects. These effects are present in any space di-
mensionality and even in the absence of spatial fluctuations of
the density profile and therefore universal behavior, without
any classical correspondence, is possible even at d > d.. The
mechanism behind critical behavior in quantum nonequilib-
rium RD models is therefore fundamentally different to that
describing the emergence of universality in their classical
counterpart.

As a future direction, one may extend the present analysis
to bosonic systems. In this case, we expect the absence of
the exclusion principle to lead, in the reaction-limited regime,
to mean-field results. In the case of annihilation channels
exhibiting interference effects (see, e.g., Refs. [24,37,40,69]),
one may, however, still see a universal non-mean-field decay.
At the same time, it would be interesting to investigate the RD
dynamics of fermionic and bosonic gases in the continuum.
The time-dependent GGE description of the reaction-limited
regime can be carried out in analogy to the lattice gases
discussed here. The extension of the results here presented
to spatial dimensions larger than one is important, as well.
In particular, since the universal behavior in the quantum
reaction-limited regime is dictated by quantum coherent ef-
fects, we expect the exponent for the algebraic decay to be
nontrivial even for d > d.. However, one expects the impact
of these effects to depend on space dimensionality d itself,
and it would thus be interesting to understand the dependence
of the decay exponent on d.
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APPENDIX A: THREE-BODY ANNIHILATION DYNAMICS

In this Appendix, we provide details regarding the deriva-
tion of Egs. (23) and (24) for triplet annihilation 3A —
?#. We consider the case of periodic boundary conditions
¢jrr = c; for the Hamiltonian (9). As the analysis based
on the TGGE method applies in the thermodynamic limit
L — oo, the choice of boundary conditions does not im-
pact on the final result in Egs. (23) and (24). We first
introduce the Fourier transform ¢, of the lattice fermionic

J

operators c¢; as

R LS i L ! i 5
Cr,, Nis ]X:]: e c;, with inverse c; N7 ; e™ey
(Al)
where k, =2nn/L are the quasimomenta and they are
parametrized on the lattice in terms of the integer number
n=1,2...L. In the previous summation the sum Zk de-
notes a summatlon over the integer number n. In the main text
and in the rest of the Supplemental Material we use for brevity
the shorter notation ), — ;. When multiple summations

over the quasimomenta are present, e.g., Zkl Zkz e Zk we
also use the compact notation ), , . [see Eqgs. (23) and

(27)]. We write the triplet annihilation jump operator LJ3."‘ in
Fourier space as

3a
L™ = VTsa cjcjricjp

VI3 Y
= D MO Kbt (AD)
YA
with
g(kK'. k") = expli(k' +2k")]. (A3)

In order to simplify the commutator appearing in Eq. (15), we
use the identities

[flq, ékék’ék”] = _ékék’éqSk”,q — @kéq@krﬁkf,q — @q@kfék”(sk’q, from [ﬁq, ék] = —Sk,qéq. (A4)
Using Eq. (A4), we then get for [A,, L3*]
~ F3 ~ A~ ~ . ’ . n~ A A . ’ N~ A A . ' .
[nq’ L;a] — __\23/201 Z ckckrcqe’(”k +q)’g(k', 61) + Z ckcqck/e'(Hk +q)g(q, k') + Z cqckck/e'(Hk H”g(k, k’) ) (AS)
k,k' k. k' k,k'

On inserting Eq. (A5) into Eq. (15) one obtains three terms

F .. 7
Z (Lia) [ L3a = Z Z e_lj(kﬁkﬁkz)c;z @ZZ@Z g (ka, k3)|: Zg(k/, Q)ék@k/éqe’f(k+k +9)

J I kika ks kK

+ Y 8. K)erlgtre T D £ ek, k’)éqékék,eij<k+k/+‘7)i|
k.k' k.k'

'3
= __L;|: E g k2, ka)g(k', @) &) &f sttt —glrcly
i ko e K

AT A A
+ Y gk ka)g(g. ke & el Gtk —glqlic
1 ek K

>

& (ka, ka)g(kr, KNELEL 8L s io—iaCalh ck/] (A6)
ky,ky k3, k'

where in the last equality the Fourier representation of the Kronecker delta has been used. From the previous equation, one sees
that the Lindblad dynamics of the two point function (7,) for the triplet annihilation 3A — ¢ is coupled to the dynamics of
six-point functions. The evolution equation for (i) is therefore not closed and one has a hierarchy of equations coupling the
dynamics of correlation functions to higher-order correlation functions. In order to break this hierarchy, the TGGE assumption
(14) is fundamental. The time-dependent GGE state (14) describes the dynamics in the reaction-limited or, equivalently, weak-
dissipation, limit I3, /€2 < 1 and it amounts to replace (7,) — (fi,);ge (and analogously for other expectation values in the
previous equation). The GGE state is Gaussian for the free-fermionic Hamiltonian (9) and diagonal in momentum space. Higher-
point correlation functions of fermionic operators ¢; can therefore be computed in the GGE solely on the basis of the two-point
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FIG. 5. Quantum three-body annihilation dynamics for different initial fillings of the FS initial state. (a) Log-log plot, from the numerical
solution of Eq. (23) for 34 — @, of the rescaled density (11) g (t) = (n)gge (T)/no as a function of the rescaled time T = I'3,¢. Four different
values ng = 0.4, 0.6, 0.8, and 1 (from top to bottom) of the initial filling of the FS state (16) are reported. The blue curve for ny = 0.6 is
identical to that discussed in the main text in Fig. 3(a). For all the values ny # 1, the obtained curve differs from the mean-field prediction
obtained with the associated initial density n, since the initial state displays quantum coherences in real space. In the case ny = 1 only, the FS
has no real-space coherences and the density decays, red-dashed line in the figure, is exactly reproduced by the law of mass action equation (10)
with () gge (T) = (#)ur () ~ 772, (b) Plot of the effective exponent S.(7) (19) as a function of T (log scale on the horizontal axis only)
for the FS initial state and initial fillings ny = 0.4, 0.6, and 0.8. The blue curve for ny = 0.6 is, also in this case, equal to that of Fig. 3(b) of
the main text. For the three cases the effective exponent is observed to converge to a value S () 2 0.25 for times T < 10°. (c) Plot of the
effective exponent for the very same values of the initial filling ny as in (b) but for longer times t > 10°. The effective exponent is for T > 10°
nonmonotonic. The density decay accordingly follows a nonalgebraic asymptotics.

function (6;@,{) aoe = Cadk.q via Wick’s theorem. In the case of the six-point function appearing on the right-hand side of the
first line of the second equality in Eq. (A6), one has, applying Wick’s theorem,

(ef L8l etttk —k—g i) (T) = —=CoCyCitSt,. k8.6, + Cis CyCr Sk, ke Sks.g + Cie Ciy e Sty 18k
— Cp G, G, 8k, 1015, g + Ciy Co Ciy 83,0000,k — Ciy City Ci Sk, ¢ 0k 1+ (AT)

The other two six-point correlation functions in Eq. (A6) can treated in an analogous way. In the previous equation, all momentum
occupation functions Ci(7) are function of the rescaled time 7 = '3, (not reported explicitly for brevity). We also note that
[fig, H] = 0 and therefore the right-hand side of the evolution equation for (n), is only given by Eq. (A6). On using therein
the TGGE assumption and the expression in Eq. (A7), one obtains Egs. (23) and (24) of the main text (after some lengthy but
straightforward algebraic manipulation). In the numerical solution of the equation, plotted in Fig. 3 of the main text, we take a
value of L large and we check the stability of the obtained curves on further increasing L. In Fig. 3, we used L = 150000 since

for longer times, T ~ 107, 108 as in the inset of Fig. 3(b), larger values of L are needed to get stable numbers.
We remark that Egs. (23) and (24) can be written in the equivalent form

dCy(7) C,
drt Y

+ 4cos(k — q) — 4cos(2k — k' — g)].

This form of the equation makes more transparent the con-
nection with the classical reaction-limited dynamics ruled by
the law of mass action (10). In particular, the first term on
the right-hand side of (A8) corresponds to the law of mass
action for 3A — (J, on summing on both sides over all the
possible values of g. The second term on the right-hand side
of the previous equation, instead, couples the quasimomentum
g to all the other quasimomenta through a three-body term
C,CCr . The weight of this term is, however, nontrivial and it
is determined by the fermionic nature of the particles and the
exclusion principle. Remarkably, this term contributes to the
dynamics only if the initial momentum occupation function
C,(0) is not flat in g. This amounts to considering initial
states of the GGE form (14) with 1,(0) not flat in ¢ and,
therefore, initial GGE states with a nondiagonal, in real space,
two-point fermionic correlation matrix. These kind of states
display coherences in real space. The simulataneous presence

= —-3C, (n)ge (1) + B Z CiCyp[cos(2k + 2k") + 2 cos(k — k') + 2 cos(2k — 2g) — 2 cos(k + k' — 2q)

(A8)

(

of fermionic statistics and quantum coherences in the initial
state makes the second term of (A8) relevant and it causes the
non-mean-field universal behavior of Fig. 3 discussed in the
main text.

In Fig. 5, we further corroborate this finding by discussing
the quantum reaction-limited dynamics ensuing from the FS
initial state (16) for different values of the initial filling .
In particular, in Fig. 5(a), universal behavior beyond mean
field for the rescaled density ()ggg (T) = (n)gge (T)/no is
observed for all values of ng # 1. In the latter cases, indeed,
C,(0) is not flatin g. In order to quantify such quantum univer-
sal decay, we compute the effective exponent 8¢ (7 ), which is
unexpectedly nonmonotonic in 7. Indeed, in Fig. 5(b), e (T)
first decreases and saturates to a constant value, approximately
equal to (W) ggg (t) ~ 1% for T < 10°. For longer times
T2 10°, in Fig. 5(c), 8¢t (7) then increases signaling the onset
of a nonalgebraic correction to the aforementioned algebraic
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scaling form. We remark that this behavior of §.¢ does not
qualitatively depend on the value of ng, as long as ny # 1.
The value §err(t) >~ 0.25 to which the effective exponent
converges, indeed, depends only weakly on the value of ny,
as shown in Figs. 5(b)-5(c). At the same time, the onset
of the nonalgebraic correction to the power-law asymptotic
is also slightly shifted later in time as ng is increased (for
T > 2 x 10° for ny = 0.8). The approximate algebraic decay
(Mae (t) ~ 179 at intermediate times T < 105 and the
subsequent nonalgebraic correction thereof are therefore ro-
bust features of the quantum reaction-limited 3A — @ decay
for any value of the initial filling ny of the FS initial state. We
similarly expect to observe a behavior qualitatively analogous
to that of Fig. 5 for other coherent initial states as long as
the associated C,(0) is not flat in g. On the contrary, for
ng = 1, one has C,;(0) =1 flat for all values of g, the initial
state |e @ @ - - - @) has no real-space coherences and the law
of mass action prediction (77)yg () ~ T71/2 is retrieved. We
used L = 150000, as for Fig. 3 of the main text, to produce
the numerical data in Fig. 5.

[ﬁq’L;!a] == L2
ko k3. ka

+ g(kz, q, k4)6‘k36‘k26‘q@k4 + g(kz, k3, q)CA‘kACA‘]QCA‘kSCA‘q]] .

From Eq. (B3) into (15) one has

APPENDIX B: FOUR-BODY ANNIHILATION DYNAMICS

In this Appendix, we report the main steps of the derivation
of Eq. (27) for quadruplet annihilation 44 — (. We also give
the expression of the function fy(k, k', k", ¢). We write the
jump operator L‘}"‘ in Eq. (8) in Fourier space (A1) as

4o
L" = T cjcjricjtaciys
=y
- 2

ki,ka k3. ka

) gy, Ky, ka)ek, o s
(B1)
with
8(ka, k3, kq) = expli(ky + 2k3 + 3k4)]. (B2)

The commutator in Eq. (15) can be written by exploiting the
chain rule for commutators and (A4) as

l4a i(ky-+hs+ha-+q) ] A A A A A A A A
— Z ethththita) [g(ka, k3, ks)eqC,r,Ch, + 8(q, k3, ka)Cr, Cqli, Cry

(B3)

Z(L;la) [ L4a o F4a Z Z Z lj(q+k7+k‘§+k4 k—p—m—n) *(p m, I/Z)C” i e ]‘I

J j k.p.m.nky ks kg

x [8(ka, k3, ka)Cqlr,CriCry + 8(q, k3, ka)CiyCqCiiCry + 8(ka, G, ka)CtyCryClry + 8(Ka, k3, )0k, ChyChyCq ]

(B4)
The previous equation can be split into four terms:
éz Z Z glltathahatkikmp=m=n) g%, nye(ky, ks, ky)éleh 5;@}(545]{2%0/{4
J o kopaman ka.ks.ky
= L_ls o> Fmagtha ks ki —k—p—mglhky, ks, k)i ki pmChlrCieCinlinle,  (BS)
k.pom k. s ey
%Z Z Z elilathtkatks—k—p=m=m) g (1, 1 pya(q. k%k4)5nAm@pézékchCk3ck4
J o kpamnkaks ke
ia Z Z gp,m,g+ky+ks+kys—k—p—m)gq, ks, k4)cA‘Z,_HQJrk}Jrk4 ke mcjn ;c}:ckchcksck“ (B6)
k. pom kg s
%Z Z Z eliarthathsthkizk=p=m=m g* (1, m n)g(ks, q, ks)&é 6“,16;26‘10ck}cqck4
J kopamin ky.ks ks
= l% k% k2§k4 g§p,m gtk +ks+ks—k—p—m)gks,q, k4)@;;+k2+k3+k4 - aN: ;;Czckzckgcqck4, (B7)
%Z Z Z eHlathathsthi—k=p=m=m)ox (1, 1 pYo(ks, ki, q AnALA;@kékzckzck‘th
Jkopamnkaks,ke
Z Y g pmgthths ki —k—p—mglhs. ke D2 iikiipmOnlrlithli ity (BY)

kpmk2k3 k4
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FIG. 6. Quantum four-body annihilation dynamics for different initial fillings of the FS initial state.(a) Log-log plot, from the numerical
solution of Eq. (27) for 44 — @, of the rescaled density (1) ggg (t) = (n)gge (T)/no as a function of the rescaled time T = I'3,¢. Four different
values ng = 0.4, 0.6, 0.8, and 1 (from top to bottom) of the initial filling of the FS state (16) are reported. The blue curve for ny = 0.6 is
identical to that discussed in the main text in Fig. 4(a). Similarly to the case of Fig. 5 for 34 — (J, the density decay differs from the mean-field
prediction obtained with the associated initial density n, since the initial state displays quantum coherences in real space. In the case ny = 1
only, the FS has no real-space coherences and the density decays, red-dashed line in the figure, is exactly reproduced by the law of mass action
equation (10) with () ggg () = Iwr (r) ~ T3, (b) Plot of the effective exponent S.(7) (19) as a function of 7 (log scale on the horizontal
axis only) for the FS initial state and initial fillings ny = 0.4, 0.6 and 0.8. The blue curve for ny = 0.6 is equal to that of Fig. 4(b) of the main
text. After an initial transient, which is longer for ny = 0.4 (v < 10%), the effective exponent monotonically decreases in time in all the three
cases. (c) Plot of the effective exponent for the very same values of the initial filling 7 as in (b) but for longer times T > 10°. The effective
exponent is monotonically decreasing towards a value Sg(7) 2~ 0.1.

The four summations in Egs. (B5)—(B8) can be grouped into a single sum exploiting the fermionic anticommutation relations,
so that Eq. (B4) reads as

Tra 1 ~ At atata A A A
Z (L;hx) f [nq, L;?Dt] == Z Z gpom gtk +ks+kys—k—p—m)flks, ks, ks, q)c;+k2+k3+k4_k_p_mc;c;ckck2ck3ck4c’q,

J k,p,m ky k3 ,ky
(B9)

with the function f(k», k3, k4, ¢) given by
Sflka, k3, ka, q) = g(ka, k3, ka) — 8(q. k3, ka) + g(k3, q, ka) — g(k3, ka, q).

From the previous equation the calculation proceeds similarly as in Appendix A for 3A — (. In particular, one resorts to the

TGGE approximation in order to decompose the eight-point fermionic correlation function in Eq. (B9) in terms of the two-point
function Ci () via Wick’s theorem. A lengthy calculation leads after some algebraic manipulations to Eq. (27),

dCy(t)

dr

(B10)

C,
- "L(f LSk KK )G (1)C (1), (B11)

kK K
with fy(k, k', k", ¢) written as
falk, k' k", g) =4 — 6cos(k — k') — 6cos(k — q) — 4 cos(Rk — 2k’) — 4 cos(2k — 2q) — 2 cos(3k — 3k’) — 2 cos(3k — 3q)

+2cos(2k — k' — k") + 2 cos(k — 2k' + k") + 8 cos(2k’ — k — q) + 4 cos(k + k' — 2q)
+ 4cos(Bk — 2k' — k") + 4 cos(Bk — 2k' — q) + 4cos(Bk — k' — 2q) + 4cos(Rk + k' — 3q)
—6¢cos(Bk — k' — k" —q)—2cos(k + k' + k" —3q) +4costk + k' — k" — q) +2cos(3k — 3k’ + k" — q)
+2cosBk + k' — k" —3q) —4cosRk + k' — 2k" — q) — 4cosk + k' — k" — 2q)
—2cos(Bk — 2k' — 2k" 4+ q) — 4cos(3k — 2k’ + k" —2q) — 2cos(2k — k' +2k" — 3q)

+ 4cos(2k — 2k' + 2k" — 2q). (B12)

(

Notice that in passing from Eqgs. (B9) and (B10) to Egs. (B11)
and (B12) we renamed the dummy summation variables m, p
with £, k” in order to match the notation used in the main text
in Eq. (27). We also introduced the rescaled time v = ['4,1.
Equations (B11) and (B12) have been numerically solved in

at long times, 7 ~ 10'! as in the inset in Fig. 4(b), requires
a large value of L. We used L = 180000 and we checked
that the obtained numbers for §.s(7) are stable on further
increasing L to L = 240 000.

In the case of Egs. (B11) and (B12) considerations similar

order to the get the results in Fig. 4. At the technical level, we
remark that the calculation of the effective exponent 8¢ (7)

to those done in Appendix A for Eq. (A8) apply. In particular,
the factor 4 on the first line of the right-hand side of (B12)
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represents the law of mass action term (28). All the other
remaining terms couple the quasimomentum g to all the other
quasimomenta through the nontrivial form of the function fj
determined by the fermionic statistics. These terms contribute
to the dynamics when the initial occupation function C,(0) is
not flat in ¢ and the initial state therefore displays quantum co-
herences. This determines the universal behavior of Fig. 4. We
remark that this collective non-mean-field behavior is valid
already in one dimension, above the upper-critical dimension
of 4A — {J, as it is originates from quantum effects, due to
quantum coherences in the initial state, that are present in any
spatial dimension.

In Fig. 6, we report the quantum reaction-limited 44 — ¢
dynamics from the FS initial state for various values of the ini-
tial filling ng. In Fig. 6(a), one can see that universal behavior
beyond mean field is present for ny # 1. For ny = 1, instead,
C,(0) is flat in ¢ and (71)ggE (7) = (n)gae (T)/n0 = (M)mp ~
=13, In Fig. 6(b), we show the effective exponent S (T)
for the same values of ny used in Fig. 6(a). For ny = 0.4,
an initial increase of e (7) for v < 103 is observed due to

the early time nonuniversal and nonalgebraic decay of the
density [cf. the topmost curve in Fig. 6(a)]. Such behavior is
present also for ny = 0.6 and 0.8 but it takes place for earlier
times that T ~ 10? and it is therefore not visible in Fig. 6(b).
Apart from this early time nonuniversal regime, Se(7) is
monotonically decreasing also for long times, reported in
Fig. 6(c). This is in contrast with the case 3A — @ in Fig. 3
of the main text and in Fig. 5. At long times, the effective
exponent slowly converges to the value Se(7) >~ 0.1. Also
in this case this asymptotic decay (7)ggg () ~ T~%! holds
for any ny # 1, i.e., whenever the FS initial state possesses
quantum coherences in real space, i.e., C;(0) not flat in g.
Here, ng solely determines the faster (np = 0.6 and 0.8) or
slower (ny = 0.4) approach to power-law asymptotic with
Setf(7) = 0.1, as shown in Fig. 6(c). We also expect this
behavior to apply generically to other coherent initial states,
different from the FS, identified by a nonflat momentum oc-
cupation function C,(0). The numerical data in Fig. 6 have
been produced using L = 180000 (as for Fig. 4 of the main
text).
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