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Two-dimensional simulations of Rayleigh-Taylor instability in elastic-plastic media
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Two-dimensional numerical simulations for the Rayleigh-Taylor instability in an elastic-plastic medium are
presented. Recent predictions of the theory regarding the asymmetric growth of peaks and valleys during the
linear phase of the instability evolution are confirmed. Extension to the nonlinear regime reveals singular
features, such as the long delay in achieving the nonlinear saturation and an intermediate phase with growth

rate larger than the classical one.
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I. INTRODUCTION

Solid media with elastic-plastic (EP) mechanical properties
are susceptible to undergo hydrodynamic instabilities when
they are submitted to a strong pressure [1,2]. Namely, it may
drive a shock wave, causing the onset of the Richtmyer-
Meshkov instability (RMI) [3-12], or accelerate the solid,
giving place to the Rayleigh-Taylor instability (RTT) [13-18].
Such conditions are found in many physical situations, either
in Nature [19-22] or in the laboratory. In particular, RMI and
RTT are of great relevance to the research on high-energy-
density physics [23-32], including inertial confinement fusion
applications [12,33,34].

These instabilities present several unique features not ob-
served in simple fluids, which originate in the nonlinear
character of the constitutive properties of the EP media. In
the case of RTI, the stability boundaries are found to be
determined not only by the wavelength of the perturbation, but
also by its initial amplitude. In addition, there are two kinds
of stable regimes corresponding, respectively, to the elastic
and the plastic phases of the instability and, contrary to early
conjectures, plastic flow is a necessary but not a sufficient
condition for instability.

Very recently, we have reported another characteristic trait:
it is also linked to the nonlinearity of the constitutive proper-
ties. In fact, based on a theoretical analysis, we have found
that during the linear phase of growth of the instability, when
the perturbation amplitude £ is still much smaller than the
perturbation wavelength A (k§ < 1, k = 2m/)), the peaks
and valleys of the perturbation grow asymmetrically as a
consequence of the fact that the transition from the elastic
to the plastic regime occurs at different times on different
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parts of the interface, so that they are submitted to different
deformations [18].

In this work, we present a series of two-dimensional (2D)
numerical simulations performed with the finite elements
code ABAQUS [35]. The study allows, on one side, for con-
firming the above-mentioned asymmetric growth of peaks and
valleys during the linear phase of evolution of the instability.
On the other side, by extending the simulations to the non-
linear phase as much as possible before the mesh becomes
excessively distorted (k& ~ 1 to 2.5), a. different feature is
put in evidence. Namely, the perturbation amplitude seems to
follow an exponential growth with the classical rate y = \/kg
(g is the acceleration of the medium), such as predicted by
the linear theory for the asymptotic growth, even though the
perturbation evolution is already well inside the nonlinear
regime (k&€ > 1). In addition, nonlinear saturation, if it occurs,
does so for very large perturbation amplitudes (k§ > 1.5 to 2).

A similar, rather surprising behavior has been reported in
the case of RMI in EP media, where it has also been observed
that the predictions of the linear theory show to be valid
when k& ~ 2 to 3 [5-12]. However, no explanation has been
ventured so far.

II. NUMERICAL SIMULATIONS

For the present study, we have performed a series of 2D
numerical simulations by using the explicit version of the
finite element code ABAQUS [35].

We have considered a plate of thickness h =2A =
1.88 cm, so that k> 1 and the plate behaves like a thick
medium which reasonably represents the semi-infinite case
[3,13]. The plate has been meshed with 80 x 160 2D con-
tinuum four-mode bilinear elements, with reduced integration
and hour-glassing control. Such a mesh is chosen in order
to have a small enough zone size (A/160) so that they do
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not introduce any appreciable numerical noise. Results with
a different mesh (160 x 320) show some differences for a
specific situation, which consists in a constant time shift in
the perturbation evolution after a short transition period (see
the Appendix). However, it does not produce any qualitative
change in the results, so that final conclusions are not affected.
In addition, it satisfactorily accounts for the stability regions
predicted by theory that separate the stable and unstable
regions [13].

The code solves the usual equations for conservation of
mass, momentum, and energy for a continuous media,
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where i, k denote the space coordinates x, y, z in the index no-
tation for Cartesian tensors. For the vertical coordinate i = y,
we have g; = g, while g; = 0 for i # y. In addition, v;, o, and
p are the velocity, density, and pressure, respectively; oy is the
deviatoric part of the stress tensor, X = —pdi + oy, of the
medium (8;; is the Kronecker delta), € is the specific internal
energy, ¢; is the thermal flux, and Q is the heat rate per unit
volume. In addition, the material derivative of any magnitude
M in the previous equations is

aM oM n oM
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dt ar " ox;
These equations are complemented with the equation of
state (EOS) and the constitutive equations for the medium.
For the EOS, the Mie-Griineisen equation has been adopted
with a Griineisen coefficient I' = poI"y/p (' is a material
parameter). For expressing the Hugoniot of the solid, we have
taken the usual linear relationship between the shock velocity
vy and the particle velocity v,
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where 1 denotes the Hugoniot reference state. The constants
¢; and s are characteristic parameters of the material. For
the present case in which the solid medium is aluminum, we
have py = 2.7 g/cm3, I'p =2.16, and s = 1.337. In order to
assure incompressible perturbations (6p/p < 1), we require
that ¢, ~ ¢; > +/g/k and, for this, we have taken ¢}, ~ 10cq
(co = 5380 m/s is the sound speed).

On the other hand, the solid is assumed to be an
elastic-perfectly-plastic medium characterized by constant pa-
rameters for the constitutive properties, namely, the shear
modulus G and the yield strength Y. Then, for the constitutive
equations, we have adopted the Prandtl-Reuss model with the
von Mises stress criterion:
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is the deviatoric part of the strain rate tensor.

The parameters G and Y have been taken as independent
and were varied in order to consider the two possible unstable
situations for the RTI, such as determined by the stability
boundaries [13,14], which are approximately given by the
following expression:

g~ 1 — /0, (12)
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where & is the initial perturbation amplitude, £* and A* are,
respectively, the dimensionless amplitude and wavelength of
the perturbation, and &j is the threshold value of £* above
which the interface is unstable. Then, the two unstable situ-
ations correspond to A* < 1 and §* > &7, and to Ax > 1. In
addition, in order to deal with pure RTT and to avoid the effects
of shock waves that would lead to a perturbation growth due to
Ritchmyer-Meshkov instability, we have first accelerated the
plate by using a uniform driving pressure that ramps linearly
from zero at the time t = —#; up to the time ¢ = 0 when
the pressure achieves the maximum value pgy [13]. Then, for
t > 0, the pressure at the plate surface is kept constant and
equal to py + dp, where §p = —po(&y/h) sin kx is the initial
perturbation that seeds the instability once the plate has been
uniformly accelerated (x is the horizontal coordinate). By tak-
ing #; = 15 us, we get a very uniform and constant acceleration
of the plate.

Clearly, this procedure of using a perturbed driving pres-
sure on a planar surface is not exactly the same as using a
uniform pressure on a corrugated surface, since the behavior
of peaks and valleys becomes inverted. However, by taking
into account such an inversion, we can make both situations
equivalent in order to describe the instability evolution.

A. Linear regime

First, we consider the linear regime in order to check the
predictions of the theory presented in Ref. [18]. For this, we
take a driving pressure py = 1.4 GPa, so that the plate accel-
eration turns out to be g = 2.758 x 10° cm/s?, and an initial
perturbation £ = 2 x 1073 cm that yields k&, = 0.0134.

In addition, we start by assuming the following values for
the constitutive parameters: G = 140 MPa and Y = 2 MPa,
which correspond to £* = 0.43 and A* = 0.4 that are in the
unstable region for the case A* < 1, but rather close to the
boundary [£* > & (A")].

The results of the numerical simulations are presented in
Fig. 1. Figure 1(a) shows the interface shape at different
times T = t/to (to = 1/+/kg). The mean interface position is
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FIG. 1. Linear regime, A* < 1. (a) Interface shape at different
times T = t/ty and (b) time evolution of peaks and valleys.

determined by invoking the conservation of the total mass,
which requires equal areas for the peaks and valleys. As it
can be seen, the interface separates from the initial sinusoidal
shape as time evolves, and the growth of the peaks and valleys
becomes asymmetric when the interface evolution is still in
the linear phase (k& < 0.1), in general agreement with the
theory prediction [18].

This fact can be better noticed in Fig. 1(b), where the
dimensionless amplitude of peaks and valleys is represented
as a function of the dimensionless time 7. The difference
between the peak and valley amplitudes is somewhat less
than the one predicted by the approximate theory, but it is
still evident. As was explained in Ref. [18], this behavior is a
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FIG. 2. Linear regime, A* > 1. (a) Interface shape at different
times T = t/t; and (b) time evolution of peaks and valleys.

consequence of the differences in the time transition from the
elastic to the plastic regime for different parts of the interface,
thus submitting them to different deformations.

A similar situation is seen in the other unstable case
(A* > 1), such as shown in Fig. 2 for G = 50 MPaand Y =4
MPa, corresponding to £* = 0.215 and A* = 1.12.

B. Nonlinear regime

We have extended the numerical simulations to the non-
linear regime following the evolution of the interface as long
as possible until the mesh becomes too distorted to con-
tinue with the calculation. The evolution shows a reasonably
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FIG. 3. Nonlinear regime, 1* < 1. (a),(b) Interface shape at dif-
ferent times 7' = ¢ /f, and (c) time evolution of peaks and valleys.

continuous behavior until k& ~ 2 in the case with A* < 1, and
until k& ~ 10 in the case with A* > 1.

As in the linear case, we start with the study of the case
with A* < 1 (§* = 0.43, A* = 0.4) for which we have repre-
sented the interface shape for different dimensionless times T’
in Figs. 3(a) and 3(b), where we have separated the evolution,

in a more or less arbitrary manner, in two phases. One earlier
phase, shown in Fig. 3(a), which immediately follows the lin-
ear phase, is called the “weakly nonlinear” (WNL) phase here,
in which the interface is already considerably deformed with
respect to the initial sinusoidal shape but is still quite smooth.
This phase is followed by a late one, shown in Fig. 3(b),
where the interface becomes strongly deformed, which we
call the “nonlinear” (NL) phase. Figure 3(c) shows the com-
plete time evolution of the peak and valley vertexes through
the three phases.

The first thing that we can notice in Fig. 3(c) is that the non-
linear evolution regime of the peaks and valleys does not show
the typical nonlinear saturation that is well known to occur in
the case of simple fluids. Some glimmer of saturation could be
appreciated for the longest times, especially for the valleys’
evolution. Regardless, the late growth seems to be quite well
described by the exponential growth e’ (y = /kg) predicted
by the linear theory for the asymptotic (linear) growth [13,14].
This exponential growth has been represented in Fig. 3(c) by
the dotted lines. That is, apparently, the predictions of the
linear theory are still valid in a clearly nonlinear regime. This
is a rather shocking result with no precedents in RTI in simple
fluids. However, it may be worthwhile to notice here that a
similar result has already been obtained in several numerical
simulations of RMI in EP media in which, as in the present
case, the nonlinear results were well described by the results
of the linear theory [5-12].

In addition, the interface shape does not show the typical
spikes and bubbles resulting in the case of simple fluids.
Instead, Fig. 3(b) shows a rather complex pattern which, how-
ever, closely resembles the early results reported by Bakhrakh
etal. [36] for the RTI in EP layers of finite thickness for which,
unfortunately, no discussion was provided.

Certainly, it is very difficult to give any detailed explana-
tion for such complex shapes and for the evident long delay of
the nonlinear saturation of the perturbation amplitude. How-
ever, the linear theory of Ref. [18] may help to shed some light
on these results. In fact, during the linear phase, the interface is
subjected to essentially vertical forces which, however, have
a differential effect on each part because, in some of them,
the medium behaves like elastic, while in others it behaves like
plastic, since the transition from elastic to plastic does not oc-
cur at the same time on the entire interface. As a consequence,
peak and valley vertexes do not growth at the same rate, and
an asymmetric growth takes place in the linear regime. In
addition, different parts of the interface have different growth
rates depending on whether they are in the elastic or in the
plastic regime.

When the instability enters in the nonlinear regime, the
normal force on the deformed interface now includes a hor-
izontal component that also will act on the interface in a
differential manner on different parts, further modifying the
pattern of deformation on the interface. Actually, it would
be very complicated to follow the action of these forces, but
certainly, it must give place to the complex shapes observed
in the present work, as well as in Ref. [36].

Another singular feature can be noticed in Fig. 3(c) in the
WNL phase of the evolution. In fact, in such a phase, the
peaks and valleys grow somewhat faster than e’’ (y = /kg).
This feature may also shed some light on the absence, or very
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delayed, nonlinear saturation. In fact, from Fig. 3(a), we can
extract the growth rates at different parts of the interface and
the results are nonuniform, being a maximum at the vertex
of the peaks and the valleys. In other words, each part of the
interface is submitted to different local accelerations, being
less at both sides of the peak (valley) vertex. Based on the
numerical simulations results, we conjecture that in order to
conserve the total area (mass) of the peak (valley), the vertex
must have a larger than average local acceleration.

Indeed, it has not been possible for us to infer more precise
information from the simulations that could help us to un-
derstand the resulting complex shape of the interface. It may
be related to a corresponding complex pattern of regions in
the elastic and the plastic regimes, together with the nonlocal
character of the plastic flow effect on the RTI. In fact, in the
linear regime, plastic flow will not affect the instability growth
until a region of thickness of the order of k! has transitioned
to the plastic regime. However, in the nonlinear regime, the
vertical size of such a region becomes an unknown function
I =I(k, &), although the total region in the plastic regime
may have an even larger size. In addition, lateral forces can
also affect the local pattern, making it difficult to correlate the
regions in the plastic regime with the global behavior of the
instability. The situation is simpler, but not very different, in
the classical (single-mode) nonlinear RTT in ideal media, for
which theory shows two different characteristic lengths for the
spikes and bubbles, respectively [37].

The larger local acceleration of the peak (valley) vertex
would delay the nonlinear saturation of the amplitude evolu-
tion. In fact, at later times, in the NL phase, the vertex motion
would affect more mass ahead of them and, finally, saturation
of the amplitude growth would occur.

For the case A* > 1 shown in Fig. 4, the interface is not
so strongly deformed as in the previous case, and the re-
gions close to the peak (valley) vertex seem to contain a
considerable part of their total mass. As a consequence, their
local accelerations are somewhat smaller and the growth rate
never exceeds /kg. However, the asymptotic growth seems
to still follow the predictions of the classical theory for very
large perturbation amplitudes, which are clearly in the non-
linear regime (k& ~ 1.5). Nevertheless, nonlinear saturation,
although very delayed, is reached earlier in this case, probably
associated to the smoother deformation pattern of the inter-
face, in comparison with the previous case.

III. CONCLUDING REMARKS

We have performed a series of 2D numerical simulations
in order to study the two unstable regimes of the RTI in EP
media.

The study allows for confirming the asymmetric growth of
peaks and valleys recently predicted by a theoretical analysis
showing that such a behavior is the consequence of the differ-
ential transition from the elastic to the plastic regime taking
place at different parts of the interface.

In the nonlinear regime, we have found that the predictions
of the linear theory for the asymptotic growth seem to still be
reasonably valid for very large perturbation amplitudes k& >
1, for which linear theory cannot be applicable. However,
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FIG. 4. Nonlinear regime, A* > 1. (a),(b) Interface shape at dif-
ferent times 7' = ¢ /fy and (c) time evolution of peaks and valleys.

precedents of this result are found in several works involving
numerical simulations of the RMI in EP solids [5-12].

We have conjectured on the basis of our simulations that in
the nonlinear regime, the addition of the horizontal component
of the surface forces in an EP medium leads to a stronger
deceleration of the lateral parts of peaks (valleys) and, then,
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to a larger-than-average acceleration of the parts close to the
peak (valley) vertex. Indications of this effect can be extracted
from Fig. 3(b), showing that the growth rate is not uniform
on the interface, so that the vertex of the peaks (valleys) has
a higher growth rate than the lateral parts. It can be seen in
Fig. 3(c) that in the WNL regime, the growth rate becomes
larger than y = /kg. Then, as a consequence of the larger
local acceleration of the interface, the nonlinear saturation,
typical of simple fluids, is considerably delayed up to very
large peak (valley) vertex amplitudes.

It is certainly quite shocking that the complex action of the
surface forces may lead to the local acceleration of the peak
(valley) vertexes. However, it may also explain an analogous
phenomenon that has already been observed in the case of the
RMI and for which no discussion has been offered yet.

Finally, we would like to note that in situations in which
RTT is preceded by a RMI phase driven by a shock wave,
RMI will impose initial conditions to the later RTI phase that
could somewhat modify the present picture. This RMI phase,
however, has been found to be unaffected by the mechanical
properties of the medium [38,39], so that the effects of the
mechanical properties will not be active until the incident
shock has separated from the interface at a distance of the
order of k=1,
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APPENDIX: MESH SENSITIVITY ASSESSMENT

Here we show the effect of the mesh choice on the time
evolution of the perturbation for the two unstable cases con-
sidered above.

For simplicity, we have represented, in Fig. 5, the half
of the peak-to-through variation in the flatness of the inter-
face (&, — &,)/2, normalized to the initial amplitude &. Such
evolution is shown for two meshes (80 x 160 and 160 x
320) and two initial perturbation amplitudes (&, = 20 and
& = 60 um), for the two unstable cases previously presented
(A* <1 and A* > 1), but keeping constant the parameters
A* and &*. For this, the values of Y are correspondingly
modified.

The effect of the mesh is more pronounced for the case
with A* = 0.4 and &* = 0.43 [Fig. 5(a)] and for the smaller
initial amplitude §y = 20 wm, which shows that after a short
transition time ending at around 7' = 3, the perturbation evo-
lutions are the same for both meshes, but presenting a constant
time shift between them. This difference could be related to
the proximity of such a point to the boundary of stability
[Eq. (12)] and it is not observed in other cases with larger
values of £*. Nevertheless, it never affects the character of
such evolution or the late growth rate which, as reported
above, agrees with the classical growth rate /kg predicted by
theory as the asymptotic linear growth rate, although values
of k& ~ 1 or larger have already been achieved.
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FIG. 5. Peak-to-through time evolution of the perturbations for

two different meshes, i.e., 80 x 160 and 160 x 320, and two initial
amplitudes, i.e., & = 20 and & = 60 um. (a) A < 1 and (b) A > 1.

On the other hand, the perturbation evolution in dimension-
less units for the amplitude & = 60 um turns out to be the
same at early times as for £y = 20 um, such as it is expected
in the linear regime for given values of the parameters A* and
&* [13]. However, it is observed that this similarity extends
beyond the expected region that would be normally con-
sidered as linear (until 7 ~ 6), consistent with the previous
observation that the predictions of the linear theory seem to
extend to relatively large perturbation amplitudes. At T ~ 6,
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the curve corresponding to & = 60 um shows signs that it
starts to saturate and, as expected, it happens earlier than in
the case of &y = 20 ym and when k€ ~ 1.

A similar behavior is observed for the other unstable case
with A* = 1.12, but no difference is observed between the two
meshes. Again, the dimensionless perturbation evolution at
early times turns out to be independent of the initial pertur-
bation amplitude &, in agreement with the predictions of the
linear theory. And, as in the A* < 1 case, those predictions
appears to still be valid for relatively large amplitudes.

This concordance of the results at early times for different
initial amplitudes is another indication of the goodness of the
numerical calculations.

Although some dependence on the mesh is observed
in specific cases, the ABAQUS code correctly describes
the essential physics of the instability evolution, such
as has been previously confirmed [40] by comparisons
with the numerical simulations results of Ref. [41], which
also include comparisons with the experimental results of
Refs. [23,42].

In addition, numerical simulations with ABAQUS reported
in Ref. [3] were validated by theory, as well as by simu-
lations with a different code by other authors [43,44]. All
this, together with the consistency with the results reported
in Ref. [36] and with the theoretical evidence, reinforces our
confidence in the ABAQUS code results.
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