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The instanton approximation is a widely used approach to construct the semiclassical theory of tunneling.
The instanton path bridges the regions that are not connected by classical dynamics, but the connection can be
achieved only if the two regions have the same energy. This is a major obstacle when applying the instanton
method to nonintegrable systems. Here we show that the ergodicity of complex orbits in the Julia set ensures the
connection between arbitrary regions and thus provides an alternative to the instanton path in the nonintegrable
system. This fact is verified using the ultra-near integrable system in which none of the visible structures
inherent in nonintegrability exist in the classical phase space, yet nonmonotonic tunneling tails emerge in the
corresponding wave functions. The simplicity of the complex phase space allows us to explore the origin of the
nontrivial tunneling tails in terms of semiclassical analysis in the time domain. In particular, it is shown that not
only the imaginary part but also the real part of the classical action plays a role in creating the characteristic step
structure of the tunneling tail that appears as a result of the quantum resonance.
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I. INTRODUCTION

The mechanism of quantum tunneling in nonintegrable
systems is not fully understood despite the fact that nearly
40 years have passed since the concept dynamical tunneling
was introduced [1–3]. Although several scenarios have been
proposed [4–12], including the theory based on fully complex
semiclassical analysis, we are still far from a complete un-
derstanding of the essential difference between the nature of
tunneling in completely integrable and nonintegrable systems.

Dynamical tunneling is a quantum process in terms of
which the wave packet penetrates regular regions covered by
Kolmogorov-Arnold-Moser (KAM) tori (or curves) in phase
space. It is a transport consisting of penetration through the
regular region and propagation in the chaotic sea. The whole
process is a complicated mixture of classically forbidden and
allowed processes. The term “tunneling coupling between reg-
ular and chaotic states” is often used, but it would be actually
difficult to give a precise definition for it. One may introduce
tunneling couplings phenomenologically in a certain matrix
representation of Hamiltonians [4,5], but it is by no means
obvious which basis functions to choose and how to explicitly
evaluate the strength of tunneling couplings from the first
principle.

It is well known that the eigenstates with an identical
energy but different parities are quasidegenerate and give rise
to exponentially small energy splittings [13–15]. Although the
tunneling splitting is created as a result of the quantum effect,
it is possible to evaluate the splitting width in terms of the
classical orbit if one is allowed to use the complex plane.
The so-called instanton is a complex classical path connecting
the two separated wells, and the associated classical action is
known to provide the splitting width [13–15]. The theory us-
ing complex paths was first developed in field theory [15–17]
and in chemical reactions [18,19]. In this sense the complex
path method is not particularly new, but rather a common

practice. It is important to note that the instanton method can
be applied only to integrable systems, as will be discussed in
more detail below.

On the other hand, in nonintegrable systems we encounter
many difficulties, not only because of the absence of the
instanton path, which makes the alternative complex dynam-
ics completely different, but also because of the lack of
semiclassical formulations in the energy domain. The latter
problem prevents us from using the complex path method
to compute quantities related to the eigenvalues of the sys-
tem. Although tunneling splittings also appear in dynamical
tunneling problems [4–7,11,12], we do not have any fully
explicit semiclassical expressions for the width of tunneling
splittings. In strongly chaotic systems, the Gutzwiller trace
formula connects the eigenvalue sequence of the quantum
systems to the set of the periodic orbits in the corresponding
classical systems [20,21], but in mixed systems where regular
and chaotic regions coexist in a single phase space, such a
formula does not exist even in the semiclassical analysis in
the real domain. The most that can be done is to develop the
analysis in the time domain.

What is more serious, but unavoidable, is that it is not
easy to identify a set of complex paths that control dynamical
tunneling in nonintegrable situations, even if one performs the
semiclassical calculation in the time domain [9,10,22]. Here
we will not go into detail about the Stokes phenomenon, i.e.,
the birth and death of the saddle points or WKB solutions,
which occurs in the asymptotic analysis in general [23–26]. It
is inevitable to deal with the Stokes phenomenon when apply-
ing the complex semiclassical method, but here we mention
only that the aspect of the Stokes phenomenon becomes much
more involved and requires more newly developed ideas to
tackle than one-dimensional situations [27–29].

We focus here on the problem of how to sort out the
most dominant set of complex paths from potential candidates
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whose number grows exponentially with time or, in some
classes of systems, infinitely many even within a finite time.
This has been partially solved based on recent results in the
theory of complex dynamical systems [30–34]. The results
show that the orbits contained in the Julia set control the
dynamical tunneling, and the rest of the orbits have no chance
to contribute [35–37]. This finding would be suggestive for
our central question, i.e., the essential difference of tunnel-
ing between integrable and nonintegrable systems, since it
is known that chaotic behavior is observed only in the Julia
set [30–34], which in turn implies that tunneling transport is
driven by chaotic orbits in the complex plane.

Further analysis has allowed a more detailed identification
of the complex orbits that are most dominant in the Julia
set [38]. This can be achieved by using a theorem, which
asserts that stable (or unstable) manifolds for any unstable
periodic point are dense in the forward (resp. backward) Julia
set [30–33]. The complex orbits that produce the tunneling
transport are guided by stable manifolds associated with un-
stable periodic orbits on the real chaotic sea [35–37,39]. This
mechanism is called the complexified stable manifold mecha-
nism. It was found in [38] that the orbits tending to the sticky
zone around the KAM region provide the most dominant
contribution in the semiclassical sum. This is consistent with
earlier results [8,40], which emphasized the importance of the
so-called beach state.

We should point out that there is a drawback to the
time-domain semiclassical analysis. As mentioned above, dy-
namical tunneling is a process that proceeds in a mixture
of classically forbidden and allowed processes. Time-domain
semiclassical calculations can provide only transition prob-
abilities associated with this entire process. In other words,
one cannot clearly separate the contribution from the pure
tunneling process in the KAM regime from the process in-
volving chaotic transport. The complexified stable manifold
mechanism assumes the periodic orbits in the real chaotic sea,
and thus the second half of the process is inevitably influenced
by the transport in the real plane.

It may be tempting to study the system with sharply divided
phase space [41,42] in order to separate the transport within
the regular region from the propagation in the chaotic sea.
However, the diffraction effect now enters and dominates the
transition process there [43]. Diffraction is also a kind of a
purely wave effect like the tunneling effect, but its nature or h̄
dependence is different.

The main objective of this work is to elucidate the mecha-
nism of tunneling transport within the KAM region using the
complex path approach. To eliminate the influence of chaotic
regions, we will prepare a system sufficiently close to a certain
integrable limit. By doing so, we suppress the complexified
stable manifold mechanism as much as possible. Neverthe-
less, we can observe that dynamical tunneling occurs, and
the complex paths carry the tunneling amplitude as shown in
this work.

To realize the situation where the influence of chaos is
minimal, we consider an ultra-near integrable system, which
was recently introduced in Ref. [44]. We say that the system
is ultra-near integrable if the system is sufficiently close to a
certain integrable limit such that none of the classical invari-
ant structures inherent in nonintegrability are visible in the

classical phase space, compared to the scale of the Planck
cell. In other words, the ultra-near integrable system is a
kind of relative concept and can be defined only through the
reference quantum system. Obviously, by definition, all the
scenarios proposed so far to describe dynamical tunneling
in nonintegrable systems, such as chaos-assisted tunneling
(CAT) [4,5,45] or resonance-assisted tunneling (RAT) [6,7],
could not be applied, since they all assume chaotic regions or
nonlinear resonances in the size of the Planck cell.

As discovered in Ref. [44], tunneling tails of eigenfunc-
tions of ultra-near integrable systems exhibit unexpected
profiles under a certain condition. Arbitrary precision arith-
metic calculations have revealed that the tunneling tails do
not obey any law derived from existing theories developed so
far, despite the fact that visible invariant structures associated
with nonintegrability are absent in the corresponding phase
space. The ultra-near integrable system would therefore pro-
vide us with an opportunity to delve deeper into the problem
of tunneling in nonintegrable systems. In particular, one could
answer the question why dynamical tunneling proceeds even
without instanton paths, or more generally, without using any
type of integrable approximation. We can expect that this
would lead to a solution to our ultimate question, the essen-
tial difference between the nature of tunneling in completely
integrable and nonintegrable systems.

The outline of this paper is as follows: In Sec. II we show
the results of fully quantum mechanical calculations for our
ultra-near integrable system. The calculation using arbitrary-
precision arithmetic shows that the nontrivial step structure
appears in the tunneling tail. This was first found in Ref. [44]
for the eigenstates, but here we show that it also appears in the
time evolution of the wave packet. To make the present paper
self-contained, we will include the results for the eigenstates
and point out the mechanism that produces the step structure.

Section III provides the formulation of the time-domain
semiclassical analysis, which simply follows the standard
recipe.

In Sec. IV we discuss the ergodicity of the dynamics in the
complex plane. Our argument is based on rigorous mathemat-
ical results on the polynomial maps in C2, where mixing and
thus ergodicity hold in the so-called potential-theoretic Julia
set J∗. However, since the set J∗ is not directly accessible
by numerical computation, we need to verify that ergodicity
also holds in the Julia set J , which is an invariant set naturally
introduced in the complex plane. We give numerical evidence
that the dynamics of the Julia set J is ergodic even in the case
where the map contains a transcendental function.

Section V is devoted to showing how to find the complex
orbits with the minimal imaginary action. In nonintegrable
systems, the number of semiclassically contributing complex
saddle solutions grows exponentially with time, although the
underlying real classical phase space is predominantly cov-
ered by KAM curves. The task of finding the most dominant
complex orbit(s) is therefore important but highly nontrivial.
The advantage of using the ultra-near integrable system
is that not only in the real plane, but also in the complex
plane, the orbits are almost governed by rotational motions
associated with KAM curves. We classify the complex orbits
according to the type of rotational domains in the complex
plane. This leads to a recipe for finding the complex orbit(s)
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with the minimal imaginary actions. It is found that the
step height found in the tunneling tail is consistent with
the imaginary action found in this way. We show that the
nontrivial stretched exponential dependence of the step height
on the Planck constant can be reproduced by the semiclassical
calculation.

Section VI discusses the role of the real action in the semi-
classical argument. As shown in Ref. [44], the step structure
arises as a result of quantum resonance, and the position of
the step moves with the change of the Planck constant. This
implies that the interference mechanism works to create the
resonance. From this perspective, we investigate the role of
the real action and show a possible semiclassical mechanism
leading to the quantum resonance observed in pure quantum
calculations.

Section VII gives the conclusion and outlook of the paper.
In particular, we discuss the difference between the nature of
tunneling in completely integrable and nonintegrable systems
in view of the nature of the complex dynamics describing tun-
neling. We also emphasize that the semiclassical mechanism
found here works not only in ultra-near integrable settings,
but also in more generic systems where both regular and
chaotic regions are visible in the corresponding phase space.
This would lead to a reconsideration of existing theories of
quantum tunneling in nonintegrable systems.

II. TUNNELING TAILS FOR ULTRA-NEAR
INTEGRABLE SYSTEMS

A. Classical and quantum map

As a model of nonintegrable systems, we consider the
periodically kicked rotor,

H (p, q, t ) = T (p) + τV (q)
∑

n

δ(t − nτ ). (1)

Here the parameter τ controls the role of the period of per-
turbation, and at the same time it gives the kicking strength.
The functions T (p) and V (q) denote kinetic and potential
functions, respectively. The angular frequency for the periodic
driving is given by � = 2π/τ .

As usual, the classical time evolution is expressed as

f :

(
q
p

)
�→

(
q + τT ′(p)

p − τV ′[q + τT ′(p)]

)
. (2)

The prime stands for the derivative with respect to the ar-
gument. In the limit of τ → 0, the classical map f tends
to a continuous time flow system generated by the one-
dimensional Hamiltonian H(p, q) = T (p) + V (q).

Time evolution of the corresponding quantum system is
described by the unitary operator,

Û = exp

(
− iτ

h̄
V (q̂)

)
exp

(
− iτ

h̄
T ( p̂)

)
, (3)

which will be referred to as the quantum map hereafter.
The eigenvalue equation for the quantum map is given by

Û |�k〉 = uk|�k〉 with uk = exp

(
− iτ

h̄
Ek

)
, (4)

where Ek and |�k〉 are quasi-eigenenergy and the associated
quasi-eigenstate, respectively. The eigenvalues are distributed
on the unit circle, which reflects the time periodicity of the
Hamiltonian (1). Here we assign the quantum number of
quasi-eigenstates in the ascending order of the eigenvalues for
the one-dimensional continuous Hamiltonian H(q, p).

B. Classical phase space for ultra-near integrable systems

Below we consider the case with the kinetic term T (p) =
p2/2 and take the potential function

V (q) = 1

2
q2 − 2ε cos

(
q

λ

)
, (5)

where λ and ε are the parameters specifying the length of
modulation and the perturbation strength to the harmonic
term, respectively. Recall that a similar potential function was
used in Ref. [46], but the error function was present there.

For τ � 1, the system becomes close to the one-
dimensional continuous Hamiltonian H(p, q), thus the phase
space is almost covered by KAM curves, as displayed in
Fig. 1. When the parameter ε is small, the KAM circles are
slightly deformed due to the presence of the modulation term
in the potential V (q). The reason for calling such a situation
ultra-near integrable is that the structures, such as Poincaré-
Birkhoff chains or stochastic layers around the separatrix, are
invisible compared to the size of the Planck cell. In other
words, if the size of the Planck constant is small enough to
resolve the structures of nonintegrability origin, we do not
refer it to ultra-near integrable systems.

C. Tunneling tails of eigenfunctions

A natural expectation for the profile of the eigenfunctions
would be that they exhibit a simple monotonic decay, as
the τ → 0. However, as seen in Fig. 2(a), the ground state
|〈q|�0〉|2 does not yield a monotonically decaying profile, but
the staircase structure appears in the tunneling tail when ε is
set large. Here numerical calculations have been performed
using the Advanpix Multiprecision Computing Toolbox for
MATLAB [47], which allows one to raise the precision ar-
bitrarily as far as the computational time is permitted [44].

For comparison, we plot the eigenfunctions for the one-
dimensional continuous Hamiltonian, which is obtained by
solving the eigenvalue equation,

Ĥ (M )
qBCH

∣∣	(M )
k

〉 = E (M )
k

∣∣	(M )
k

〉
, (6)

where E (M )
n and |	(M )

n 〉 denote eigenvalues and the associated
eigenfunctions for the Hamiltonian,

Ĥ (M )
qBCH =

M∑
j=1

(
τ

ih̄

) j−1

Ĥj . (7)

Here Ĥ (M )
qBCH is obtained by truncating the Baker-Campbell-

Hausdorff (BCH) Hamiltonian defined through the relation

exp

(
− iτ

h̄
V (q̂)

)
exp

(
− iτ

h̄
T ( p̂)

)
= exp

(
− iτ

h̄
ĤBCH

)
, (8)
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(a) (b)

FIG. 1. (a) Phase space profile of the classical map (2). The parameters of the potential function (5) are set to ε = 1.0, τ = 0.05, and
λ = 1.2. The plot (b) is a magnification of the plot (a). The black box put in the upper-right corner represents the Planck cell with h̄ = 1.

where

ĤBCH = Ĥ1 +
(

τ

ih̄

)
Ĥ2 +

(
τ

ih̄

)2

Ĥ3 + · · · . (9)

Explicit expressions for Ĥn (n ∈ N ) can be derived from the
BCH formula.

As demonstrated in Ref. [44], the KAM curves for the clas-
sical map shown in Fig. 1 are perfectly approximated by the
classical analog of the truncated quantum BCH Hamiltonian.
Therefore, Ĥ (M )

qBCH can be a good candidate for the instanton
approximation or direct tunneling [42,48,49]. As verified in
Ref. [44], the profile of |〈q|	(M )

0 〉|2 does not change even
with increasing truncation order M, implying that the original
system is already sufficiently close to the integrable limit

H(q, p). The reason why the step structure appears in Fig. 2(a)
and not in Fig. 2(b) will be discussed in Sec. V F.

We cannot immediately conclude that the observed step
structure originates from the nonintegrability of the system
only because the eigenfunction of the quantum map does not
have a monotonic tunneling tail but creates the step structure.
To show this, we consider the one-dimensional Hamiltonian
in a normal form, which is similar to the normal form studied
in [50,51]:

H (q, p) = H0(q, p) + εH1(q, p) (10)

with

H0(q, p) = 1
2 (q2 + p2) + a(q2 + p2)2, (11a)

H1(q, p) = p4 − 6p2q2 + q4. (11b)

(a) (b)

FIG. 2. The black curve shows the ground-state eigenfunction for the quantum map (4), and the gray one shows that for the truncated
quantum BCH Hamiltonian Ĥ (M )

qBCH with M = 3. The parameters in the potential function (5) are set to (a) λ = 1.2 and (b) λ = 3.0, respectively.
The remaining parameters are set to τ = 0.05, ε = 1.0, and h̄ = 1.
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(a) (b)

FIG. 3. (a) Classical phase space profile for the Hamiltonian (10). (b) The ground-state quantum eigenfunction with different values of
the Planck constant. The corresponding eigenvalue is E0 = 6.24 × 10−3. The black box at the right upper corner in the plot (a) represents the
Planck cell for the case of h̄ = 0.0105. The parameters in Eqs. (10) and (11a) are set to a = −0.55 and ε = 0.1.

In Fig. 3 we give the classical phase space profile and the
ground-state eigenfunction for the corresponding quantum
Hamiltonian. Clearly, the step structure appears in the tunnel-
ing tail, which is exactly where the island-like equi-energy
contours appear in the corresponding classical phase space.
Therefore, the nonmonotonic tunneling tail does not neces-
sarily imply that the system is nonintegrable. It is important
to note that, as shown in Fig. 3(b), the position of the step
does not move in the q direction with the change of the Planck
constant h̄. As pointed out below, this is in sharp contrast to
the ultra-near integrable situation.

Note that the island-like equi-energy contours are not non-
linear resonances because the system is one-dimensional and
thus resonance cannot happen there. The staircase in this case
consists of only one step, but in principle one could con-
struct the one-dimensional Hamiltonian whose eigenfunctions
mimic the staircase with multiple steps. However, this does
not help to explain the observed phenomenon.

D. Planck constant dependence of the step structure

It would not be reasonable to hypothesize that the RAT
mechanism works in the ultra-near integrable situation. First,
as seen in Fig. 1, the nonlinear resonances, if any, are too
small compared to the size of the Planck cell. The RAT
mechanism is supposed to start only after the Planck cell
resolves nonlinear resonances [42]. Before the RAT regime,
the direct tunneling mechanism dominates, and a simple ex-
ponential decay without any specific structures is expected in
the tunneling rate γ [42] (or the tunneling splitting �E ) vs
1/h̄ plot [52]. The existence of the direct tunneling regime
could be intuitively understood by the fact that the Planck
cell smears out the underlying classical structures. As the
effective Planck constant becomes smaller, nonlinear reso-
nances become visible. As a result, the transition from direct
to RAT-driven tunneling is expected to take place. This is the
scenario assumed in the RAT theory.

On the other hand, apart from the standard RAT scenario,
one might think that extremely small nonlinear resonances
could affect extremely small tunneling tails. It must be true
that any invariant structure, no matter how small, will in
principle leave some form of fingerprints on the corresponding
quantum wave function. However, if the size of such nonlinear
resonances is too small compared to the width of the step
observed here, they cannot be the support of the step struc-
ture. Too thin nonlinear resonances cannot cover widespread
plateaus in the q direction.

More decisive evidence to exclude the possible role of non-
linear resonances is the h̄ dependence of the step structure pre-
sented in Fig. 4. If the step structure were linked to some clas-
sical invariant objects, the steps should have kept the same po-
sition even if the Planck constant was changed. Recall that this
is exactly realized in the integrable model examined above.
The RAT assumes that the coupling is mediated by classical
resonances, so that the resulting structure in the tunneling
tail should be attached to the associated nonlinear resonances.
This means that the step should not move with the change of
the Planck constant, just like the situation shown in Fig. 3(b).
It would not be possible to explain the h̄-dependent behavior
within the RAT scenario. On the contrary, none of the scenar-
ios based on certain classical invariant structures can explain
the h̄-dependent staircase structure [4–7,42,45,53–57].

Observation of the wave function amplitude at a certain
fixed position reveals a nontrivial h̄ dependence. As illustrated
in the inset of Fig. 4, the wave function amplitude for the
truncated quantum BCH Hamiltonian Ĥ (M )

qBCH exhibits a sim-
ple exponential decay, as expected. On the other hand, the
amplitude of the eigenfunction for the quantum map shows
an exponential decay in a large h̄ regime, but it switches to a
stretched exponential-type decay. The slope returns to 1 for
smaller h̄. Notice that stretched exponential regions appear
when the observation points hit a plateau region of the wave
function. We recall that similar behavior has also been found
in tunneling splitting vs 1/h̄ plot [52], where nonexponential
regions appear due to the quantum resonance between the
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FIG. 4. Ground-state eigenfunction for the quantum map (4) with
different values of the Planck constant. (Inset) Magnitude of the
ground-state eigenfunction at a fixed position (q = 11) plotted as
a function of 1/h̄. Black and gray curves show the ground-state
eigenfunction for the quantum map (4) and for the truncated quantum
BCH Hamiltonian Ĥ (M )

qBCH with M = 3, respectively. In both panels,
the other parameters are set to τ = 0.05, ε = 1.0, and λ = 1.2.

librational and rotational states, i.e., the coupling across the
separatrix in the phase space.

E. Quantum resonance

As clarified in Ref. [44], both the step structure and its h̄
dependence are explained as manifestations of the quantum
resonance. Here we show that the excited states satisfying the
quantum resonance condition produce the step structure in the
tunneling tail. Figure 5(a) plots the ground state under the the
quantum BCH basis |	(M )

k 〉 in logarithmic scale. We can see
that the ground state of the quantum map is well approximated
by that of the BCH basis, which is manifested by a sharp drop
of the curve near the ground-state energy. After this initial
drop, the curves decay overall exponentially, except for small
peaks indicated by the arrows in the plot.

The eigenvalues corresponding to the peaks can be read off
from Fig. 5(a). That is, the component 〈	(M )

k |�0〉 takes a large
value when the resonance condition

E (M )
k = E (M )

0 + mEex, m ∈ N (12)

is satisfied. Here note that the energy associated with the
periodic kick is given by Eex := 2π h̄/τ . This condition (12)
can also be derived from the perturbation analysis [44]. That
is, taking the BCH Hamiltonian H (M )

cBCH as the unperturbed
Hamiltonian, the time-dependent perturbation calculation tells
us that the resonance condition (12) is given by the condition
that the denominator of the first-order perturbative term is
zero.

We can directly confirm that the coupling with the states
creating small peaks in the plot of |〈	(M )

k |�0〉|2 is responsible
for the staircase found in the plot of |〈q|�0〉|2 (see Fig. 3). To

(a)

(b)

k
k
k

FIG. 5. (a) Ground-state eigenfunctions in the quantum BCH
representation |	(M )

k 〉 with M = 3 for different values of h̄.
(b) Ground-state eigenfunction in the q representation in the case
h̄ = 1 (black). The states, k = 125, k = 251, and k = 375 in the sum
(13), are superposed and shown in different green colors. These states
are responsible for the small peaks indicated by the arrows in plot (a).
The parameters are set to τ = 0.05, ε = 1.0, and λ = 1.2.

this end, we expand the ground state as [52]

〈q|�0〉 =
∑

k

〈
q
∣∣	(M )

k

〉〈
	

(M )
k

∣∣�0
〉
. (13)

Instead of taking the sum over all states k, we include only
the states responsible for generating the peaks observed in
Fig. 5(a). As shown in Fig. 5(b), the resulting state reproduces
the observed staircase in the eigenfunction.

The role of quantum resonance has also been emphasized
in nearly integrable situations [52]. For the standard map
in a nearly integrable regime, the component |〈	(M )

k |�0〉|2
exhibits a series of equally spaced peaks at the energies sat-
isfying the same quantum resonance condition (12). As a
result, the staircase structure appears in the tunneling splitting
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(a) (b) (c) (d)

FIG. 6. (a) The variation of the difference dn between the time evolution of the quantum map and that of the quantum BCH Hamiltonian
with M = 3 [see Eq. (15)]. Snapshots of the time-evolved wave function at (b) n = 63, (c) n = 94, and (d) n = 126 in case of h̄ = 1. The
parameters in the potential function (5) are set to τ = 0.05, ε = 1.0, and λ = 1.2, respectively.

�E vs 1/h̄ plot. In contrast to the spikes associated with
classical nonlinear resonances [52], the staircase in the �E
vs 1/h̄ plot induces the persistent enhancement of tunnel-
ing splittings. Here the persistent enhancement is referred to
as a phenomenon in which the anomalous enhancement of
the splitting compared to the integrable limit is persistently
maintained with the change of 1/h̄. The staircase structure
observed in the splitting plot becomes less clear as the pertur-
bation strength τ increases [52]. This is because the classical
phase space becomes more complicated when the system is
not sufficiently close to the integrable limit. In this respect, the
ultra-near integrable system is a simpler or more ideal model
than the system with a relatively large perturbation. For this
reason, we can expect that the study of ultra-near integrable
systems will advance our understanding of persistent enhance-
ment.

F. Time evolution of wave packet and staircase structure

In the following sections we will seek a semiclassical
understanding of the step structure observed above. However,
as mentioned in Sec. I, there is no semiclassical formula that
provides eigenfunctions of nonintegrable systems, and so the
most we can do is to perform the semiclassical analysis in
the time domain. We thus study the time-dependent problem,
instead of observing the eigenfunctions.

Here we observe the time evolution of the coherent state,

〈q|ψ0〉 =
(

1

π h̄

) 1
4

exp

[
− 1

2h̄
(q − 〈q〉α )2

+ i

h̄
〈p〉α (q − 〈q〉α )

]
. (14)

The center of the wave packet is chosen as (〈q〉α, 〈p〉α ) =
(0, 0). Since the potential (5) is close to the harmonic potential
when ε � 1, this initial packet is close to the ground state of
the quantum map. As a result, we may expect that the initial
wave packet is strongly coupled to the states satisfying the
quantum resonance condition (12).

Figure 6(a) plots the difference between the time evolution
of the quantum map and that of the BCH Hamiltonian with
M = 3 as a function of the time step. The difference is mea-
sured using the norm defined by

dn :=
∫ ∞

−∞
|〈q|Û n|ψ0〉 − 〈q|e− i

h̄ (Ĥ (M )
qBCH )n|ψ0〉|2dq. (15)

As can be clearly seen, the wave function of the quantum map
oscillates periodically in time, and the period can be estimated
in terms of the oscillation period of the states satisfying the
quantum resonance condition. Recall that the time evolution
of the coherent state |ψ0〉 is expressed using the definition
Eex = 2π h̄/τ as

〈q|Û n|ψ0〉 =
∑

k

exp

(
−2π iEk

Eex
n

)
〈q|�k〉〈�k|ψ0〉. (16)

Considering the phase part depending on the time step n,
we find that the period N during which the ground state
|�0〉 returns to the initial phase is given by the condition
(E0/Eex)n = 1, which leads to N = Eex/E0. Since the coher-
ent state (14) is close to the ground state |�0〉, we can expect
that the projection 〈�0|ψ0〉 to be maximum among others. As
can indeed be verified in Fig. 6, the profile of the absolute
value |〈q|Û n|ψ0〉|2 becomes close to that of the ground state
at n = kN/2 (k ∈ N ).

The periodic revival allows us to study the origin of the step
structure based on the time-domain semiclassical approach.
The strategy adopted below is essentially the same as that used
in the time-domain semiclassical analysis for the mixed phase
space situation [9,10]. However, chaos in the real plane plays
a significant role in the mixed phase space case, whereas the
rotational domains in the complex plane control the observed
feature of tunneling, as explained below.

III. TIME-DOMAIN SEMICLASSICAL PROPAGATOR

In the following, we develop the time-domain semiclassi-
cal analysis in the complex domain. We will use the standard
formulation based on the Van Vleck–Gutzwiller propagator
[20,58].

In the previous subsection we took the coherent state as
the initial state of the time evolution and observed the time
evolved wave function in the q representation. We therefore
consider the propagator 〈q|Û n|E〉 where n denotes the time
step. The propagator is expressed in a discrete Feynman path
integral form:

〈q|Û n|E〉 =
∫

· · ·
∫ ∏

j

dq j

∏
j

d p j exp

(
i

h̄
Sn(q, E )

)
.

(17)

As mentioned above, the coherent state |ψ0〉 is close to the
ground state |�0〉 of the quantum map, and the support of
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the state |�0〉 can be well expressed by the action variable
E , since the system is ultra-near integrable. Thus, we denote
the variable representing the initial coherent state |ψ0〉 by the
symbol E . The classical action is written as

Sn(q, E ) =
n∑

j=1

[
(q j − q j−1)p j − τ

2
p2

j − τV (q j−1)
]

+ G(q0, E ), (18)

where G(q, E ) is the generating function leading to the
transformation from the original coordinate (q, p) to the
action-angle variable (E , θ ):

G(q, E ) =
∫ q

p(q, E ) dq. (19)

The function p(q, E ) is obtained by solving the condition
E (q, p) = const, where the constant specifies the position of
the initial classical manifold.

As a simple choice, we take an ellipse as the initial condi-
tion. More specifically, the initial manifold is determined by
fitting a rotated ellipse,

� : c11q2 + 2c12qp + c22 p2 = 1, (20)

to the orbits numerically generated from an initial point on the
manifold with E (M )

0 = −1.24. The lengths of the major and
minor axes of the ellipse are expressed as 1/

√
λ1 and 1/

√
λ2,

respectively, where λ1 and λ2 (λ1 < λ2) are the eigenvalues of
the matrix ci j . The rotating angle of the ellipse is given by α =
tan−1(v12/v11), where (v11, v12) is the eigenvector associated
with λ1. The generating function G(q, E ) is then written with
the angle variable θ , which is conjugate to the action variable
E , as

G(q, E ) = 1

2
√

λ1λ2

(
θ + 1

2
sin 2θ cos 2α

)
− 1

8

(
1

λ1
+ 1

λ2

)
cos 2θ sin 2α. (21)

To perform the semiclassical analysis in the complex do-
main, the initial manifold specified by the action variable
E has to be complexified, which is achieved by extending
the angle variable θ to the complex plane as θ = ξ + iη.
Note that the complexified initial manifold E is locally two-
dimensional.

The resulting expression of the semiclassical propagator
takes the form as

〈q|Û n|E〉 �
∑

γ

Aγ exp

(
i
Sγ

h̄
− i

π

2
μγ

)
, (22)

where the sum γ is taken over all classical paths starting at the
initial manifold E and ending at the final position q. Aγ and Sγ

stand for the amplitude factor and the classical action for the
classical orbit γ , respectively, obtained by inserting the path
of each orbit. μγ represents the associated Maslov index.

IV. ERGODICITY IN THE COMPLEX SPACE

As mentioned in Sec. I, transport between classical forbid-
den regions can be achieved only using the complex orbits.

The instanton allows the tunneling transition between the re-
gions separated by the potential barrier. However, the situation
to which the instanton method can be applied is limited at
most to one- or multi-dimensional integrable systems [59].

Before developing the semiclassical argument, we show
the nature of the complex classical dynamics in our classical
map (2). In particular, we show that the dynamics in the
complex plane exhibit ergodicity even though the phase space
in the real plane separates into disjoint ergodic components.
This is a key to understanding the step structure observed in
the tunneling tail. It is also crucial to distinguish quantum
tunneling in nonintegrable systems from that in integrable
systems.

We will claim the ergodicity of the dynamics in the com-
plex plane, based mainly on rigorous results for polynomial
maps and numerical results for the maps involving transcen-
dental functions, including the form of our potential (5).
Ergodicity in the complex plane has also been studied nu-
merically for the standard and semistandard maps [60,61].
We expect that a similar scenario holds for continuous flow
systems, but it would be a much harder task to claim this fact
even numerically.

A. Julia sets in the complex dynamics

The ergodicity of complex dynamics has been rigorously
proved in the class of polynomial diffeomorphisms [30–34].
There is a theorem by Friedland and Milnor [62] which claims
that two-dimensional polynomial maps are conjugate to ei-
ther (1) elementary maps, (2) affine maps, or (3) generalized
Hénon maps. It was also shown that only the generalized
Hénon map is nontrivial and chaos does not appear in other
maps. Furthermore, the generalized Hénon map can be written
as a composition of the Hénon maps. This means that the
well-known Hénon map F [63], which has a standard form

F :

(
x′

y′

)
=

(
y

y2 − bx + a

)
, (23)

can be considered as the simplest two-dimensional polyno-
mial map. Note that the parameter a controls the dynamics:
for a  1 the complete horseshoe is realized [64], while for
a � 1 KAM curves appear and the phase space becomes a
mixture of regular and chaotic regions. Here we assume that
|b| = 1 since we are interested in the area-preserving case.

The map F can be straightforwardly extended from F :
R2 → R2 to F : C2 → C2, and we can analyze the dynamics
in the complex plane. In contrast to the dynamics in the
real plane, the most important classification of the orbits is
whether they stay in a finite region or go to infinity in time.
We introduce the sets

I± =
{

(x, y) ∈ C2| lim
n→∞ F±n(x, y) → ∞ (n → ∞)

}
, (24)

K± =
{

(x, y) ∈ C2| lim
n→∞ F±n(x, y) is bounded in C2

}
.

(25)

Since the Hénon map F is invertible, the dynamics can be
defined in the backward direction. Thus, we can consider
asymptotic behavior of dynamics in the backward direction
as well.
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Using the set K± of the bounded orbits, we introduce

K = K+ ∩ K−, (26)

J± = ∂K±, (27)

J = J+ ∩ J−. (28)

Here K , J±, and J are respectively called the filled Julia set,
forward (resp. backward) Julia set, and Julia set.

B. Ergodicity and mixing in the potential theoretic Julia set

For the forward (resp. backward) Julia set J±, we have
Theorem (Bedford-Smillie [30])

supp μ± = J±. (29)

Here

μ± ≡ 1

2π
ddcG± (30)

denotes the (1,1)-current induced by the Green function
G±(x, y) defined by

G±(x, y) ≡ lim
n→+∞

1

2n
log+ ‖F±n(x, y)‖, (31)

where log+ t := max{0, log t} and the operator ddc is defined
by

ddc ≡ 2i
2∑

j,k=1

∂2

∂z j∂zk
dz j ∧ dzk (32)

is an analog of the Laplacian in two-dimensional real vari-
ables.

The current is a generalization of distributions or measures.
This is analogous to the fact that distributions are a general-
ization of functions. Equation (30) has the same form as the
Poisson equation in electromagnetism, where μ± are the in-
duced densities and the functions G±(x, y) are the associated
Green functions.

The above theorem is a multidimensional analog of
the relation supp μ(z) = JP established by Brolin for one-
dimensional maps [65]. In the case of one-dimensional maps,
μ(z) is induced by the Green function G(z), which is defined
in a similar way as above. Note that μ(z) for one-dimensional
maps provides an equilibrium measure for which ergodicity or
mixing can be shown to hold. On the other hand, μ± in (30)
are the currents, not the measures, so one cannot ask about
ergodicity or mixing on μ±. A counterpart of the equilibrium
measure μ(z) in two-dimensional maps is obtained by taking
the wedge product as

μ = μ+ ∧ μ−, (33)

which has been shown to follow the definition of the measure
[34]. We denote the support of this measure μ by

J∗ = supp μ. (34)

J∗ is called the potential-theoretic Julia set.
Using the the so-called convergence theorem of currents

[31], we finally find the following properties for the complex
Hénon map F .
Theorem (Bedford-Smillie [30–33])

(1) The measure μ is mixing and hyperbolic.
(2) For any unstable periodic orbit p, W s(p) = J+ and

W u(p) = J− hold.
Here W s(p) and W u(p) are the stable and unstable man-

ifolds associated with the unstable periodic orbit p. The
measure μ is said to be hyperbolic if the Lyapunov exponents
�1 and �2 associated with μ satisfy �1 > 0 > �2.

From the first statement, we can say that the system is
chaotic in the set supporting the invariant measure μ. On the
other hand, the orbits outside the set J∗ cannot be chaotic.
Ergodicity also follows immediately from the first statement.
Note that the theorem does not specify the condition for the
nonlinear parameter a in the Hénon map F , which means
that the theorem holds even when regular and chaotic orbits
coexist in real phase space. All these properties hold only
for uniformly hyperbolic parameter regimes when restricted
to dynamics in the real plane.

The above potential theory of complex dynamics is a pow-
erful tool for studying the ergodic behavior of dynamics in the
complex plane. Note, however, that these statements leading
to mixing and ergodicity are given by the equilibrium measure
μ and the associated potential-theoretic Julia set J∗.

On the other hand, numerical observations are usually
made by iterating the orbits, so that the filled Julia set K =
K+ ∩ K− or the Julia set J = J+ ∩ J− is more directly acces-
sible than the potential-theoretic Julia set J∗. It is known that
J∗ = J holds if the Hénon map is uniformly hyperbolic [32],
but the best known result in the nonhyperbolic situation is that

J∗ ⊂ J. (35)

If the two sets do not coincide, then it is possible that there
are points in the set J such that they do not have ergodicity.
Therefore it is important to see the relation between the sets J
and J∗ in the case where uniform hyperbolicity does not hold.
If they represent the same set, it turns out that the orbits in
the complex plane can reach everywhere in the Julia set. In
Sec. IV F, we will present a numerical result for the Hénon
map suggesting that J∗ = J is a reasonable hypothesis even
in mixed situations. Recall that a necessary condition for the
complex orbits to contribute to the semiclassical propagator is
that they are contained in the forward Julia set J+ [36,37].

The second statement of the above theorem is also helpful
for our understanding of the dynamics in the complex plane.
To explain what the properties W s(p) = J+ or W u(p) = J−
mean, let us consider the situation where regular and chaotic
regions coexist in the real phase space.

Suppose the two distinct unstable periodic points, say, p
and p′, lie in the real plane but are separated by KAM curves.
Obviously, two chaotic regions in the vicinity of p and p′ do
not communicate with each other within the real dynamics.
However, the above theorem guarantees that there exist orbits
initially placed in a neighborhood of p that can access a
neighborhood of p′ through the complex plane.

To see this, we first recall that W s(p) and W s(p′) are dif-
ferent invariant sets if p �= p′, which means that the forward
Julia set J+ contains, possibly a bunch of, points other than
the points in the stable manifolds. Suppose that an initial
condition q is chosen in such a way that q ∈ J+ but q /∈ W s(p).
Since W s(p) = J+, the iterated points F n(q) come close to
and pass by the point p. At the same time, however, since
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q ∈ J+ = W s(p′), the point q also approaches p′. The ini-
tial point q should be complex, otherwise the orbit can only
wander in a region bounded by KAM curves. In this way,
one can see that the regions around unstable periodic points,
although they are separated by KAM curves in the real plane,
are connected via complex space.

C. Interior points of the filled Julia set and Siegel ball

If the sets K± have no interior points, then vol(K ) =
vol(K+ ∩ K−) = 0 immediately follows. Here vol(K±) de-
notes the four-dimensional volume (Lebesgue measure) of K±
in C2. In this case, by definition, K± = J± and K = J holds.
This means that all orbits that remain in a finite region, in-
cluding KAM curves, are contained in J . Therefore, if J∗ = J
holds even for mixed systems, KAM curves turn out to be
contained in the set with hyperbolicity and mixing property.

If the Jacobian determinant of the Hénon map is not unity,
i.e., |b| �= 1, rigorous results are known: (1) vol(K+) = 0 for
|b| > 1 and (2) vol(K+) = 0 or ∞ for |b| < 1 [34]. The in-
verse of the Hénon map is also the Hénon map with Jacobian
determinant 1/|b|, so the above results hold for the four-
dimensional volume of K− with Jacobian determinant 1/|b|.
On the other hand, for |b| = 1, which is our main concern, a
rigorous result tells us only that vol(K±) < ∞.

As explained below, some speculation on the linearization
around an elliptic fixed point suggests that vol(K ) = 0. It is
well known that rotational domains appear when lineariza-
tion around a neutral fixed point is achieved in the case of
one-dimensional maps [66,67]. Neutral fixed points are those
points for which the associated stability is unity, i.e., neither
attracting nor repelling. When a neutral fixed point is lineariz-
able, the so-called Siegel disk appears around the neutral fixed
point [68]. Siegel disks occupy a positive area in C, and so
the filled Julia set K has a positive interior if the Siegel disk
appears.

Linearization around a fixed point is also an issue in higher-
dimensional complex maps. In the standard procedure for
finding a transformation that provides linearization, the so-
called nonresonant condition is required when constructing
the perturbation expansion around the fixed point [66]. How-
ever, for the eigenvalues of the linearized matrix around an
elliptic fixed point in the area-preserving map, there always
appears a pair of eigenvalues eiκ and e−iκ with κ ∈ R, which
obviously violates the nonresonant condition. Therefore, it
is impossible to proceed along with the standard procedure
of linearization, and thus there is no chance to have Siegel
balls, the higher-dimensional version of Siegel disks, around
an elliptic fixed point.

D. Complexified real KAM curves

As for the rotational domain in the area-preserving map,
the set of KAM curves could be a candidate in the area-
preserving map. For a given angular frequency ω̃, the motion
on the KAM curve, denoted by Cω̃, is expressed as a constant
rotation using an appropriate coordinate, say, ϕ, as

σ : ϕ �→ ϕ + 2πω̃ (mod 2π ). (36)

To find such a coordinate ϕ, the conjugation function h
is introduced, and it should satisfy the functional equation,

(a)
(b)

FIG. 7. An example of CRK. (a) Projection onto the
(Re q, Re p, Im q) space. (b) Projection onto the (Re q, Re p)
plane. The parameters are set to τ = 0.01, ε = 1.0, and λ = 1.2.

σ (h(p, q)) = h(F (p, q)). The functional equation could be
solved, for example, by assuming the form of the Fourier
series [69]

h(ϕ) =
+∞∑

m=−∞
hmeimϕ. (37)

If such a series has a positive radius of convergence in the
complex ϕ variable, then the corresponding invariant curve
with a given angular frequency ω̃ survives in the real plane. A
positive radius of convergence implies that the corresponding
KAM curves exist not only in the real but also in the complex
plane. The motion on the resulting curve is also expressed as
a rotation (36) with the same angular frequency ω̃ in the ϕ

coordinate. Hereafter, we call the set of such closed curves
complexified real KAM curves (CRK), meaning that the curves
are obtained by complexifying the conjugate function h(ϕ)
associated with a real KAM curve. Since the orbits on the
KAM curves, either in R2 or in C2, are bounded as n → ±∞,
they are by definition contained in K = K+ ∩ K−.

An example of CRK is shown in Fig. 7. This was not
direclty obtained by calculating the conjugate function h(ϕ),
but by iterating an orbit starting from a point sufficiently close
to the real plane. As confirmed in Ref. [38], if the real phase
space is almost covered by the KAM curves, the orbits started
in this way follow the CRK well. The orbit, initially close to
the real plane, spirals up in a small interspace between suc-
cessively aligned cylindrical walls formed by a series of CRK
obtained by scanning the imaginary angle Im ϕ. Such a spiral
motion along a bundle of CRK curves is a typical behavior
observed for orbits in the complex plane. The orbit eventually
reaches a certain imaginary region and forms a wavy circle
there (see Fig. 7). This wavy pattern is an indication that the
natural boundary of the conjugation function h(ϕ) is nearby.
The natural boundary is a superposition of many more wave
components, typically of a fractal nature [69–72].

E. Complexified complex KAM curves

Invariant circles are not necessarily associated with the
KAM curves in the real plane. To see this, we consider
the case with ε = 0 in the potential function (5). In this case,
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(a)
(b)

FIG. 8. An example of CCK. (a) Projection onto the
(Im q, Im p, Re q) space. (b) Projection onto the (Im q, Im p)
plane. The parameters are set to τ = 0.01, ε = 1.0, and λ = 1.2.

the map is simply reduced to the discrete linear oscillator,

flinear :

(
q
p

)
�→

(
q + τ p

p − τ (q + τ p)

)
. (38)

The mapping relation (38) is nothing but the first-order
symplectic integration of the harmonic oscillator H(q, p) =
p2/2 + q2/2, so the map flinear preserves the quantity

E = 1
2 p2 + 1

2 q2 + 1
2τqp. (39)

For E ∈ R, the orbits obviously move in the real plane.
Note, however, that the value of E need not be real, but can be
complex, i.e., E = |E |eiα (α ∈ R). The constant of motion E
makes sense for E ∈ C, and the motion is confined by the
complex-valued manifold. Note that the space (E , ϕ) ∈ C2

completely spans C2.
When ε becomes nonzero, the KAM scenario holds in the

real plane, as explained. We may develop a similar argument
not only in the real plane but also in the complex plane [73]. A
simple way of looking at this is to perform a α = π/2 rotation,
that is, q → iq and p → ip, which results in the same map (2)
with the potential

Ṽ (q) = 1

2
q2 + 2ε cosh

(
q

λ

)
. (40)

The pure imaginary plane (q, p) ∈ iR2 is thus an invariant
plane under the map, and the orbits starting from it remain
there. Although these invariant circles are not KAM curves
in the standard terminology, we call these invariant curves
complex KAM curves here. It is not clear whether or not the
complex KAM curves exist not only in the pure imaginary
plane (q, p) ∈ iR2, but also more generally in the complex
plane [73]. If such complex KAM curves exist, we can also
expect them to form a family of invariant circles as seen
in the pure imaginary plane (see Fig. 8). We call them
complex KAM curves as in the case of the pure imaginary
plane.

If the complex KAM curves have the same origin as the
real KAM curve, we can expect that complexified complex
KAM curves (CCK) will also appear, based on a similar argu-
ment using the conjugate function for the real KAM curves.
It would be difficult to construct the conjugate function in

general, but we can provide numerical evidence for the ex-
istence of the CCK associated with the pure imaginary plane
(q, p) ∈ iR2. Figure 8 shows an orbit moving along a set of
closed curves in the pure imaginary plane, and it forms a
cylindrical wall as in the case of the CRK (see Fig. 7). The
CRK are associated with a real KAM curve as mentioned
above, while the CCK are formed associated with a complex
KAM curve.

We should note that the total dimension spanned by the
rotational domains discussed here does not amount to the full
dimension. First, for a given angular frequency ω̃, if the radius
of convergence of the conjugate function h(ϕ) is positive, the
function h(ϕ) can be analytically continued up to each natural
boundary. As a result of the extension in the imaginary ϕ

direction, we gain an additional dimension.
Second, the angular frequency of KAM curves has a pos-

itive Lebesgue measure in the angular frequency interval, so
we gain another dimension in the angular frequency space,
due to the KAM theorem. More precisely, this follows from
the fact that the irrational numbers satisfying the Diophantine
condition have a positive Lebesgue measure in the real num-
bers.

Third, we have a further extension in the α direction as
performed above. It turns out that the total volume of the
rotational domains including the complex KAM curves is
less than four, since unperturbed invariant circles with ratio-
nal angular frequencies are broken when the perturbation is
added, and thus the Hausdorff dimension in the direction of
the rotation number is less than one. This implies that the
bundle of rotational domains associated with KAM curves
does not occupy a four-dimensional volume. This speculation,
together with the absence of the Siegel ball, suggests that the
filled Julia K = K+ ∩ K− has an empty interior.

F. J and J∗ for the Hénon map

Rigorous results for the Hénon map introduced in
Sec. IV B imply ergodicity of the dynamics in the complex
plane. The orbits are mixing and thus ergodicity follows on the
potential-theoretic Julia set J∗. The argument developed in the
last paragraph of Sec. IV B, based on the fact that W s(p) = J+

and W u(p) = J− for any unstable periodic orbit p, suggests
that any two regions are connected via the complex plane if
the two regions contain unstable periodic orbits.

Here we provide further evidence that ergodicity in the
complex plane is not a far-fetched hypothesis, but a rather rea-
sonable one. The first observation is the comparison of J with
J∗ for the Hénon map. There may be several ways to visualize
the Julia set in C2, for example, by taking a three-dimensional
slice or projection onto a two- or three-dimensional plane.
However, as discussed above, the Julia set is likely to have null
four-dimensional volume. This means that a random sampling
of the initial points in C2 will not hit the points on J . So we
take a slice of J by an unstable manifold, because unstable
manifolds are contained in J− by definition, which restricts
our sample space to a (locally) two-dimensional plane.

For this purpose, we introduce a local coordinate on
the unstable manifold, which is expressed in terms of the
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FIG. 9. (a) The intersection W u(p) ∩ K+ between the unstable manifold of an unstable fixed point (x, y) = (0, 0) for the Hénon map and
the forward filled Julia set K+. The plots are drawn in the coordinate plane (�, r) (see text). The colors reflect the number of time steps up to
which the orbits leaving each point in this frame leave a properly chosen finite-sized box. The red regions show the set of initial points that
remain in a finite region for a sufficiently long time, while the orbits in the blue region diverge to infinity in a relatively short time. (b) The
Green function G+(x, y), which is evaluated numerically according to the definition (31). The parameters of the Hénon map (23) are set to
a = 0.8 and b = 1.

coordinates in the radial and angle direction as

{(ξx = r cos �, ξy = r sin �) | (δ/λ) � r � δ,

�1 � � � �2}, (41)

where λ is the stability exponent for the unstable direction.
The radial-angle coordinate is used to represent the Julia set
on the unstable manifold.

If the orbits initially placed on the unstable manifold re-
main in a finite region as n → +∞, then these points are
contained in the forward filled Julia set K+. If K+ = J+ holds,
then such orbits should be contained in the set J = J+ ∩ J−.
Note that it will be still be difficult to find the orbits that do
not diverge to infinity, since a two-dimensional slice of J is
expected to be an object whose dimension is less than one if
K+ = J+ holds.

Figure 9 plots the intersection W u(p) ∩ K+, where p is an
unstable fixed point of the Hénon map. The plot was obtained
by counting the number of iterations up to which the orbits
leaving each point in this frame leave a properly chosen box of
finite size. Thus, the plot can be considered as an approxima-
tion of W u(p) ∩ K+. By increasing the iteration step, we can
observe that all points eventually diverge to infinity and do not
stay in a finite region, even though the escaping rate from a
finite region is extremely slow. This is also another numerical
proof that the set K+ does not have a finite four-dimensional
volume. As can be seen, the set K+, as well as the set J+,
exhibits a fractal structure, which is a typical signature of the
Julia set in one-dimensional complex maps [74].

We show the Green function G+(p, q) in Fig. 9(b) using the
local coordinate introduced above. Here the Green function
G+(p, q) is numerically evaluated according to the definition
(31). As explained above, the support of the Green function
G+(p, q) is the set J+. We can see that the finite-step approxi-
mation of J+, shown in Fig. 9(a), gives a similar profile to the
support of G+(p, q), shown in Fig. 9(b). This result therefore
suggests that J = J∗ holds even if the phase space is a mixture

of regular and chaotic orbits and the system is not uniformly
hyperbolic.

G. Ergodicity in the complex plane for the ultra-near
integrable system

Next, we examine the ergodicity for the map under con-
sideration. The formulation based on the Green function is
available only in the case where the map is expressed as poly-
nomial functions. This is because the normalization, which
is achieved by the factor 1/2n in Eq. (31), is not available if
the map contains transcendental functions. Hence, we perform
brute-force numerical experiments to verify the ergodicity
here.

Since our current interest is in the transition from the
classical manifold supporting the quantum initial wave packet
|ψ0〉, we focus on the transitivity of the orbit starting from the
manifold specified by the action E , which is more explicitly
specified by the rotated ellipse � given in Eq. (20).

Here we focus on the orbits starting from the initial mani-
fold, which is specified by the coordinate (E , θ ), and tending
towards the real KAM or complex KAM curves. The latter
is chosen here as the pure imaginary plane. As explained
above, the orbit comes close to a family of CRK or CCK
and then spirals down to the associated real or complex KAM
curve. Figure 10(a) shows the initial value plane θ = ξ + iη,
on which we place the colors representing the radius of the
real KAM curves to which the orbits first tend. The radius
of each KAM curve is measured using the coordinate of
the position where the corresponding real KAM curve inter-
sects. Figure 10(b) is a magnified plot of Fig. 10(a), whereas
Fig. 10(c) shows a part of the initial conditions that first
approach the CCK curves associated with the (Im q, Im p)
plane. In the latter case, the radius of the KAM curves is
also measured using the coordinate of the position where the
associated complex KAM curve intersects. Note that the set
of initial conditions associated with the CCK [see Fig. 10(c)]
is located around ξ = π/2 or 3π/2. The positions are shifted
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FIG. 10. (a) The color plot of the radius of the real KAM curves that the orbits first approach. The part indicated by the blue box at the
upper left is referred to in Fig. 15. (b) Magnification of the part indicated by the red box in plot (a). The small red box with the arrow indicates
the area that is magnified to show the hierarchical structure in Fig. 12(a). (c) Magnification of the area indicated by the green box in plot (a).
In plot (c) we place the colors representing the radius of the imaginary KAM curves to which the orbits first tend. The parameters are set to
τ = 0.01, ε = 1.0, and λ = 1.2.

exactly by π/4 in the ξ direction from the position for the
CRK. In other words, the initial conditions for CRK and CCK
are found in the (ξ, η)-plane with different values of ξ .

These figures tell us that the target KAM curves change
continuously as one varies the initial condition, meaning that
the orbits on the initial manifold can transfer to any KAM
curves, either in the real or imaginary plane. The initial man-
ifold chosen here is nothing special, so this result suggests

ergodicity in the complex plane. Moreover, as plotted in
Fig. 12(a), if we zoom in some spots, we can find a similar
color pattern, which implies that the observed structure is
self-similar and hierarchical.

After approaching the real (resp. imaginary) plane, the
orbits spiral up along the family of CRK (resp. CCK) as-
sociated with a real (resp. imaginary) KAM curve that the
orbits first approach. Then they switch to another CRK (or

(a) (b)

FIG. 11. An example of the orbit that first rotates around a set of CRK (blue) and then switches to a set of CCK (orange). (a) Projection
onto the (Re q, Re p) plane. (b) Projection of the same orbit onto the (Im q, Im p) plane. The parameters are set to τ = 0.01, ε = 1.0, and
λ = 1.2.
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(b)

trunk branch

FIG. 12. (a) The area that enlarges the small red box indicated by the arrow in Fig. 10(b). (b) Illustration of the hierarchical structure.
The vertically aligned structure on the left side represents the trunk shown in Fig. 10(b). The horizontally aligned structures in the right box
represent the branches growing from the trunk, and one such branch structure is shown in plot (a).

CCK) and start spiraling down again. An orbit exhibiting
such behavior is shown in Fig. 11. Figure 11(a) and 11(b)
show the orbits projected on the (Re q, Re p) plane and the
(Im q, Im p) plane, respectively. The orange and blue parts
represent the spiral motion along the CRK and CCK curves,
respectively. In this case, the orbit first rotates around a CRK
and then switches to a CCK. On the other hand, an orbit
shown in Fig. 14(b) exemplifies the case where the transition
occurs from one CRK to another CRK. These observations
also confirm the transitivity of the orbits in the complex
plane.

V. IMAGINARY ACTION OF COMPLEX PATHS
AND THE PLATEAU AMPLITUDE

A. Classification of the type of the orbits

As confirmed in the previous section, the orbits in the
complex plane explore the set J in an ergodic way, so that
the orbit initially placed on the initial manifold � can come
close to arbitrary real KAM curves. The question we have
to ask then is which complex orbits give the most dominant
contribution to the semiclassical propagator (17). The
magnitude of each contribution in the semiclassical sum (22)
is determined by the amplitude factor and the magnitude of the
imaginary part of the action (imaginary action, for short). Of
these, we focus on the imaginary action because it controls the
order of magnitude of the tunneling tail. The amplitude factor
could come into play, especially if one needs to examine the
balance between the number of contributing orbits and each
weight associated with the amplitude factor, but we will not
develop such a detailed argument here, just try to find a rough
estimate in terms of the imaginary action.

To do this, we first classify the type of complex orbits ac-
cording to their itinerary in the complex plane. As explained in
the previous section, the orbits spend most of their time along

either the CRK or the CCK. They exhibit spiral motions along
them unless they are exactly on the KAM curves. Therefore, it
makes sense to classify the type of orbits according to whether
they are along the CRK or along the CCK. Note that the initial
manifold � is close to the former type of orbits.

Figure 7 displays the case where the orbits first move to
the CRK, while Fig. 8 gives the case corresponding to the
CCK. As remarked above, these two types of orbits are found
in separate regions of the (ξ, η)-plane. In the course of time,
the orbits once moving along a set of CRK curves may jump to
other CRK or CCR curves and vice versa, as shown in Fig. 11.
Thus, we need to further classify the orbits according to which
complexified KAM curves the orbits approach after moving
once along a complexified KAM curve.

The itinerary of the orbits is encoded in the hierarchical
structure in the (ξ, η)-plane. Figure 12(a) gives the area that
enlarges the small red box pointed by the arrow in Fig. 10(b).
The main trunk, shown in Fig. 10(b), represents the orbits
that jump directly to the target CRK, and the higher-order
branches, shown in Fig. 12(a), represent the orbits that stop
over several CRKs before reaching the target. Figure 12(b) il-
lustrates the hierarchical structure in the (ξ, η)-plane. Similar
tree structures appear in the case of CCK, although not shown
here.

B. Imaginary action of roundabout paths

The classical action (18) is given as a sum over intermedi-
ate variables. So we can expect that the longer the detour, the
larger the imaginary action will be. In particular, if the orbit
once travels along a set of the CCK and returns to another set
of the CRK, it gains an extra imaginary action, resulting in a
smaller contribution to the semiclassical propagator.

Before examining roundabout paths, we confirm that the
orbits associated with the CCK do not qualify as candidates
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(a) (b)

FIG. 13. (a) The variation of the imaginary action for the case where the initial conditions are chosen from the plot shown in Fig. 10(c).
The dot is plotted at each time when the condition Im qn = 0 is satisfied. (b) The projection onto the (Re q, Re p) plane of the two of the orbits
used to plot (a). One rotates in an outer region, while the other rotates in an inner region. The initial conditions of these two orbits are close to
each other and are represented by the dot. The parameters are set to τ = 0.01, ε = 1.0, and λ = 1.2.

for the semiclassical contribution. In Fig. 13 we show the be-
havior of the imaginary action and the projection of the orbits
onto the (Re q, Re p) plane, respectively. Several representa-
tive initial conditions are chosen from the plot in Fig. 10(c).
As can be seen in Fig. 13(a), the imaginary actions do not
remain constant, but increase or decrease monotonically. This
behavior is in sharp contrast to that found for the orbits as-
sociated with the CRK (see Figs. 14 and 15). In addition,
Fig. 13(b) clearly shows that the orbits projected onto the
(Re q, Re p) plane obviously deviate from the real KAM
curves, since they rotate around the CCK and do not approach

the real KAM curves. For these reasons, we can conclude that
the orbits associated with the CCK do not need to be taken
into account.

As for the orbits starting from the side branches in the
hierarchical tree structure, the associated imaginary action is
larger than that for the main trunk as shown in Fig. 14(a). The
imaginary action of the orbit starting from the trunk quickly
reaches almost the final value. On the other hand, the imag-
inary action for the orbit leaving a branch in the hierarchical
structure takes a rather small value for a while, then it gives
a value that is larger than the imaginary action obtained for

(a) (b)

FIG. 14. (a) The variation of the imaginary action for the case where the initial condition is taken from the main trunk shown in
Fig. 10(b) (red) and the case where it is taken from a higher order branch shown in Fig. 12(a) (yellow). (b) The projection onto the Re p-Re q
plane of the orbits used to plot (a). The red and yellow dots placed around the center of the plot indicate the initial points. Note that the target
real KAM curves are almost the same for both cases. The parameters are set to τ = 0.01, ε = 1.0, and λ = 1.2.
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(a) (b)

FIG. 15. (a) The variation of the imaginary action for the cases where the initial conditions are chosen from the main trunk with smaller
values of η (red) and larger values of η (yellow). The former is taken from the point in Fig. 10(b), while the latter is taken from the point in the
blue box in Fig. 10(a). So the value of η is smaller in the former case than in the latter. (b) The projection onto the (Re p, Re q) plane of the
orbits used to plot (a). Note that the target real KAM curves are almost the same for both cases. The parameters are set to τ = 0.01, ε = 1.0,
and λ = 1.2.

the trunk orbit, although its final manifold is almost the same
as that for the trunk orbit. This is also due to the fact that
higher-order orbits make a detour before reaching the final
real KAM curves. As can be seen in Fig. 14(b), the former
orbit jumps directly to the final manifold, whereas the latter
orbit rotates several times before reaching the final manifold.
The latter orbit is temporarily trapped by an inner CRK, then
it moves to the final manifold. This observation tells us that
the relevant complex orbits that dominate the semiclassical
propagator (22) are the orbits located in the main trunk in the
hierarchical structure.

Notice that all the complex orbits do not necessarily con-
tribute to the semiclassical propagator when applying the
semiclassical approximation in the complex domain. This
is because the so-called Stokes phenomenon occurs when
applying the saddle point approximation [23–25,75,76]. A
simple example of the Stokes phenomenon can be found in
the evaluation of the Airy function using the saddle point
method. The Stokes phenomenon also occurs when evaluating
the multiple integral, but it is by no means trivial how to
deal with the Stokes phenomenon for the integral with more
than two saddles [77,78]. This is a central issue in recent
developments in resurgent theory, and some attempts have
even been made in chaotic systems [28,29]. However, we
do not take such a sophisticated approach here, but simply
observe the sign of imaginary action. Such a crude approach
is justified by the fact that the complex orbits with negative
imaginary actions give exponentially divergent contributions,
which should be eliminated when evaluating the exponentially
decaying tunneling tail. Therefore, we will treat the problem
simply by neglecting the region where the resulting imaginary
actions take negative values.

C. Complex orbits attaining the minimal imaginary action

We will further narrow down the candidate complex orbits.
As shown in Fig. 10, there are not one but many trunks ac-
companying the hierarchical structure. Among them, the most
dominant orbits are determined by the value of η, the depth
of the initial position in the (ξ, η)-plane. Such a principle is
generally valid not only for ultra-near integrable systems, but
also for mixed systems, where chaotic regions are relatively
large and visible [10,36–38].

As found in [38], the complex orbits departing from the
position with smaller η give larger contribution in mixed
systems. We have compared the imaginary action along the
stable manifold associated with unstable periodic orbits in
chaotic regions surrounding the regular region. The reason for
focusing on stable manifolds is precisely the fact that W s(p) =
J+ holds. It was also shown in [39] that the complex paths
connecting the initial and final manifolds for the propagator
are well approximated by the stable manifold over time.

Note, however, that there is an important difference be-
tween the situations examined here and in [38]. In the previous
case, the complex orbits eventually approach real chaotic seas,
while in the present case, the orbits repeat spiral-up and spiral-
down motions and keep oscillating in the complex plane, as
explained above. Despite this difference, it is common that
the orbits with smaller η carry smaller imaginary actions and
thus give larger contributions in the semiclassical sum. This
can indeed be verified by plotting the imaginary action for the
cases with different η. As shown in Fig. 15, the orbits leaving a
trunk with smaller η gain smaller imaginary actions compared
to the cases with larger η, even though the target real KAM
curves for both cases are almost the same.
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FIG. 16. The set MN defined by (42). Plot (b) is a magnification of the area enclosed by the red square in plot (a). The gray curves in plot
(a) attached to the ξ axis are called natural branches [9,10]. The parameters are set to τ = 0.05, ε = 1.0, and λ = 1.2.

D. Complex orbits satisfying the boundary conditions

Now that we have information about which orbits have the
smallest imaginary action, we examine whether these orbits
can explain the step structures found in the time evolution
of the wave packet, shown in Sec. II. Since we consider the
propagator in the form (22), we have to consider complex
orbits whose final qn is real-valued. We also need to focus on
the propagator at each time when the step structure appears
in the time evolution. As shown in Fig. 6 and discussed in
Sec. II, the step structure appears periodically with period
N/2 = Eex/E0 = 63. The factor 1/2 appears because we are
looking at the absolute value.

Figure 16 plots the set of initial conditions satisfying
Im qN = 0:

MN = { q0 = (ξ, η) ∈ C2 | (q0, p0) ∈ �, Im qN = 0 }. (42)

The plotted region is chosen to contain the region that gives
the minimum imaginary action. Each string represents a single
complex orbit satisfying the condition Im qN = 0, and the
corresponding Re qN runs from −∞ to ∞ along the string.

Since we are interested in the amplitude of the time-
evolved wave function at the position where the underlying
real KAM curve supports the eigenstate excited by the res-
onance condition (12), we focus on the orbit satisfying the
condition Re qN = qt , where qt denotes the coordinate of the
turning point obtained by projecting the associated real KAM
curves onto the q axis.

Figure 17 shows the variation of Re qn and Im qn as a func-
tion of the time step. As expected, Im qn is found to be zero
when Re qn is almost equal to the position qt of the turning
point. This period coincides with the period of oscillation of
the step structure of the wave function (see Fig. 6). There-
fore, it makes sense to evaluate the corresponding imaginary
action at each point in time when the periodic oscillation
occurs.

Figure 18 gives the behavior of Im Sn, for which the two
different KAM curves satisfying the resonance condition (12)
are chosen as the final manifolds. The light blue curve shows
the case where the final KAM curve is the support for the
first excited state (m = 1) in Eq. (12), and the dark blue curve
corresponds to the case for the second excited (m = 2) state.
We can see that, at each time step where Im qn = 0, the value
of Im Sn remains almost constant. The behavior of Im Sn is the
same in the case where the value of η of the initial position
is large (see Fig. 15), but the imaginary action thus obtained
is larger and makes a smaller contribution, for the reason
mentioned above.

As shown in Fig. 14, the orbits with larger imaginary action
make a detour before reaching the target manifold, while the
orbits with the smallest imaginary action jump directly to the
final manifold. As shown in Fig. 14(a), the variation of Im Sn

occurs in a very short time, which means that there is almost
no “loss of imaginary action in the transition process. The
wavy pattern of the final manifold appears, as explained in
Sec. IV D, because the iterated orbits are close to the natural
boundary. We notice that the initial condition for the orbit with
the smallest imaginary action is located around the region
where the wavy manifold bends most inward. It is as if the
orbit was on the final manifold from the beginning.

We can understand the behavior of the most dominant com-
plex path more clearly by observing the three-dimensional
plot. As shown in Fig. 19, the most dominant path is located
very close to or exactly on the wavy part of the final manifold
from the beginning. It shows no detour, but jumps directly to
the final manifold. After that it starts to spiral down to the real
plane. In other words, the “shortest path” in terms of distance
in the complex phase space gives the orbit with the minimal
imaginary action, and this would be a principle specifying the
most dominant complex path.

Figure 20 shows that the minimal imaginary action Im S,
evaluated according to the principle described above, reason-
ably well reproduces the squared magnitude |Con(M )

k (q)|2 =
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(a) (b)

FIG. 17. The behavior of (a) Re qn and (b) Im qn for the orbits moving along the CRK. The light blue and dark blue curves show the cases
where the orbits move along the CRK associated with the real KAM curve supporting the first resonance state [m = 1 in Eq. (12)] and the
second resonance state (m = 2), respectively. The dots in the plot (a) indicate the points when Im qn = 0 in plot (b). The parameters are set to
τ = 0.05, ε = 1.0, and λ = 1.2.

|〈q|	(M )
k 〉〈	(M )

k |�0〉|2 in the sum (13). The reason why
the semiclassical prediction quantitatively overestimates the
quantum calculation would be that we have given a rough
estimate only using the imaginary action, without including
the amplitude factor here. Another reason, which must be a
major one, is that our initial condition |ψ0〉 and the associated
classical initial manifold � are too crude to approximate the
ground state |�0〉. As found in Fig. 1, the classical invariant
circles are deformed from the set of ellipsoidal curves � due

to the second term in (5), so the support of the minimal wave
packet does not approximate the underlying invariant curve
supporting the ground state of the quantum map.

As can be seen in Fig. 2(a), the ground-state wave func-
tion |〈q|�0〉|2 of the quantum map coincides with that of
the truncated quantum BCH Hamiltonian Ĥ (M )

qBCH up to the
first plateau. Recall that the part up the first plateau could
be reproduced by the branches that are connected to the ξ

axis, shown by gray curves in Fig. 16. These branches are

(a) (b)

FIG. 18. The behavior of Im Sn for the orbits moving along the CRK. The light blue and dark blue curves show the cases where the orbits
move along the CRK associated with the real KAM curve supporting the first resonance state [m = 1 in Eq. (12)] and the second resonance
state (m = 2), respectively. Plot (b) is a magnification of plot (a). The dots indicate the points where the condition Im qn = 0 is satisfied (see
Fig. 17). The parameters are set to τ = 0.05, ε = 1.0, and λ = 1.2.
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FIG. 19. Illustration of the complex path with the minimal imag-
inary action. The pink bottle-shaped manifold represents the initial
manifold �. The red curve shows the complex path with the minimal
imaginary action, which jumps to the final manifold colored in blue.
The wavy pattern indicates that the CRK is close to its natural
boundary. The complex path is captured by such a wavy part of the
final manifold.

called natural branches in Refs. [9,10]. The points connected
to the ξ axis correspond to the turning points of the KAM
curves in the real plane. The natural branches are the complex
paths that already exist in the integrable limit, so they can be
regarded as an analog of the instanton. The result shown in
Fig. 20 implies that, up to the first step, the complex orbits
other than the natural branches do not manifest themselves
in the amplitude of the wave function, although they have
smaller imaginary actions. This must be due to the fact that the
real actions Re S of these orbits are random and cancel with
each other.

FIG. 20. Ground-state eigenfunction |〈q|�0〉|2 (black). Squared
magnitudes |Con(M )

k (q)|2 = |〈q|	(M )
k 〉〈	(M )

k |�0〉|2 in the sum (13)
(light green). The resonance states k = 125 and k = 251 are shown
in dark green, respectively. The red curve shows |ψsc(q)|2 :=
exp(−2|Im S|/h̄), where Im S is the minimal imaginary action eval-
uated according to the principle given in the text. The parameters are
set to h̄ = 1, τ = 0.05, ε = 1.0, and λ = 1.2.

FIG. 21. The black curve shows the ground-state eigenfunction
for the quantum map (4) and the red curve is obtained by the smallest
imaginary action Im S (see text). The line with slope 1 is added for
reference. The parameters are set to τ = 0.05, ε = 1.0, and λ = 1.2.

On the other hand, at the plateau energy for which the reso-
nance condition (12) is satisfied, the complex orbits contribute
coherently due to the constructive interference, which will be
explained in Sec. VI. The decay after the plateau, similar to the
initial decay curve described by the natural branches, would
be associated with the natural branches connected to the KAM
curve supporting the first resonance state (m = 1).

The most important result would be that the minimal imag-
inary action Im S always takes lower values than the instanton
action represented by the natural branches. This means that
the enhancement of the tunneling probabilities occurs pre-
cisely because the transport is driven by the orbit in the Julia
set. So far, the origin of the enhancement of tunneling prob-
ability in nonintegrable systems has been sought in several
ways, but this is the first time, to the authors’ knowledge, that
its direct origin has been pointed out.

E. h̄ dependence of the step height

We now recall that the position and height of the steps
move as a function of h̄, as shown in Fig. 4. The step appears
on the KAM curve supporting the eigenstates that satisfy the
resonance condition (12), so we can specify the h̄ dependence
of the step position. On the other hand, the dependence of
the step height on h̄ is not trivial. In fact, as demonstrated in
the inset of Fig. 4, the stretched exponential growth appears
when evaluating the step height at a fixed q as a function of h̄.
This behavior is quite anomalous since one normally expects
an exponential dependence in the tunneling tail.

Our semiclassical calculation qualitatively predicts this
stretched exponential dependence well, as shown in Fig. 21.
The reason for the quantitative discrepancy between the semi-
classical and quantum calculations is the same as mentioned
above. As the value of h̄ increases, the KAM curve satisfying
the resonance condition shifts outward. Correspondingly, the
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FIG. 22. The initial value plane (ξ, η), in which each color is assigned to reflect the number of time steps until the orbits leaving each point
in the (ξ, η) plane leave a properly chosen finite-size box. The red regions show the set of initial points that remain in the finite region for a
sufficiently long time, while the orbits in the blue region diverge to infinity within a short time. (a) λ = 1.2. (b) λ = 3.0. The parameters are
set to τ = 0.01, ε = 1.0.

complex orbits necessary to describe the transition should
reach outer KAM curves, so the associated imaginary action
becomes larger. However, we have to divide the imagi-
nary action by h̄ to calculate an individual semiclassical
contribution of the form exp(−Im Sγ /h̄). Thus, Im Sγ in-
creases with increase of h̄, while the denominator is simply
proportional to h̄, so that a subtle balance arises from the
competition between the denominator and the numerator in
the imaginary phase −Im Sγ /h̄. Our result shows that the
resulting h̄ dependence is stretched exponential, which is con-
sistent with exact quantum calculations.

This stretched exponential dependence predicts a nontrivial
nature in the complex classical dynamics. The above result
shows that

exp[−Im S(I0, I )/h̄] ∼ exp(−h̄−μ), (43)

where μ ∼ 0.275 is numerically estimated. Here I0 and I
denote initial and final actions, respectively. Assuming the
classical quantization condition I0 = n0 h̄ and I = nh̄ for the
initial and final KAM curve, and also focusing on the decay
of the height on a certain fixed plateau, meaning that n − n0 is
fixed, the above h̄ dependence holds if

Im S(I0, I ) ∼ (I − I0)−(μ−1) (44)

is satisfied. This is a relation that should hold in order to
understand the observed phenomenon in the tunneling tail.
This relation is purely classical, so it should be derived from
the property of complex classical dynamics. This task is left
for future investigation.

F. λ dependence of the step structure

As shown in Fig. 2, the step structure appears in the tunnel-
ing tail for a smaller λ case, while it is hidden in the tail of the

ground-state contribution. The result given in Fig. 20 implies
that this is due to the fact that the minimal imaginary action for
the former case is smaller than that for the latter case. Since
the smaller the value of η in the initial value plane (ξ, η), the
smaller the imaginary action is, as discussed above, we can
expect that the orbits with the minimal imaginary action for
the smaller λ case will be found in a smaller η region in the
(ξ, η) plane compared to the larger λ case.

The validity of such a prediction is almost confirmed by
plotting the set K+ in the (ξ, η) plane. The colors in Fig. 22
show the number of time steps until the orbits leaving each
point in the (ξ, η) plane are out of a properly chosen finite
sized box. Such a plot is expected to approximate the set K+,
as done in Fig. 9(a).

The boundary between the red and blue regions roughly
indicates the natural boundary of the KAM curve supporting
the ground states. Recall that our initial value curve � is
determined to approximate such a supporting KAM curve.
Since the orbits with the minimal imaginary action are close to
the natural boundary, the comparison between Figs. 22(a) and
22(b) would lead to the prediction that the minimal imaginary
action for the λ = 1.2 case is smaller than that for the λ =
3.0 case. This qualitatively explains the difference between
Figs. 2(a) and 2(b).

VI. REAL ACTION OF COMPLEX PATHS
AND QUANTUM RESONANCES

As shown in Fig. 4, the step structure shifts with the change
of the Planck constant h̄. This h̄ dependence is explained by
the fact that the step structure is caused by the quantum res-
onance. We can see the resonance in the plot of |〈� (M )

k |�0〉|2
[see Fig. 5(a)]. Small peaks found in the plot are responsible
for creating the step structure in the plot of |〈q|�0〉|2 [see also
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Fig. 5(b)]. Here we try to give a semiclassical understanding
of this quantum resonance phenomenon.

Since the eigenfunction |〈� (M )
k |�0〉|2 is not directly acces-

sible in the energy-domain semiclassical analysis, we consider
the problem again from the time domain. Below we use the
notation |E〉 instead of |�〉 in order to represent the eigenstate
of the integrable approximation.

For simplicity, we assume that the complex orbit with
the minimal imaginary action is unique. In this case the
semiclassical propagator can be expressed as

〈E |Û n|E0〉 �
∑

γ

Aγ exp

[
i

h̄
Sγ (E , E0)

]

=
∑

γ

Aγ exp

{
i

h̄
[S′

γ (E , E0) + iS′′
γ (E , E0)

]}

� Aγmin exp

[
−1

h̄
S′′

γmin
(E , E0)

]
× exp

{
i

h̄
[S′

γmin
(E , E0)]

}
, (45)

where Sγ (E , E0) denotes the classical action of the orbit γ ,
which connects the initial state |E0〉 and the final state |E〉, and
Aγ the associated amplitude factor. The initial and final states
are assumed to be the eigenstates of the Hamiltonian H (1)

BCH.
S′

γ (E , E0) and S′′
γ (E , E0) are the real and imaginary part of

the action, respectively, and γmin represents the complex orbit
with the minimal imaginary action.

Let ω be the angular frequency of the KAM curve sup-
porting the states |E〉. We can assume that the number of time
steps during which the orbit travels along the associated KAM
circle is N , where N is the period of oscillation of the quantum
wave packet. Since τ � 1 is assumed, we can approximate the
discrete-time dynamics by the flow of the continuous Hamil-
tonian H (1)

BCH. Using the relation ω : � = 1 : N , the period T
of one cycle for the flow system is given by T = Nτ = 2π/ω.
The classical action for one cycle

S(E ) =
N∑

j=1

{(q j − q j−1)p j − τ [T (pj+1) + V (q j )]} (46)

admits the continuous approximation,

S̃(E ) =
∮

E
p dq −

∫ 2π
ω

0
[T (p) + V (q)]dt

= 2π [I (E ) − E/ω]

= 2πN

�
[I (E )ω − E ]. (47)

Here the action integral for one cycle

I (E ) = 1

2π

∮
E

p dq (48)

is introduced.
In the following, the number of iterations will be counted

in units of one cycle over each KAM curve. Under such
a count, the amount of action gained in a cycle is given

FIG. 23. (a) The behavior of the real action as a function of time
step for different values of h̄. (b) Schematic illustration showing the
direction of rotation on different CRK curves.

by

Scycle(E ) := S̃(E )/N = 2π

�
[I (E )ω − E ]. (49)

As shown in Fig. 23, the real action increases while oscillating
periodically in time, and we can confirm that the slope of the
points taken at each period of oscillation follows the above
formula (49).

Now suppose that the orbit, initially located on the man-
ifold given by H (1)

BCH = E0, rotates around it � times. Then it
moves to another manifold H (1)

BCH = E and rotates around it
also � times. We can assume the existence of such an orbit
due to the ergodicity of the dynamics in the complex plane.
The action gained in the course of such itinerary should be

S′
γmin

(E , E0) = �Scycle(E ) − �Scycle(E0)

= 2π�

�
{[I (E )ω − E )] − [I (E0)ω0 − E0]}.

(50)

Here we have neglected the real action contribution gained in
the transition process from the initial manifold to the target
manifold. This is justified by the fact that the orbit with the
minimal action jumps almost instantaneously from the initial
manifold to the final manifold. The minus sign in front of the
second term is because the orbit rotates in the same direction
on both manifolds [see the illustration in Fig. 23(b)].

We then recall the quantum resonance condition (12),
which implies that

I (E )ω − I (E0)ω0 = mh̄�. (m ∈ N ). (51)

Here we assumed the Bohr-Sommerfeld quantization condi-
tion on each KAM curve.

Using the expression (50) together with (51), we find that

lim
n→∞〈E |Û n|E0〉 � Aγmin exp

[
−1

h̄
S′′

γmin
(E , E0)

]

×
∞∑

�=1

exp

[
− i

h̄

2π�

�
(E − E0)

]
. (52)
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Since we are looking for the nature of the eigenfunction shown
in Fig. 2, we include the iteration in the backward direction so
that the sum should go from � = −∞ to ∞. Applying the
Poisson sum formula, we obtain that

lim
n→∞〈E |Û n|E0〉 � h̄�Aγmin exp

[
−1

h̄
S′′

γmin
(E , E0)

]

×
∞∑

n=−∞
δ(E − h̄�n). (53)

The final expression is consistent with the observation made in
Fig. 5(a). The mechanism that produces a series of peaks in the
plot of |〈� (M )

n |�0〉|2 is explained by constructive interference
of the complex orbit going back and forth between the initial
and final manifolds.

Finally, we examine the validity of our assumptions. First,
we have considered only a single orbit, while other complex
orbits with imaginary actions comparable to the minimal
imaginary action may come into play. This is very likely
because the orbits are dense in the Julia set J . In every neigh-
borhood of the orbit found to have the minimal imaginary
action, there would be other complex orbits with almost the
same imaginary action. If this is the case, we need to consider
the initial phase differences between equally weighted orbits.
There is no a priori information about such relative phases, but
as shown in Fig. 10, it would be plausible to assume that there
are correlations between orbits leaving different spots in the
initial value plane (ξ, η). If the relative phases are completely
random, the above scenario will not work because a sequence
of δ functions in (53) will be killed by the random phase.

Another assumption is that we have only considered the
repetition of the same number of rotations in both the initial
and final manifolds. This may be somewhat artificial, but
a core part of the argument is the constructive interference
that occurs in both manifolds. Thus, we believe that the idea
will essentially survive, even if explicit treatments become
elaborate.

VII. CONCLUSION AND OUTLOOK

We have studied quantum tunneling of the ultra-near in-
tegrable system. The motivation for using the ultra-near
integrable system is not to understand the nature of tunneling
in such a special setting, but to elucidate general aspects of
quantum tunneling in nonintegrable systems. So far, the study
of dynamical tunneling has mostly been carried out in mixed
systems, where the invariant structures inherent in noninte-
grability, such as nonlinear resonances or chaotic seas, are
relatively large. The phase space of such systems is, however,
not well suited for dealing with exponentially small effects.

The most striking feature of the ultra-near integrable sys-
tem studied in this paper and found in the previous paper
[44] is that the tunneling tail exhibits the step structure, even
though none of the visible structures, compared to the size of
the Planck cell, arising from nonintegrability are present in
classical phase space. In addition, the position and height of
the steps move with the change of the Planck constant. The
absence of visible nonintegrable structures implies that the

FIG. 24. Illustration of complexified invariant curves.
(a) Double-well case with instanton path (red). (b) Single-well
case without instanton path. In the latter case, the invariant curves
are disconnected, so the transition between different invariant curves
is strictly forbidden.

so-called direct tunneling or instanton tunneling is not suit-
able for the explanation. The h̄-dependent structures cannot
be captured by the RAT theory either, because it assumes
that classical nonlinear resonances in classical phase space
mediate tunneling couplings. Obviously, individual nonlinear
resonances are purely classical objects and do not move as
a function of h̄. Needless to say, CAT or chaotic tunneling
cannot be applied because chaos does not spread widely in
phase space.

Our analysis based on the complex semiclassical method
has revealed that the h̄-dependent step structure can be
understood as an interference phenomenon between the com-
plex orbits with the minimal imaginary action. The stretched
exponential scaling with respect to h̄ can also be reproduced
by the minimal imaginary action obtained by the procedure
described in Sec. V. The stretched exponential scaling re-
sults from a subtly increasing rate of the imaginary action
of the orbit associated with the state excited by the quantum
resonance. These two nontrivial issues raised in [44] have
thus been successfully resolved based on the fact that the
underlying dynamics is ergodic in the complex plane. Since
ergodicity is an inherent property of nonintegrable systems,
we can conclude that the properties observed in tunneling tails
are inherent to nonintegrable systems.

To illustrate the difference between tunneling in integrable
systems and that in nonintegrable systems, imagine, for ex-
ample, the phase space for the standard map, i.e., V (q) =
sin q with τ � 1 [see Fig. 24(a)]. In this case, the phase
space profile is indistinguishable from the phase space of the
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one-dimensional pendulum Hamiltonian. For the pendulum
Hamiltonian, the tunneling splitting occurs between the two
quantum states whose classical supports have the same energy.
The two states have different parities, and the exponentially
small energy splittings are created between the associated
states. Following the standard recipe, the width of the tun-
neling splittings can be evaluated semiclassically in terms of
the instanton [13–15]. The same idea should work not only in
one-dimensional but also in multidimensional systems as far
as the system is completely integrable [59].

We can expect that the instanton approximation works
if the system is close enough to the integrable limit. The
classical phase spaces of completely integrable and slightly
perturbed systems are almost identical, so such an expecta-
tion is plausible. Strictly speaking, as discussed in Sec. IV,
complexified KAM curves cannot be analytic in the entire
complex plane, so the instanton path breaks in the middle
of the connection [69–72]. However, it is not surprising that
there exists a range of the perturbation strengths in which the
instanton approximation is still valid. In such a case, one may
continue to use the instanton strategy even after it breaks. The
basic idea adopted so far, including RAT theory, to analyze
tunneling in nonintegrable systems is the integrable approxi-
mation of this kind.

However, the situation to which the instanton approxi-
mation can be applied is very limited. This is because the
instanton path connects only the symmetrically located invari-
ant curves [see Fig. 24(a)], which are reminiscent of separated
equi-energy contours in the one-dimensional pendulum or
double-well potential case. There are no paths connecting
energy contours of different energies because equi-energy
surfaces of different energies never intersect. There are no
instanton path connections between neighboring invariant
curves inside the separatrix [see Fig. 24(b)], or between an
invariant curve inside the separatrix and the one outside the
separatrix, and so on. There is no way to use the integrable
approximation in such situations.

One might be tempted to think that the RAT scenario
solves this problem, since it can assume successive tunneling
transitions via nonlinear resonances lying between the initial
and final states. Aside from the technical difficulties of finding
appropriate sequences of nonlinear resonances, we encounter
a fundamental limitation of the RAT scenario. One sticking
point is, as pointed out above, is that the RAT scenario as-
sumes nonlinear resonances comparable in size to the Planck
cell. It cannot be applied to the situation where all nonlinear
resonances are invisible on the scale of the Planck constant.

Even if we forget about the scale problem, nonlinear res-
onances alone cannot drive tunneling through the regular
regime. This is because there are not enough nonlinear reso-
nances to mediate all the invariant curves in the regular region.
As shown in the KAM theorem, the invariant curves that
survive after a perturbation occupy a positive measure in the
angular frequency space. The surviving invariant curves have
an irrational angular frequency, which satisfies the Diophan-
tine condition. Since the Diophantine number has the positive
measure in the irrational frequency space, the frequencies for
which invariant curves survive are uncountably many, while

the rational numbers are at most countably many. Nonlinear
resonances arise from rational frequencies, so there are many
invariant curves with irrational frequencies that cannot be
mediated by nonlinear resonances. In addition to this fun-
damental difficulty, we must point out that the RAT scheme
cannot deal with the transition across the separatrix [79],
while anomalous enhancement of the tunneling probability is
observed precisely when the tunneling transition across the
separatrix comes into play [52].

Our claim in this paper is that the Julia set is an alternative
to the instanton path, and the ergodicity in the Julia set ensures
the tunneling coupling between arbitrarily separated regions
in the real classical phase space. One can reach everywhere
via the orbits in the Julia set, and the transition between
arbitrarily disconnected regions in the real phase space be-
comes possible via the complex space. One may even say that
quantum tunneling in nonintegrable systems is a manifestation
of the ergodicity of classical dynamics in the complex plane.

Complex dynamical systems have been studied purely out
of mathematical interest. As a result, physicists have been
unaware of recent advances, especially in the topics discussed
in this paper. However, for the reason explained here, the
complex dynamical system would be an indispensable tool for
understanding quantum tunneling in nonintegrable systems.

To proceed further, we need to have more precise control
over the complex phase space. For this purpose, the ultra-near
integrable setting could be an appropriate candidate to study
in detail. The validity of the integrable approximation should
be reexamined from this perspective. Although the orbits in
the complex plane can come close to any point in the Julia set
due to the ergodicity in the complex plane, the orbits moving
close to the “reminiscent” of the instanton path must have
some special property, otherwise the integrable approximation
will not work. Answering this question would also reveal the
role of classical nonlinear resonances.

Another point we would like to emphasize is that the step
structure and the mechanism that produces it should not be
taken to be limited to the ultra-near integrable setting. As
shown in Sec. II, the step structure allows a clear interpretation
based on the quantum resonance. The quantum resonance
also leads to the step structure in the plot of the tunneling
splittings �E as a function of 1/h̄ [52]. The plot of tun-
neling splitting or tunneling probability versus 1/h̄ is often
used to observe the effect of classical nonlinear resonances
on tunneling [7,48,52]. As discussed in [52,79], based on the
Herring formula, one can show that the tunneling splitting can
be well approximated by the value of the eigenfunction at an
unstable fixed point located in the middle of the symmetric
invariant curves. This means that the staircase structure in the
plot of �E vs 1/h̄ implies the staircase structure in the plot
of the value of the eigenfunction at a given point. As shown
in the inset of Fig. 4, one can identify the staircase structure,
although only a single step could be observed here due to the
limitation of computational power. The step structure found in
this paper and that observed in the plot of �E vs 1/h̄ are the
opposite sides of the same coin.

As discussed in detail in [79], if the step structure and
the resulting persistent enhancement are a crux characterizing
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tunneling in generic nonintegrable systems, it turns out that
our task would be to elucidate the origin of the step structure
in ultra-near integrable systems. Before studying the complex
dynamics of nearly integrable systems with visible invariant
structures, more detailed studies of ultra-near integrable sys-
tems should be highly desirable.
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