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Untangling dissipative and Hamiltonian effects in bulk and boundary-driven systems
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Using the theory of large deviations, macroscopic fluctuation theory provides a framework to understand the
behavior of nonequilibrium dynamics and steady states in diffusive systems. We extend this framework to a
minimal model of a nonequilibrium nondiffusive system, specifically an open linear network on a finite graph.

We explicitly calculate the dissipative bulk and boundary forces that drive the system towards the steady state,
and the nondissipative bulk and boundary forces that drive the system in orbits around the steady state. Using the
fact that these forces are orthogonal in a certain sense, we provide a decomposition of the large-deviation cost
into dissipative and nondissipative terms. We establish that the purely nondissipative force turns the dynamics

into a Hamiltonian system. These theoretical findings are illustrated by numerical examples.

DOI: 10.1103/PhysRevE.108.054123

I. INTRODUCTION

It is well known that if a microscopic stochastic particle
system is in detailed balance, then large fluctuations around
the macroscopic dynamics (large-deviations theory) induce
a gradient flow of the free energy. This principle was first
discovered by Onsager and Machlup in their ground-breaking
paper [1] for a simple process with vanishing white noise,
and their result may be identified with the more rigorous and
general Freidlin-Wentzell theory [2]. However, as Onsager
and Machlup stated in 1953:

The proof of the reciprocal relations ... was based on the
hypothesis of microscopic reversibility, which we retain here.
This excludes rotating systems (Coriolis forces) and systems
with external magnetic fields. The assumption of Gaussian
random variables is also restrictive: Our system must consist
of many “sufficiently” independent particles, and equilibrium
must be stable at least for times of the order of laboratory
measuring times.

Regarding the Gaussian noise, extensions to different
noise have been known for a long time; see, for exam-
ple, Ref. [3]. What these models have in common is that,
although on a microscopic level the (vanishing) noise is
non-Gaussian, macroscopically these systems are diffusive.
Therefore, the large deviations corresponding to this hy-
drodynamic limit have a quadratic rate functional (often
called the “dynamical action”), i.e., of the form i f0T||,<')(t) +
gradV(p(t))Hf)(,)dt for some p-dependent norm on veloci-
ties, with the gradient corresponding to that norm, and free
energy or quasipotential V. Here, p(t) is usually the (hy-
drodynamic) particle density of an underlying microscopic
stochastic particle system, for instance as in lattice gas mod-
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els [4,5] or interacting stochastic differential equations [6],
but p could also be the local energy or temperature as in
the Kipnis-Marchioro-Presutti model of heat conduction [7].
Expanding the squares in the quadratic rate functional and

applying a chain rule then yields the form }1 fOT I ,b(t)llf)(,) dr +

ST I8V (00812, di + V(p(T)) = 1V(p(0)), as pre-
dicted by Onsager and Machlup, where || - ||, denotes the
dual norm on forces or potentials. As the number of particles
increases, the noise vanishes, the rate functional becomes
0, and these terms represent a free-energy balance, corre-
sponding to the dissipative system or gradient flow p(t) =
—gradV(p(t)). Different noise, for instance Poissonian noise
may lead to nonquadratic large deviations, but as discovered in
[8], the Onsager-Machlup principle still holds for systems in
detailed balanced if one allows for a nonlinear macroscopic
response relation between the force —%8]/(,0)/8,0 and the
velocity p.

Regarding systems with additional (nondissipative) “ro-
tating” effects mentioned by Onsager and Machlup, they
correspond to thermodynamically open systems, which can,
for example, be physically realized by coupling with separate
heat baths, or by injecting and extracting matter at boundaries,
while microscopically they correspond to a breaking of de-
tailed balance. These nonequilibrium systems are particularly
challenging due to the combination of dissipative and nondis-
sipative effects that are strongly intertwined.

The field of macroscopic fluctuation theory (MFT) [3,4,9]
allows an orthogonal decomposition into dissipative and
nondissipative dynamics, albeit for diffusive systems. The
nondissipative part of the dynamics is represented by forces
that cause rotating, possibly divergence-free motion, so that a
free-energy balance such as that mentioned above is bound
to fail unless one takes particle fluxes j into account. For
diffusive systems, this yields a large-deviation rate functional
of the form 1 [i11j(t) + gradV(p() + x (p(t A2, dt,
p(t) = —divj(t) for some norm on fluxes and corresponding
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gradient, free energy V), and divergence-free vector field A,
and mobility x (o) that transforms forces into fluxes [9]. In
MFT, one then exploits the fact that the dissipative force
—%V{SV(,O)/(S p and nondissipative force —%A are orthogonal
in the dual norm | - ||« on forces, which allows the rate
functional to be written as [9]

1 T T
2 / 1O, dr + /
0 0

1 1 T
V) = Ve + [
0

2
dt

1
EVSV(p(t))/Sp
pr)x

112
—A dt
p(t)*

T
+f <—A,j(t)>dt. (1)
o \2

To highlight the importance of such a decomposition,
we discuss three different interpretations of the full large-
deviation rate functional. In the first, mathematical interpre-
tation, the large-deviation rate functional characterizes the
exponential probability decay in the zero-noise limit, for un-
typical paths (p(¢), j(t)) that deviate from the macroscopic
dynamics (see Sec. II). The first four terms in (1) are the flux
version of the Onsager-Machlup decomposition, and therefore
they represent the convergence speed of the dissipative part
of the system, that is, when the system would have been in
detailed balance. The last two terms are an additional decay
rate that is purely caused by the rotating force.

In the second interpretation, the large-deviation rate func-
tional corresponds to the free energy that must be injected in
the system in order to create a path (p(¢), j(¢)) that deviates
from the typical macroscopic dynamics. The last two terms
are the Fisher information/dissipation and work done by the
rotating force; together they represent an additional contribu-
tion to the free-energy cost.

In the last interpretation, we look at the typical behavior.
A maximized probability corresponds to a minimized rate
functional, so setting the rate functional to 0, we obtain a
nonequilibrium free-energy balance as above. Instead of look-
ing at convergence speed as the noise vanishes, we now look at
the convergence of the macroscopic system to its steady state
as T — oo. This can be characterized by the free-energy loss
%V(p(T)) — %V(,o(O)), for which we now obtain an explicit
expression, with explicit and distinct contributions due to the
dissipative and nondissipative (rotating) forces in the system.

If, in addition, the nondissipative force has a Hamilto-
nian structure, then connections to GENERIC can be made
[10-12]. However, this connection is a feature of the fact that
the large deviations are quadratic [13], which fails for the
systems that we study in this paper.

For more general systems, the flux large deviations are of
the form fOTL‘(p(t), j(t))dt, but for nondiffusive systems this
action L(p, j) is not quadratic in the flux j. Although lacking
a natural notion of orthogonality, it was recently discovered
that the dissipative force —%VSV(p(t)) /6 and the nondissi-
pative force F*Y™ are orthogonal in some generalized sense,

allowing a decomposition similar to (1) [12,14,15],
T T
fo L(p(t), jt))dt = /0 Y(p), jt))dt
1
+ /ng; (pm, —Evavm(r))/s/o) dt
0
1 1
+ EV(,O(T)) - EV('O(O))
T
+/ Ve (o(t), F*™™)dt
0

T
- / Fa™ i) dt. 2)
0

Here the dissipation potential ¥ generalizes the squared norm
on fluxes, W* is its convex dual, and one of the two dual
potentials \Il% needs to be modified; see Secs. IV and V for
details.

One significant implication of (2) is an explicit expression
(24) for the nondissipative work fOTF aym. j(t)dt along the
macroscopic zero-cost dynamics L(p, j) = 0. Similarly, we
shall derive an explicit expression (12) for the dissipative work
or free-energy loss %V(,O(T)) — %V(p(O)). Both expressions
have separate contributions due to dissipative and nondissi-
pative forces, and both are nonpositive. Together with the
nonpositivity of the total work fOTF (p) - j(t)dt, this coin-
cides with what is sometimes called the “three faces of the
second law”’; for chemical reaction networks, these three signs
have been derived in [16]. Similar bounds can also be found in
[17,18]. However, we point out that the above decomposition
holds for any path, not just along the zero-cost dynamics, and
we extend the analysis to boundary-driven systems.

Decompositions of the type (2) have been studied in depth
in [12], but the details are only known for a few models, in
particular models that are driven out of equilibrium by bulk
effects.

In the current work, our aim is to precisely understand
how bulk and boundary effects can jointly drive a system
out of detailed balance, and we achieve this by studying a
linear network with open boundaries. This minimal model is
sufficiently rich to understand the role of bulk and boundary
individually and provide guidelines to more complex nonlin-
ear systems.

Our contributions are twofold. First, we calculate the flux
large deviations for the linear network with open bound-
aries and explicitly calculate all boundary-bulk dissipative-
nondissipative forces and corresponding dissipation potentials
and Fisher information, from which we derive the decom-
position (2). To do so, we explicitly calculate the free
energy/quasipotential V' as the large-deviation rate for the
invariant measure.

The second contribution lies in the study of purely nondis-
sipative systems () = 0) as a counterpart to dissipative
gradient flows (F*Y™ = 0). For a few bulk-driven models, it
was recently discovered that such dynamics in fact correspond
to a Hamiltonian system with periodic orbit solutions [12].
This precisely distinguishes between dissipative forces, which
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FIG. 1. An example of a linear network with open boundaries.

drive the system to its steady state, and nondissipative forces,
which drive the system out of detailed balance precisely
through a Hamiltonian flow. In the current paper, we show that
for our boundary-bulk driven model, the purely nondissipative
dynamics are indeed a Hamiltonian system, and we explicitly
calculate the conserving energy and Poisson structure, and
show that the Poisson structure indeed satisfies the Jacobi
identity.

Terminology. We avoid the words (non)equilibrium and
(ir)reversibility and talk about (non)detailed balance instead.
The distinction between boundary and bulk refers to large
graphs with many internal nodes between which particles can
hop, and only a few boundary nodes where particles can also
be injected or extracted from the system. However, it turns
out to be notationally convenient to assume that injection and
extraction may in principle occur at any node in the system.

II. MODEL

We consider a large number of particles hopping be-
tween different nodes on a finite graph X', where particles
may also be removed or injected. The nodes may be inter-
preted as spatial compartments, or more abstractly as chemical
species/states in the case of unimolecular reactions or discrete
protein folding. The rate at which a particle hops between
nodes x and y is denoted as Q,y, and Aiyy, Aoy are the rates
at which particles are added and removed, respectively, from
node x on the graph. See Fig. 1 for an example, and Sec. VII
for numerical results for this example. We only assume (a)
Oy =0 < 0y =0,0) hinx =0 <= Aouxr =0, and (c)
that the graph with nonzero weights Q,, > 0 is irreducible.

Defining Qu = —>_ v, O as usual, the macro-

scopic evolution of mass p(t) € R* on the graph is

p(t) = (Q — diag(hou))" p() + Xin- 3)

This model is different from the usual bulk-boundary sys-
tems studied in the literature [see Ref. [9] (Sec. VIII) for
a comprehensive list]. First, we make the choice of dealing
with independent particles to simplify the ensuing analysis
on large-deviations and decompositions of the large-deviation
cost. While we do expect similar ideas to hold for interacting
particles (such as stochastic chemical-reaction networks with
boundaries), this is left to future work. Second, we make the
atypical choice of allowing particle creation/annihilation at
each node of the graph. The classical setting where a large
bulk has a few boundary nodes is a special case of our model.

This is seen, for instance, by adding many intermediate nodes
in Fig. 1 with zero in-out flow, i.e., Aj; = Aoy = 0 but nonzero
edge weights. Note that the discussions and calculations in the
rest of the paper do not change if one chooses to work with
fewer boundary nodes as opposed to the current setup wherein
every node is a boundary node. We make this choice for
simplicity of notation since choosing a few boundary nodes
would require us to distinguish between bulk/boundary nodes
in every ensuing summation.

To investigate nondissipative effects, we study net fluxes
j(t) in addition to the mass density p(¢). To this aim, we
equip the graph X with an (arbitrary) ordering, which defines
the positive edges &€ :={(x,y) :x,y € X', x < y} U {(inx) :
x € X}. The macroscopic flux formulation of (3) is

Jo @) = jo(p@®),  jine(t) = jih (p(0)), (4)

pc(t) = —Ex j(t), where the zero-cost flux on the posi-
tive edges is j,gy(p) = prxy - :Oyny and ]31)((10) = Ainx —
Prrour- The discrete divergence operator div: R€ - R¥ on
fluxes is defined as

mxj = Z jxy - Z jyx - jinx' (5)

yeEX y>x yeEX y<x

The first two sums define the classic discrete divergence for
closed systems; together with the last term, Ex J describes
the net flow out of a node x for open systems. In particular,
> div,j = =" jine equals the total net flow out of the
system. This particular definition of the discrete divergence
accounts for the net fluxes and arises from the following
natural underlying (stochastic) microscopic particle system.

The large parameter n will be used to control the order
of the total number of particles in the system, although this
number is generally not conserved over time. At each node x,
new particles are randomly created with a rate ni;,,, and inde-
pendently of all other particles, each particle either randomly
jumps to node y with rate Q,y, or is randomly destroyed with
rate Aoy,. We are interested in the random particle density
np(t) which counts the number of particles at node x and
time ¢, the cumulative net flux nW%(¢), which counts the num-
ber of jumps x — y minus the jumps y — x in time interval
(0, ¢], and the net flux nW,"”, counting the number of particles
created minus the number of particles destroyed at that node
x in time interval (0, ¢].

By Kurtz’ theorem [19], the Markov process
(p™(t), W(t)) converges as n— oo to the solution
(p(t), w(t)) of (4), where we identify the derivative w(z) of
the cumulative net flux with the net flux j(¢). We stress that
for finite n, the continuity equation p = —divj holds almost
surely, but random fluctuations occur in the fluxes.

On an exponential scale, these fluctuations satisfy a large-
deviation principle [20-24]

Prob((p™, W™)

~(p,w)) "~

T
exp (—n/ L(p(t), w(t))dt>, 6)
0
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where we implicitly set the exponent to —oo if the continuity
equation p(t) = —div,j(¢) is violated, and [25]

Lo yi=30 30 b sG5| pi0y)
x,yeX 7
X<y

+ S(];; - jxy | pryx)]

+ D inf [5Gk | Rine) + G, = Jine | okouc)],
T2
xeXx Jin
(7)

using the usual (non-negative and convex) relative entropy
function s(a | b) := alog § — a + b. The infima in the defini-
tion of £ contract the large-deviation principle of the one-way
fluxes to the large-deviation principle of the net fluxes (see
Ref. [26], Theorem 4.2.1).

Note that £ is non-negative and satisfies L(p, jO) =0,ie.,
j0 is the zero-cost flux, since s(a | b) = 0 if and only if a = b.
The optimal one-way fluxes in (7) are given by

J;; = %Jx» + \/%J)%y + 0xQuypyQyx, and

jitx = %me + \/%JIZM + Ainx OxAoutrs 3

which yields an explicit but less insightful expression for the
cost function (7).

It will often be convenient to work with the convex (bi-
)dual of L(p, -), defined for forces ¢ € RE acting on net fluxes

H(p,¢):=sup ¢ -j— L(p, j)

jeRE

=3 D 10l = 1)+ py Qe — 1)]

x,yeX

X<y

+ ) Dhine(€™ = D+ phou(e™ ™ = 1] (9)
xeX |

1d
—5 Ve =323 s(prxy

x,yeX
xy

As jo(,o) from (4) is the zero-cost flux, we can write jO(,o) =
V:H(p,0).

III. INVARIANT MEASURE, QUASIPOTENTIAL, AND
TIME REVERSAL

The macroscopic equation (3) has a unique, coordinatewise
positive steady state 7 € RY (see Appendix A 1). Moreover,
for fixed n, the random process p™(¢) has the unique invariant
measure [1” € P(RY) of product-Poisson form

(n7r, )'Px e~ 1 X
n”(p) := [Teex Tt PE (ZNO) ’ (10)
0 otherwise;
see Appendix A 1. Using Stirling’s formula, one obtains that
the invariant measure satisfies a large deviation principle
1" (p) ~ e~V») with quasipotential

Vip) =) s(plmy), (11)

xeX

which can also be interpreted as (kgT) 'x the Helmholtz
free energy if m, = e 5/%7 for some energy function E,,
Boltzmann constant kg, and temperature 7'. Let the discrete
gradient V : RY — R¢ be the adjoint of —div from (5), i.e.,
V& =& — &, Vin,& = &,. With this notation, the quasipo-
tential (11) is related to the dynamic large deviations through
the Hamilton-Jacobi-Bellman equation H(p, VVV(p)) = 0;
this can be calculated explicitly but also follows abstractly
from the large-deviation principle for the invariant measure;
see, for example, Ref. [4] [Eq. (2.7)] or [12] (Theorem 3.6).
Note that here V) (p) is a vector with elements dV/d p,.

Without further assumptions, the quasipotential V is indeed
a Lyapunov functional along the macroscopic dynamics (3),
which can be calculated explicitly as

T [
px'oyn,_xQXy> + Z |:S (Amx‘ JT_X)"IM) + S(px)"outx|\/ pxnx)"outx)i|
Y xeX x

=L (p, j°(p)) >0

1 7w\ 1 o\
+ E Z Z (\/ )OxQxy - )Onyyn_y> + 5 Z |:(\/ Ainx — n_x)\inx> + (\/px)toulx - \/ﬂx)houvc)z] . (12)

x,yeX

x#y

xeX

In Sec. V we introduce £ (p, j°(p)) and see that it forms
the cost of the macroscopic dynamics (4) if the underlying par-
ticle system is modified to a “purely nondissipative” system;
in the same section, we introduce what we call the “modified
Fisher information” W7.m (0, F¥™(p)).

Before discussing the general setting, let us first discuss
the detailed balance (equilibrium) case. The Markov process
p™(t) is in microscopic detailed balance with respect to I1" if
the random path t — (p™(¢), W®™(¢)) starting from p™(0) ~

:\I’:—asym (p,F¥m(p))=0

(

I1”, W (0) = 0 has the same probability as the time-reversed
patht — (o™ (T —t), W(T) — W"(T —t)) [see Refs. [22]
(Sec. 4.1) and [27]]. For our simple setting, this notion of
microscopic detailed balance is equivalent to what may be
called macroscopic detailed balance [28]:

nxQxy = n}'ny and )\inx = nx)\outx- (13)

On the large-deviation scale (micro- and macroscopic)
detailed balance is equivalent to L(p, j) = L(p, —j)+
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VVV(p)-j, which is in turn equivalent to H(p,¢) =
H(p, VVV(p) — ¢) by convex duality.

By contrast, if detailed balance does not hold, then, start-
ing from p™(0), o™ (T) ~ [I"(T), W™(0) = 0, we obtain
after time reversal that o *(¢) := p"(T —t) and W‘")(t) =
W®(T) — W™(T — t) are the normalized particle density and
cumulative net flux of a different particle system, where at
each node x, new particles are created with rate nmw, Aoy,
and each particle independently jumps to node y with rate
Q,cmy/m, and is destroyed with rate Ai./7y; see again
Ref. [22], Sec. 4.1. Analogous to (6), (<,(7(”’(t), W“”(t))
satisfies a large-deviation principle with rate functional

fOT <E(,0 (t), w(t))dt, which is related to the original rate func-
tional through the relation (Z(p, N=L(p,—)+VVV(p)-J,

and by convex duality %(p, 2)=H(p, VVV(p) — ¢); see,
for example, Refs. [4] (Sec. 2.7), [29], and [22] (Sec. 4.2).

IV. FORCE-DISSIPATION DECOMPOSITION AND
CONNECTIONS TO THE ONSAGER-MACHLUP
RELATION

Our aim is now to decompose the large-deviation cost
function (7)

Lp, j)=¥(p, )+ ¥ (p, F(p)) —F(p)-j (14)

for some force field F(p) € RE and convex dual pair of non-
negative dissipation potentials ¥, V*, i.e., for any p,

W (p, g) =supl - j— W(p, j).
J

W(p, j)=sups - j— ¥ (p,0). 15)
¢

Let us first discuss the physical interpretation of decom-
position (14). As already hinted at above, of particular

interest will be forces of the form F(p) = —%VVV(p) in
which case [ F(p(1))- j(t)dt =L [TV V(p(0))- p(t)dr =
%V(,o(T)) — %V(p(O)). This shows that the integrated version
of (14) has the dimension of entropy (or nondimensional
free energy), and so (14) is really a power balance with its
integrated version being an energy balance. For the zero-cost
flow, L(p, j) =0, and so the sum W(p, j)+ ¥*(p, F(p))
models the dissipation of free energy or entropy, which jus-
tifies the term “dissipation potentials.” In fact, by convex
duality, the non-negativity of W, W* implies that W(p, 0) =
0 = W¥*(p, 0), reflecting the physical principle: there is no
dissipation in the absence of fluxes and forces. There-
fore, W*(p, F(p)) = L(p,0) is the energy that needs to
be injected into the system in order to force j =0, and
W(p, j) = L(p, j)|r)=o is the energy that needs to be in-
jected in order to force a nontrivial flux j in the absence of
forces.

Due to the duality (15), W and W* are convex in their
second argument and we have the inequality W*(p, ¢) +
W(p, j) = ¢ - jforany j, ¢. Furthermore

U (p, ) +W(p, j)=¢-j <= ¢ =V;¥(p,))
— j=V ¥ (p, 0).

When £ = 0, which corresponds to the macroscopic flow j°,
the identity (14) along with the properties of convex duality
imply that

J°(p) = Ve W*(p, F(p)) and  F(p) = V;W(p, j’(p)).
(16)

The first equality above provides a nonlinear-response relation
between forces and fluxes.

The decomposition (14) exists uniquely [8], where the
force and dual dissipation potential are explicitly given by [30]

PxQxy

PyCyx

1
Foy(p) ==V, L(p,0) = 3 log (17)

)\inx
IOXA‘OUUC
V¥ (p,¢) =H(p,{ — F(p)) —H(p, —F(p))

=2 > \/px0ypyOye(cosh(zy) — 1)

x,yeX
x<y

+2)  Vhinprhou(Cosh(Gn) — 1. (18)

xeX

)

1
Enx(p) = _V.jinx’c(p’ 0) = 5 IOg

The middle term

1
Vo F(0) = 53 3 (/0O = /0, 0u)

X7y

+ YV hine = Vorkou) (19)

is often called the Fisher information; it quantifies the energy
needed to shut down all fluxes under force F', and also controls
the long-time behavior of the ergodic average 7! fOT p(t)dt
[31].

If detailed balance holds, the force is related to the
quasipotential through F(p) = —%?VV(/)), which reflects
the classical principle that systems in (macroscopic) detailed
balance are completely driven by the free energy. This can
be checked explicitly, but is also known to hold more gen-
erally [8], since in that case the decomposition (14) can be
interpreted as a generalized Onsager-Machlup relation. In par-
ticular, under detailed balance, the work done by the force
along a trajectory equals the free-energy loss as

1—
Flp@®)-jt) = =ZVVV(p(®)) - jt)
1 —
=5 VV(p(®) - divj(t)

1 ; 1d
= —zVV(p(t)) ) =2 V(p()).
(20)

More generally without detailed balance, the cost func-

tion L(p, j) of the time-reversed dynamics admits a similar

decomposition as in (14), with the same dissipation po-
pryxﬂy/ Tx

and
PyQuyTrx /Ty

tential (18) and driving force ?xy(,o) = %log

< .
Finc(p) = 1 log p’:;*—:/‘m This allows us to define symmet-

ric and antisymmetric forces with respect to time-reversal
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[9,12,15],
1 < 1. 70
F3Y™ .— _[F, — F, = —log ===,
o 2[ v(p) y(p)] 5 log 0o
1 <« 1 A
F™™ .— _[F, — Fy, =1 . 21
P 2[ <(0) x(0)] > log . 2D

This decomposition of the force is natural and insightful be-
cause the symmetric force always takes the form F*™(p) =
—%gVV(p) as in the case of macroscopic detailed balance
(13) as explained above, and the antisymmetric force F*™ =
0 precisely if macroscopic detailed balance holds. So ™™
and F,;"™ are exactly the bulk and boundary forces that drive
the system out of detailed balance. This will be crucial to
derive explicit expressions for the free-energy loss (12) and
the work done by the nonequilibrium force (24) along the full
dynamics (16).

While it may seem surprising that F*™ is independent
of p, it should be noted that this happens for various other
systems as well (see Ref. [12], Sec. 5).

V. DISSIPATIVE-NONDISSIPATIVE DECOMPOSITION OF
THE COST

We will now use the notion of generalized orthogonality
[12,14,15] to further decompose the dual dissipation W* in
(14) into purely dissipative and nondissipative terms.

To this end, we first introduce the modified potential and
the generalized pairing

(e, £)

=2 Z Z PxOxy Oy Oyx COSh(ny)( COSh(gxy) - 1)

+2 "V hinechour cosh(ine) (cosh(Ziny) — 1),
xeX

90 (§ ) E )

=2 Y /peQuypyQys sinh(Zyy) sinh(&yy)

+2) " Vhinehehous Sinh(Ziny) sinh(ing ). (22)

xeX

Using the addition rule cosh(¢ + ¢) = cosh(¢) cosh(¢) +
sinh(¢)sinh(¢), one finds that dual dissipation W* (18)
can be expanded as W*(p, ¢ +) = W*(p,Z) +6,(¢,0) +
Pz (o, ¢).

Of particular interest is the case where ¢ = F¥™(p), ¢ =
F*¥™ Using the explicit expression for the forces (21) and the
definition of sinh in terms of an exponential function, we find

0,(F¥™(p), F*™™)

=4 Z PxQxy PyOyy sinh (F;Syym) sinh (an;ym)

x,yeX
x<y
+4 Z /inx P houts sinh (F2™) sinh (F™)
xeX

Px
= Z 7T_x |: Z (T[XQxy - nyQ}'x) + nx)\outx - )\inx:|

xeX yeX,
y#X

=0

+ Z()‘inx - 7Tx)"0utx) =0.
xeX

=0

The fact that the generalized cross term O(F%™, F3Y™)
vanishes reflects an orthogonality of the symmetric and an-
tisymmetric forces in a generalized sense (see Ref. [15], Prop.
4.2 and Ref. [12], Prop. 2.24).

This orthogonality is also related to the quasipotential as
follows. First, consider a system with free energy )} and
force F = FS™ 4 Fasym [sym — —%ﬁVV. Then V is also
the quasipotential for the modified system where the nondis-
sipative force F*¥™ is replaced by zero, i.e.,

HY™ (0, VVV(p)) = 0,(—F*™(p), 0) = 0.
Second, consider a system in detailed balance with
quasipotential V and F = F%™ = —%VVV. If one would
add an additional force ¢, the modified Hamilton-Jacobi
equation reads

HI™(p, VVV(p))

=W, VVV(p) + F¥™ 4+ ) — W¥(p, F¥™ 4 ¢)

= U*(p, —F"™ 4+ ) =V (p, F"™ +¢)

= —20,(F™",¢).
Thus, the forces ¢ orthogonal to F¥™ are precisely those
forces that leave the quasipotential invariant when added to a
symmetric force. Therefore, this orthogonality means that the
quasipotential V' and steady state 7 are unaltered by turning
F*Y™ on or off, which is also observed in the numerical
examples in Sec. VIIL.

Therefore, we can expand W* to arrive at the following
splitting of the Fisher information:

\IJ*('O’ F(p)) = \IJ*(P, Fsym(p) + Fasym)
=0
— \y*(p’ Fasym) + Gp(FSym(,O), Fasym)
+ Yham (0, F¥™(p))

=0
= U (p, FY"(p)) + 0,(F¥™"(p), F*™)
+ Wiy (0, F*™M).
These expansions are not quite the same as in the quadratic

case—one of the potentials needs to be modified according to
(22). This yields the modified Fisher information, cf. (19),

Yiwom (0, F¥™(0))

Ly (G bTa)

1 0 2
+ = Z (\/ )\inx - _x)"inx>
2 xeX Tx

1
+ E Z(\/px)“outx - \/nx)\outx)zv

xeX
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Wram (0, F*™)

S > (Vo - fo o)

1
+ E Z(\/ )\inx -V 7Txkoulx)z
xeX
1 xS
+ E Z m )Ox outx
xeX

Applying this expansion of dissipation potentials to (14) leads
to two distinct and physically relevant decompositions,

=L (p, )
L(p, j)=W(p, j)+ ¥V (p, FM) — F¥»M . j
+ Wm0, F¥™(0)) = F™(p) - . (232)
=LY (p, ])
= W(p, j) + W (p, F¥™(p)) — F¥™ .
= Whan(p, ™) = F7 . (23b)

The two “modified cost functions” £%™, £%Y™ are non-
negative by convex duality, and they are in fact themselves
large-deviation cost functions of a particle system with mod-
ified jump rates; see Appendix A 2. Since F¥™ = —1VVY,
the symmetric cost £L%™ encodes the (nonquadratic) Onsager-
Machlup dissipative (gradient-flow) part of the dynamics,
even without assuming detailed balance. By analogy, £*™
encodes a nondissipative dynamics that is in some sense the
time-antisymmetric counterpart of a gradient flow; this will
be explored in Sec. VI. Both expressions (23) decompose the
cost function £ into terms corresponding to the dissipative
and nondissipative dynamics, but because W* is nonquadratic,
there are two distinct ways to do so [32].

Of particular interest are the decompositions (23) along
the zero-cost traffic j%(p). The work done by the symmetric
force is F¥™ . j0 = —%%VVV, so that we retrieve the free-
energy loss (12) from (23a), with the explicit expression for
L3 (p, jo) given by the s(-|-) terms in (12). Analogously,
inserting j° into (23b), we find an explicit expression for the
work done by the antisymmetric force,

T T
/(; Fasym | ]O(Io([))d[ = —/0 [Lsym(p(t)v JO(I))

+ Whan (0(0), F¥" (p(0))]dt <0

(24)
with
L¥(p, jo(p)) = Z Z S()OXQX)' Px,/ %Qnyyx)
x,yeX
xX#y

+ Z |:s()Vinx | vV T AinxAoutx)

xeX
)"lﬂX )"OU'/\'
& ™ ) } .

+ S(on)\'outx

While a priori both LY™(p, j) and L*™(p, j) appear as
a minimization over one-way fluxes as in (7) (see Ap-
pendix A2), for j = j%(p) the minimizing one-way flux is
exactly j;; = pxQxy, j;:x = Ainx, Which simplifies the expres-
sions considerably.

As mentioned in the Introduction, the nonpositivity of the
antisymmetric work (24) was derived for chemical reactions
in Eq. (18) of Ref. [16].

VI. DISSIPATIVE AND NONDISSIPATIVE ZERO-COST
DYNAMICS

Recall from Sec. IV that £ = 0 for the full macroscopic
dynamics and so p = —EV(\I’*(,O, F¥(p) + F*Y™). Sim-
ilarly, £%Y™ =0 yields the nonlinear gradient flow p =
—divV,W*(p, —1VVV(p)) driven by the free energy V. How
can the zero-cost dynamics of £*™ be given a physical inter-
pretation? The ODE describing this dynamics is

pe(t) = —div, VW (p, F*™)

= Z Z /Ox(t)py(t)<ny\/Z:i - Qx_\\/%)

x,yeX
Xy
1
+ vV px( inx — — «/7[_ - )\outx\/ nx)~ (25)

Our potentially surprising result is that this equation in fact
has a Hamiltonian structure p = J(p)VU(p) with energy and
Poisson structure given by

Up) =D (VTx — /o) (26)
xeX
Ty T\ TT
Jy(0) =2 /Dpyp: [ Zsz : 0y
zeX
Ty T, T\ TTy
- )_sz . sz:|
NT
+ 2\/ px:Oy |: m) RV 7Tx7T) )Lout) T )me

+ ‘/nxnykoutx], x,ye X, x #y. 27

We include a brief derivation in Appendixes A3 and A4 to
verify that the corresponding Poisson bracket [#!, 2], ==
VZ(p)- J(p)V.F2(p) satisfies the Jacobi identity (requi-
site for a Hamiltonian system). The energy (26) is known as
the Hellinger distance [33], mostly used in statistics [34] and
recently also to describe certain reaction dynamics as gradient
flows [35].

The Hamiltonian structure (U, J) for the ODE (25) is gen-
erally not unique. In contrast to the gradient flow for £%™,
it is not clear to us whether ¢/ and J are somehow related to
the variational structure provided by £*Y™. A natural question
is then whether—in the spirit of metriplectic systems [36] or
GENERIC [10]—there could be a Hamiltonian structure for
(25) so that the energy U is also conserved along the full
dynamics £ = 0. The answer to this question is no, because by
(12) the full dynamics simultaneously dissipates free energy
until the unique steady state is reached. Another fundamental
difference with GENERIC is that here the full dynamics is
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FIG. 2. Case A: Pure bulk effects. Top row: Plots of the zero-cost trajectories p(t) associated with jO, joym  jOasym starting from three
different initial conditions (black dots) with the steady states depicted by the pink dots. Bottom row: The steady states 7 (in pink) and
steady-state fluxes (magnitude indicated by values and direction by arrows) corresponding to j°, j%¥™, and j%3™ respectively.

retrieved by adding the forces F = F¥™ + F*Y™ whereas in
GENERIC one retrieves the full dynamics by adding veloci-
ties or fluxes.

VII. INSIGHTS FROM A SIMPLE SYSTEM

Consider the simple example of Fig. 1 with X = {A, B, C}
and define the positive edges as £ = {(A, B), (A, C), (B, C)} U
{inA, inC} (with no in/out-flow at B). In what follows, we
use jO, jymO_ jasym.0 for the zero-cost flux for £, L™, £3Y™
respectively.

Case A: Pure bulk effects. We assume that the forward
transition rates Qap = Qpc = Qca = 2 and backward tran-
sition rates Qag = Opc = Qca = 1 and Ajpy = Aguee = 0 for
x = A, B. This corresponds to a closed system being driven
out of detailed balance purely by the bulk force, which is
encoded in the different forward and backward transition rates
(no detailed balance). Since there is no in- and outflow, the
total mass of the system is preserved at all times (and equal
to the mass at + = 0) with the steady state mw = (%, %, %).
The zero-cost trajectories and corresponding steady states are
plotted in Fig. 2.

There are three interesting observations about the trajecto-
ries. First, in line with preceding discussions, both the full and
symmetric zero-cost trajectories (top row, left, and middle)
converge to the steady state m whereas the antisymmetric
zero-cost trajectory (top row, right) orbits around the steady
state. Second, all the trajectories are confined to a plane that
corresponds to the conservation of total mass [Y_ p.(t) = 1].
Third, the symmetric zero-cost trajectories are straight lines
since the purely dissipative dynamics is a gradient flow of a
linear system (since there is no in-/outflow).

From the steady states we see that, as expected, the
symmetric zero-cost dynamics has an equilibrium/detailed
balanced steady state (bottom row, middle), and the full sys-
tem (bottom row, left) has a nonequilibrium steady state.
Surprisingly, the (static) steady state 7 of the antisymmetric
dynamics (bottom row, right) leaves the steady state and even
the corresponding flux of the full system unchanged. This is
in line with the observation that the forces orthogonal to the
symmetric force are precisely the ones that leave the quasipo-
tential unchanged (see Sec. V).

Case B: Bulk and boundary effects. As in case A, we as-
sume that Qap = Qpc = Qca = 2 and Qap = Opc = Oca =
1. For the boundary, we assume that Ajj4 = Aoye = 2 and
Aouta = Ainc = 1. This case corresponds to the system being
driven out of detailed balance by both bulk and boundary
effects. Regardless of the initial condition, the steady state
T = (%, 19—0, %) is unique and positive but no longer a prob-
ability density; see Appendix A 1. The zero-cost trajectories
and corresponding steady states are plotted in Fig. 3.

As in the previous case, both the full and symmetric zero-
cost trajectories (top row, left, and middle) converge to the
steady state 7 while the antisymmetric zero-cost trajectory
orbits around the static steady state (top row, right), however,
with the crucial difference that the trajectories are no longer
confined to a plane since the mass is not conserved due to
in/out flow at the nodes. We point out that the trajectories
of the full and symmetric system are different even though
they appear to be the quite close from the figures (compare, in
particular, the orange trajectory in the top row of Fig. 3).

A natural next step is to study the behavior of the system
under varying combinations of symmetric and antisymmetric
bulk and boundary forces. Consider for example the system
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©olut
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% ES

FIG. 3. Case B: Bulk and boundary effects. Top row: Plots of the zero-cost trajectories p(t) associated with j°, jO¥m  jO-aym gearting from
three initial conditions (black dotes) with the steady states denotes by the pink dots. The initial conditions are the same as in Fig. 2. Bottom
row: The steady states 7 (in pink) and steady-state fluxes (magnitude indicated by values and direction by arrows) corresponding to to j°,

jO¥m and jO*Y™ respectively.

of case B, where the force is replaced by Fy, == Fyy" and
Fine = F."", i.e., purely symmetric bulk force and antisym-
metric boundary force. This altered system will also have
an altered steady state 77, and as a consequence, the decom-
position into symmetric and antisymmetric forces will be
different, that is, in general Fsym £ psym  frasym £ pasym Tp
fact, it is impossible to construct a system where the bulk
is in detailed balance (F,, = F,y"") but the boundaries are
not (Fny # F,o'"). Indeed, the steady state corresponding to
such system would have some nodes with nontrivial in and
outflow, but since the bulk has zero net fluxes, mass cannot be
transported from the inflow to the outflow nodes. By contrast,
take the system of case A with the family of uniform steady
states m = (a, a, a), a > 0. If one now adds boundary forces
such that Ajyy/Aouy = 7 = a for some a > 0, then the steady
state of the altered system is still 7 = (a, a, a). One can thus
construct a system where the bulk is not in detailed balance
(Fry # Fy'") but the boundaries are (Fp, = F, ).

inx

VIII. DISCUSSION

As pioneered by Onsager and Machlup, microscopic fluc-
tuations on the large-deviation scale provide a free-energy
balance for macroscopic dynamics. By taking fluxes into ac-
count, macroscopic fluctuation theory extends this principle to
nonequilibrium systems to obtain explicit balances (14), (12),
and (24) in terms of the work done by the full, symmetric, and
antisymmetric forces F, F¥™, F*Y™ respectively.

With the aim of understanding the role of bulk and bound-
ary effects in nonequilibrium nondiffusive systems, we study
an open linear system on a graph. The derivation of the

three energy balances poses a number of challenges. First,
we derive the explicit quasipotential (11) (free energy) as
the large-deviation rate of the microscopic invariant measure.
Second, since the microscopic fluctuations are Poissonian
rather than white noise, the large-deviation cost £ cost is
nonquadratic and therefore requires a generalized notion of
orthogonality of forces. Whereas the modified system L™ =
0 is purely driven by the dissipation of free energy, the
third challenge is to understand the system £*™ = 0. As
observed for closed linear systems in [12], it turns out that
with open boundaries, this dynamics is indeed a Hamiltonian
system—even satisfying the Jacobi identity. Our work thus
allows us to distinguish between dissipative (symmetric) and
nondissipative (antisymmetric/Hamiltonian) boundary and
bulk mechanisms. We expect that these ideas will apply to
more general nonlinear networks, for instance open networks
with zero-range interactions (and related agent-based models
in social sciences) and chemical-reaction networks attached to
reservoirs.

A few intriguing questions emerge from our analysis with
regard to the role of antisymmetric forces. It turns out the
antisymmetric forces are exactly the ones that leave the
quasipotential and steady state invariant (Sec. V). This leads
to the natural question of whether one can optimize these
forces in a systematic manner to speed up convergence to
equilibrium; this is an important challenge in the sampling
of free energy in computational statistical mechanics [37—41].
Finally, it may be intuitively clear that the antisymmetric
flow, contrary to dissipative dynamics, should be nondissipa-
tive. However the appearance of a full Hamiltonian system
with the Hellinger distance as conserved energy seems rather
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surprising, and it is not well understood how and why this
structure emerges. So far we have only managed to prove the
Jacobi identity for systems where the weights (or jump rates)
encoded in Q are constant, while we do observe periodic orbits
and prove conservation of energy more generally. It is not at
all clear if the Jacobi identity is only a feature of jump systems
with constant rates or satisfied more generally.
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APPENDIX
1. Invariant measure and steady state
a. Product-Poisson form of TI™

We show that the invariant measure IT® for the (under-
lying) random process p™(¢) (described in Sec. II) indeed

J

has the explicit expression (10), i.e., it satisfies the backward
equation

>IN Q f)(p) =0 (A1)

PE(GN)¥

for all bounded functions f on %N()Y , where Q™ is the gener-
ator for p®™(¢). Using the product structure of I1™, we have

Ny
npe+1°

H(n) l]l — H(m
p+ s (0)

1 v
m (p - ;L) = (o),
1 1 NIty Oy
N 0+ -1, — _]ly — H‘”)(p) Lty
n n npy +1/\m,

Using this expression, and pulling out the function f, (A1) is
equivalent to the following expression for any p:

1 1 1 1
E E nl px + — Qxyn(”) p+-1,— _]ly - anQxyH(")(,O) + E n}\inxn(”) p——1,)— n)tinxn(n)(p)
n n n . n

x,yeX
x<y

xeX

1 1
+ E |:I’l <px + _>)Loutxn(n)()0 + _]lx) - npx)LouLxH(”)(p)]
n n

A2 " Px n
(=) nll' )(P) Z 7_[_ |: Z(”yny - nxQxy) + )\inx - nx)"outx ] + nIT' )(:0) Z(nxkoutx - )"inx)7

xex ¥ yeX
y#x

=0

where both sums are 0 since 7 is the steady state of (3).

b. Properties of macroscopic steady state

If the graph is closed, i.e., Ain, Aoyt = 0, then (3) is the
Chapman-Kolmogorov equation for an irreducible Markov
chain. Hence there is a coordinatewise positive steady state,
which is unique if the total mass ), _, 7, matches that of the
initial condition p(0) (see Ref. [42], Theorem 3.5.2).

We now show that there exists a unique coordinatewise
positive steady state regardless of the initial condition even
when the graph is not closed, but it satisfies the assumptions
made in Sec. II.

Since the graph is not closed and irreducible, there ex-
ists at least one x such that Ay, Aoyy > 0. This implies that
the matrix [Q — diag(Xoy )] is diagonally dominant with at
least one strongly diagonally dominant row |Qyy — Aoutr| >
Zy £x |Qxy|. Furthermore, the matrix is irreducible since the
graph is assumed to be irreducible. These properties imply
that [Q — diag(Xoy )] is invertible (Ref. [43], Corollary 6.2.27)
and so there exists a unique solution 7 of

[Q — diag(hou)]' T = —Ain. (A2)

=0

To study the sign of &, we decompose the graph A" into
Xt ={n,>0}and X~ := {7, < 0}. If X = @, then sum-
ming the stability equation (A2) over all of X = X'~ leads to
the contradiction

0= > (Tehowr — hins) < 0.
xeX~

Similarly, if X, Xt # @, then summing the stability equa-
tion (A2) over X'~ gives the contradiction

0= Z Z (nxQxy - 7TyQy)c) + Z (Trx)‘-outx - )\-inx) <0

xeX~ yeX+ xeX~

since by irreducibility there is at least one pair x € X~, y €
Xt for which O,y > 0, and all other terms are nonpositive.
We have thus shown that ¥ = X'+.
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Finally, to show that 7 is coordinatewise positive, i.e.,
m, > 0 for every x, assume by contradiction that there exists
anx € X for which 7, = 0. Since that node does not have any
outflow, the stability equation in x reads

0= Z(foQxy - T[yny) + T Aoutr — Ainx
y#X

= - Znyny — Ainxs

VF#X |

+ Z inf |:S(me | v Ainx e Aoute) + S(jitx — Jinx

WQxy‘/ ) +S(ny
px 4 .
Ainx 7_[_ + S(]inx — Jinx|V PxTxAoutx) |5
X

e Jm>0

Lp, )= ) inf [ (Jm

i
X, \EX n/
x<y

—G—Z inf |: (j]ﬂn'x

e Jm>0

,/Qny\x ) + s(]n Jxy| Oy

and so Ajpy = 0 and mr, = 0 whenever Q,, > 0. By irreducibil-
ity and recursion, this would lead to the contradiction A;, = 0.

2. Expressions for modified cost functions

Equations (25) and (12) give expressions for the symmetric
and antisymmetric cost evaluated at j°. The general expres-
sions for these costs and corresponding Hamiltonians is

Ty
Qxy ny N_v ) :|

)"inx)\outx>i|
Py — ) |
Ty

Ty
Y. 77:)(

Px Py

HY™(p, )= ) [pxw/Qny,x—(efﬂ 1)+ py /Qnyy%(e—%' - 1)}
y

x,yeX
X<y

lI].X)\'OLl —
3 [Vl € = 1) [ 2220 )
xeX x

HY" (0.8 = Y [Jpx—prxy\/?(e% -+ Jﬂx_mQ>~x\/§(e“"> - 1>]

x,yeX
x<y

Px —Cin
+Z[xmx,/n—<e¢m = D+ Vormhou(e™ ™ — 1)}.
xeX *

The integral fOT[,Sym(p(t), j(t)) dt is the large-deviation rate
functional for the particle density and flux of a modified
system, where particles jump from x to y with a jump rate
npx/ OxyOyx7ry/7y; particles are created at x with a rate
VAT Ao and destroyed with a rate 10,/ AincAouts/Tx.
Similarly, fOTEasym(,o(t), j(t))dt corresponds to a system
where particles jump from x to y with a jump rate
n./PxPyQury+/Tx/Ty; particles are created at x with a rate
RAinen/ Px /70, and destroyed with a rate 714/0, 7, Ao Observe
that the symmetrized system describes independent jumping
and destruction and constant creation as in the original system,
whereas the antisymmetrized system introduces a nonlinear
interaction between the particles.

3. Derivation of the Hamiltonian structure

We expand the graph with an additional ghost node X :=
X U {®}, where mass flowing in and out of the system is now
extracted from and collected, respectively, in © instead; see
Fig. 4. This results in a dynamics that conserves the total mass

(

M =) _vuo P:(0) [although po(7) may become negative],
and the rate of flowing out of a node x is either linear, p,Qx,,
Pxroutx, O constant, Ain,. The expanded system has the same,
coordinatewise positive steady state w on X as the original
system, but with an additional coordinate 7o. By mass con-
servation, this coordinate satisfies 7o, = M — er ¥ Ty, S0 if
we initially place enough mass in the ghost node (which does
not change the dynamics), then M will be sufficiently large so
that 7o > 0.

We are then in the same setting as zero-range processes
(see Ref. [12], Prop. 5.3). By results therein, the augmented
antisymmetric zero-cost dynamics is a Hamiltonian flow and
can be written as [abbreviating px := (py)rex defined in

(25)]

px@)| _ - ~
[ p@(t)] = J(p)VU(p)
_[ Jw  Jxe@][Verlp)
= [—me J@@(p)}[ViQU(P)} (A3
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where Z;{(,o, po) =U(p) and U, J are given by (26) and (27),
and Jxo, Jop are irrelevant by the following argument. Mass
conservation implies that A : (px, po) > px is a bijection
with Jacobian J, = [I | 0]. Applying the variable trans-
formation A to (A3) yields px(t) = JaJ(p) ]V, U(p) =
J(p)V,,U(p) as claimed.

4. Jacobi identity

We verify that the bracket [F!, . Z?%],=V.Z!(p)-
J(p)V.Z%(p) defined by the Poisson structure (27)
indeed satisfies the Jacobi identity [[Z!, .#%], %%, +
(.72, 73, 71, + 173, 7, ], =0 for all suffi-
ciently smooth functions .#' and all p € RY. Omitting
p-dependencies to shorten notation, this identity is equivalent

to the following tensor relation (see Ref. [12], Lemma A.1)
FIG. 4. The graph from Fig. 1 with an additional ghost node. forall p € R and x y,z € X:

R+, 4R, =0, K, =Y Judaly. (A4)

yx
a#z

We first calculate the derivative for x # y (clearly J,, = 0),

BB a X

aa‘J]X.V = Zz;ﬁx %Biy + 2\/ IO,V ;y + %Bgy’ a=x,

Yns /BB + 2 /0:Byy + BBY. a=y,

X

TT,TT; TTxTTy, Ty, Ty TTy

Z . ) .

Bxy — sz - Qyz - sz + sz’
Ty T, T T,

Ty

[TTy

O .__ Y

Bxy = )\iny — A/ nxny)\ouly - T )"inx + A/ ﬂxﬂy)koutx-
X

Ty
The tensor then decomposes into terms of different orders R}, = zRny +3 RS, +4Rfcy of ./p, where
Ry = 2[Voup:BOBY + /Py p:BLBL].

Ry =2 [/PopBYBE + /Papyp: (B BY, + BYBYL) + /pap:(BS, B, + BYBy)].
a

Ry =2 ) [Vobeisi:BYBe: + /PaPrpyPiBY B + \/0apobrp:BY B ].

Since (A4) needs to hold for all p € R, we may check it for each order separately. Using the skew-symmetry of (Bx@y )xy for the
second-order terms we have

0.

R+ R+ Ry =200 BG[BL + BL] + 2000 B[ B + BG | + 2ppBR[ B + BT

Using the skew-symmetry of (Biy )xy and (Bf?y )xy, for the third order terms we find

3R3ch + 3R§x + 3R)zcy =2 Za [V pxpypZ(Bng(?y + B;lec(IDz + B?yBgc) + v pappr(Bzng + B?ng + B?yBg + B?)'Bz(?c)
+/Papip: (B} By, + By.B + By BL + BY,BL)
+ % pap}'pZ(B?ng’ + BZZB)(SC + B?}'B)(?z + B;XBJ(CDZ)]

=2/phyp: Y (BLBS, + BLBS. + BY,BS,).
a
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Hence the sum over the constants needs to be zero. After a lengthy calculation, we find

Z (BS.BS, + B4 B + BLBS) =

a VT
1

y

_I_

+
ATy

Using the stability equation (A2), the three sums on the
right can be replaced by expressions depending on Aip, Aoy
only. This yields 12 paired terms that cancel each other out,
so that indeed *RY; + RS, + R, = 0.

X

1 3 [m
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x
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Ty TT.
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1 F17 Ik
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z
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Finally, for the fourth-order terms, Ry, + 4R;x + R, =0,
because this describes the closed graph setting Ain, Aou = 0,
which satisfies the Jacobi identity (Ref. [12], Appendix A).
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