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Active Brownian particles in external force fields: Field-theoretical models, generalized barometric
law, and programmable density patterns
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We investigate the influence of external forces on the collective dynamics of interacting active Brownian
particles in two as well as three spatial dimensions. Via explicit coarse graining, we derive predictive models,
i.e., models that give a direct relation between the models’ coefficients and the bare parameters of the system, that
are applicable for space- and time-dependent external force fields. We study these models for the cases of gravity
and harmonic traps. In particular, we derive a generalized barometric formula for interacting active Brownian
particles under gravity that is valid for low to high concentrations and activities of the particles. Furthermore,
we show that one can use an external harmonic trap to induce motility-induced phase separation in systems that,
without external fields, remain in a homogeneous state. This finding makes it possible to realize programmable
density patterns in systems of active Brownian particles. Our analytic predictions are found to be in very good
agreement with Brownian dynamics simulations.
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I. INTRODUCTION

Active Brownian particles (ABPs) are particles that
undergo Brownian motion together with constant self-
propulsion [1–4]. Under the influence of external fields, they
can show a variety of effects [4–6]. This includes anomalous
sedimentation profiles under gravity [7–9], self-induced polar
ordering [10–15], trapping [15–17], superfluidity [18,19], ef-
fective diffusion coefficients [7,11,20–23], and self-organized
fluid pumps [24]. In addition, ABPs show an accumulation at
repulsive walls or interfaces [25,26]. Such walls or interfaces
can be described via an external force field [27]. A force
field can also be used to determine properties like pressure
in far-from-equilibrium systems [14,28,29]. Furthermore, the
nonequilibrium dynamics of active particles in external fields
is very important for future applications of such particles in
medicine and materials science, where active particles can,
e.g., perform drug delivery [30–34] and form active ma-
terials with exceptional properties [35], respectively. It has
been demonstrated that the control over the particles that is
needed for such applications can be well achieved via exter-
nal fields [34,36]. The active agents can be either artificial
self-propelled microparticles [37–42] or motile microorgan-
isms [43–45]. Both are frequently and successfully described
as ABPs, including even run-and-tumble particles like Es-
cherichia coli bacteria [45–48].

Despite the importance of the behavior of ABPs under an
external force, there exist only a few, and often very specific,
theoretical models for the nonequilibrium dynamics of ABPs
in external force fields. Sedimentation profiles for noninter-
acting ABPs in two and three spatial dimensions are derived
in Ref. [14] and further compared with experimental data.
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The authors of this work found a qualitative agreement with
the traditional barometric formula only after a certain height.
In Ref. [9], a coarse graining in Fourier space with long-
wavelength approximations was used to obtain a model for
noninteracting ABPs under gravity in three spatial dimensions
and in the presence of a confining wall, resulting in a refined
barometric formula in the steady-state limit. By neglecting
translational diffusion, the steady-state equation for systems
of noninteracting ABPs in two spatial dimensions under the
effect of various external forces was solved analytically in
Ref. [49]. Reference [23] is even able to present an exact
result for the steady state in systems of noninteracting ABPs
in two dimensions under gravity and with translational dif-
fusion, but considers only situations with fixed polarization
of the particle orientations. Another work [15] investigates
“L”-shaped particles and their polar ordering in gravitational
fields based on theory and experiments, but their method does
not include a field-theoretical description. ABPs confined by
two-dimensional optical traps are investigated in Ref. [17],
where a corresponding dynamical density functional theory
(DDFT) [50] for interacting ABPs, based on a mapping to
passive colloidal particles, was derived. Further work on
DDFT for microswimmers in confinement can be found in
Refs. [51–53]. The DDFT approach, however, has the con-
sequence that the model is only valid at low densities and low
activities of the particles. In Ref. [54] a statistical field theory
for a specific model system with arbitrary external forces was
derived using the unified colored-noise approximation [55].

A drawback of these approaches is that the correspond-
ing equations are either nonlocal, which makes them very
difficult to solve, or nonpredictive. A predictive theory, in
our terminology, is a theory that includes explicit expressions
for all coefficients of the model and that therefore, once
the microscopic description is fixed, in principle does not
contain free parameters. Such a theory may contain approx-
imations, and how accurate it is depends on how good these
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approximations are. The validity of many existing active field
theories that include external fields (such as active DDFT) is
relatively limited in the far-from-equilibrium regime. A local
predictive field theory that considers arbitrary external force
fields, while still accounting for the full interaction between
the particles, is still missing and would be an important asset
for this area of research. Such a theory can be derived using
the interaction-expansion method [56,57], which is based on
the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hier-
archy.

In this article we derive such a local predictive field theory
for interacting ABPs in two and three spatial dimensions un-
der the influence of external force fields that can be space and
time dependent. As results, we present models that describe
the dynamics of the particles up to the second and fourth order
in derivatives. We show that in the case of the second-order-
derivatives model, external forces mimic advection. Using our
models we study the stationary states of the particle dynamics
for the case of two common types of external fields: gravity
and harmonic traps. For the case of gravity, we observe de-
viations from the barometric density law due to an interplay
of the particle activity and interactions. For harmonic traps,
we show that the ABPs can be induced to undergo motility-
induced phase separation (MIPS) [58] at desired locations. We
verify this result by comparing with Brownian dynamics sim-
ulations. Our analytical predictions and the simulation data
are found to be in very good agreement.

This article is structured as follows: In Sec. II, we derive
the models and describe the simulation setup. We apply our
model to the cases of gravity fields and harmonic traps and
discuss the results in Sec. III. Finally, we conclude in Sec. IV.

II. METHODS

A. Theoretical model

To derive a local predictive field theory for interacting
ABPs in external force fields, we consider systems of N spher-
ical ABPs in two (2D) and three (3D) spatial dimensions. The
ith ABP is described using its center-of-mass position �ri(t )
and normalized orientation vector ûi(t ), which are functions
of time t . Its motion is influenced by an external force field
�Fext (�ri, t ) that can depend on the particle position and time.
The translational motion of the ABPs considered here is given
by the Langevin equation

�̇ri(t ) = �ξT,i + v0ûi + βDT �Fint,i({�ri}) + �vext (�ri, t ), (1)

which holds for 2D and 3D. A partial derivative with respect
to time is denoted by an overdot. For the rotational motion of
the ABPs, we use the Langevin equations

φ̇i = ξR,i for 2D, (2)

˙̂ui = ûi × �ξR,i for 3D, (3)

with the parametrization

ûi(φ) = (cos(φ), sin(φ))T for 2D, (4)

ûi(θ, φ) = (cos(φ) sin(θ ), sin(φ) sin(θ ), cos(θ ))T for 3D
(5)

of the orientation vector by polar (2D) and spherical
(3D) coordinates, respectively. In Eqs. (1)–(3), the transla-
tional and rotational Brownian motion of the ith particle
is described by statistically independent Gaussian white
noises �ξT,i(t ) for translation (2D and 3D) and ξR,i(t ) (2D)
or �ξR,i(t ) (3D) for rotation, respectively. These noises
have zero mean, and their correlations are given by
〈�ξT,i(t1) ⊗ �ξT, j (t2)〉 = 2DTδi j1nδ(t1 − t2) for translation (2D
and 3D) and 〈ξR,i(t1)ξR, j (t2)〉 = 2DRδi jδ(t1 − t2) (2D) or
〈�ξR,i(t1) ⊗ �ξR, j (t2)〉 = 2DRδi j13δ(t1 − t2) (3D) for rotation
with the ensemble average 〈 · 〉, dyadic product ⊗, trans-
lational and rotational diffusion coefficients DT and DR,
respectively, Kronecker delta δi j , and the n-dimensional iden-
tity matrix 1n, where n = 2 for 2D and n = 3 for 3D. For
the spherical particles, the Stokes-Einstein-Debye relation
DR = 3DT/σ 2 holds, where σ is their diameter. Further-
more, v0 denotes the propulsion speed of an individual ABP
that is not affected by interactions or an external force,
β = 1/(kBT ) is the thermodynamic beta with Boltzmann
constant kB and absolute temperature T , and �Fint,i({�ri}) =
−∑N

j=1, j �=i
�∇�riU2(‖�ri − �r j‖) is the particle-particle interac-

tion force, where �∇�ri denotes the del operator with respect
to �ri and U2 the pair-interaction potential of the particles.
The propulsion speed that would solely originate from the
external force can be written as �vext (�ri, t ) = βDT �Fext (�ri, t ) and
constitutes the central object of our investigation.

Equations (1)–(3) correspond to the statistically equivalent
Smoluchowski equation

Ṗ =
N∑

i=1

( − v0ûi · �∇�riP + (
DT��ri + DRR

2
i

)
P

− �∇�ri · ([βDT �Fint,i({�ri}) + �vext (�ri, t )]P)
)
, (6)

which describes the time evolution of the many-particle prob-
ability density P({�ri}, {ûi}, t ) that depends on the whole set
of position vectors {�ri}, the set of orientations {ûi}, and time t .
Here, the Laplace operator acting on the ith particle is denoted
as ��ri ≡ �∇2

�ri
, and the rotational operator is given by Ri = ∂

∂φi

(2D) or Ri = ûi × ∂
∂ ûi

(3D).
The further derivation of a field-theoretical model is based

on the interaction-expansion method [56,59–62], which is
explained in Appendix A and reviewed in Ref. [57]. By in-
tegrating over all degrees of freedom except for those of one
particle, renaming the remaining degrees of freedom as �r and
û, and multiplying with N , an equation for the one-particle
density field,

	(�r, φ, t ) = N

(
N∏

j = 1
j �= i

∫
R2
d2r j

∫ 2π

0
dφ j

)
P

∣∣∣∣�ri = �r,
φi = φ

for 2D, (7)

	(�r, û, t ) = N

(
N∏

j = 1
j �= i

∫
R3
d3r j

∫
S

d2u j

)
P

∣∣∣∣�ri = �r,
ûi = û

for 3D, (8)

can be obtained. We denote the surface of the unit sphere in
3D by S.

Additional steps of the derivation include a Fourier expan-
sion (2D) [56] or spherical harmonics expansion (3D) [60]
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of the particle pair-distribution function g, a gradient ex-
pansion [63–65] of integrals that contain the interaction
force, an orientational expansion of 	 into Cartesian order-
parameter tensors [66], and a quasistationary approximation
(QSA) [56,59,60] of the resulting coupled equations for the
Cartesian order-parameter fields.

The pair-distribution function g relates the two-particle
density 	(2)(�r, �r′, û, û′, t ) to one-particle densities 	(�r, û, t ):

	(2)(�r, �r′, û, û′, t ) = g(�r, �r′, û, û′, t )	(�r, û, t )	(�r′, û′, t ). (9)

Both correlation functions depend on the number of spatial
dimensions and are in general unknown. However, for station-
ary states, where g has translational and rotational invariance
and is time independent, analytic representations of g exist
in 2D [67] and 3D [68]. To apply these representations, we
assume that g is approximately translationally and rotationally
invariant and time independent on the scale of the particle
interaction length and angular relaxation time. For short-range
interactions and weak spatial and temporal changes of the
external force, these assumptions are well justified.

After performing the aforementioned derivation steps, the
dynamics of the system is described in terms of the local
particle-number density,

ρ(�r, t ) =
∫ 2π

0
dφ 	(�r, û(φ), t ) for 2D, (10)

ρ(�r, t ) =
∫
S

d2u 	(�r, û, t ) for 3D. (11)

We restrict the gradient expansion to terms of maximal order
2 in derivatives and, since we want to consider weak external
fields, we neglect terms of second or higher order in �vext. The
resulting model is an advection-diffusion equation,

ρ̇ = �∇ · [−�vextρ + D(ρ) �∇ρ], (12)

with density-dependent diffusion coefficient,

D(ρ) = DT + a0 + a1ρ + a2ρ
2. (13)

In Eq. (12), the external force field mimics an advection
velocity, and the coefficients {ai} in Eq. (13) depend on the
number of spatial dimensions of the system. These coeffi-
cients are related to microscopic parameters of the system
by equations that are given in Appendix B. In the limit of
dilute suspensions, the density dependence of D(ρ) can be
neglected and Eq. (12) obtains the same form as for passive
particles but with a different diffusion coefficient DT + a0.
This provides a mapping of the ABPs to passive particles
with an effective diffusion coefficient [20]. When ignoring
the advection term −�∇ · (�vextρ), Eq. (12) becomes equivalent
to Eqs. (20)–(22) in Ref. [56] for 2D or Eqs. (21)–(23) in
Ref. [60] for 3D. Equation (12) constitutes the simplest model
describing systems of ABPs under the influence of an external
force.

Although this second-order-derivatives model can predict
the onset of MIPS, one might be interested also in a de-
scription of the further time evolution of MIPS. For such a
description, one needs at least four orders in derivatives, as
they are present in models like Active Model B [69], Active
Model B + [70], and predictive field theories proposed in

Refs. [56] (2D) and [60] (3D). By truncating the gradient
expansion at fourth order in derivatives and performing a
QSA, we obtain a field theory that extends the phase-field
models of Refs. [56,60] towards an external force field. The
dynamic equation for the density field in this field theory is

ρ̇ = −�∇ · ( �J (int) + �J (ext) ). (14)

Here, �J (int) denotes the density current of ABPs under no
external force, which is given by Eq. (25) in Ref. [56] for 2D
and Eq. (26) in Ref. [60] for 3D and can also be found in the
Supplemental Material [71]. The current �J (ext) arises from the
external force field. When we again neglect terms of second
or higher order in �vext, the current �J (ext) reads

�J (ext) = �vextρ + (b1 + b2ρ + b3ρ
2) �∇ · (�vext ⊗ �∇ρ)

+ (b4 + b3ρ)(�vext · �∇ρ) �∇ρ, (15)

where we use the notation �a · (�b ⊗ �c) = (�a · �b)�c. Microscopic
expressions for the coefficients {bi} are given in Appendix B.

Note that the advection-diffusion model (12) and the ex-
tended phase-field model (14) of APBs in external fields can
be applied for low to high particle densities and small to large
activities. These models constitute the first main result of this
article. In the second-order-derivatives model (12), the exter-
nal force field enters only via the “standard” term −�∇ · (�vextρ)
that is known also from other theories [50]. However, in the
fourth-order-derivatives model, the external force field �vext

enters in several nontrivial terms that are not familiar from
passive theories. These terms arise from the coupling of the
external force field to the polarization field that describes the
orientation of the particles.

If one considers stationary states, it follows from Eq. (12)
that the density field must obey the equation

D(ρ) �∇ρ = �vextρ. (16)

Note that �vext can still be time dependent, albeit only on
the timescale of the relaxation time of the stationary state
or slower. Equation (16) allows stationary-state solutions for
the density of interacting ABPs to be obtained in a simple
way. It is an extension of the equation D(ρ) = 0 for the
stationary state of interacting ABPs in the absence of external
forces [72].

B. Simulations

In our simulations, we focus on the 2D case to keep
the computational effort moderate. Numerical solutions of the
stationary-state equation (16) are obtained using the adaptive
Runge-Kutta-Fehlberg 4(5) method with an accuracy goal of
10−10 [73].

When studying harmonic traps, we perform also Brownian
dynamics simulations based on the Langevin equations (1)
and (2) using a modified version of the software package
LAMMPS [74]. As interaction potential, we choose the purely
repulsive Weeks-Chandler-Andersen potential [75],

U2(r) =
{

4ε
((

σ
r

)12 − (
σ
r

)6) + ε, if r � 21/6σ,

0, else
(17)
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with the interaction energy ε and particle diameter σ . To
incorporate a circular harmonic trap, we prescribe the local
change of the particle velocity due to the trapping force as

�vext (�r, t ) =
{−k(�r − �rc), if ‖�r − �rc‖ < rt,

0, else (18)

with the parameter k determining the trapping strength, the
center of the trap �rc being in the center of our simulation
domain, and the radius of the trap rt . We varied krt/v0 ∈
[0, 1] and rt/σ ∈ [0, 24] and used a quadratic simulation
domain with edge length 256σ and periodic boundary condi-
tions. The initial particle distribution is uniform and random
with overall packing density 
 = πρ̄σ 2/4 = 0.2, where ρ̄

is the spatially averaged particle-number density, resulting
in ≈17 000 particles in the system. Since the simulation do-
main is much larger than the largest trap considered in this
work and since the particle packing density is moderate, the
particle density outside the trap does not change for more
than ≈10%, even if so many particles are trapped that the
largest trap is closely packed with particles. We use Lennard-
Jones units and choose the particle diameter σ , Lennard-Jones
time τLJ = σ 2/(βDTε), and interaction energy ε as units of
length, time, and energy, respectively. We describe the activity
of the particles by the dimensionless Péclet number Pe =
v0σ/DT, for which we choose Pe = 100 in all simulations.
In addition, we choose v0 = 24σ/τLJ to be consistent with
previous works [59,61,67,76–79]. The Langevin equations (1)
and (2) are solved for a total simulation time of 1500τLJ

in the simulations that correspond to the case of a gravita-
tional external force, with a time-step size of 2 × 10−5τLJ

and 1 × 10−4τLJ for the cases with and without interaction,
respectively, and, for a total simulation time of 2000τLJ in
the simulations that consider harmonic traps, with a time-step
size of 5 × 10−5τLJ. To examine the density distribution under
the influence of gravity, we started with 10 000 randomly
distributed particles and discarded the first 500τLJ to allow
for sufficient relaxation of the system. For each value of vg,
five different simulations were performed, and the density at
each height was extracted every τLJ. We evaluate the collective
dynamics of the ABPs by calculating the mean particle den-
sity ρtrap inside a trap. To ensure reliable and robust results,
we measure after an initial simulation period of 1600τLJ the
interaction energy per particle ten times with a period of 40τLJ

between each measurement and average over the individual
measurements.

For some simulations, where strong traps were considered,
the time-step size was halved. When passive particles, which
move slowly, are combined with large and strong traps, which
collect many particles until they are filled, the simulation
time and the period between measurements were doubled. An
overview about the different simulations and their time-step
sizes, simulation times, and periods between measurements is
provided in Ref. [80].

III. RESULTS

We consider two different external force fields: gravity and
harmonic traps. All presented results are obtained for 2D and
an activity of Pe = 100.

FIG. 1. Numerical solution of Eq. (19) for interacting ABPs
under gravity (red) and barometric density law (20) for noninteract-
ing ABPs under gravity (blue) for vg/v0 = 1/24. We have chosen
ρI (0)πσ 2/4 = 0.4 for the curve representing the interacting parti-
cles. The two functions are normalized so that the total number of
particles of the system is the same for both cases. This leads to
ρB(0)πσ 2/4 = ρB,0πσ 2/4 ≈ 0.18. See Ref. [80] for the raw data
corresponding to this figure.

A. Gravity

In the presence of gravity, the external-force contribution
to the particle velocity reads �vext = −vg�ex, where vg is the
sedimentation speed caused by the gravitational field and �ex

is the unit vector in x direction. Equation (16) now reduces to
the one-dimensional differential equation

D(ρ)
∂

∂x
ρ = −vgρ. (19)

In the dilute limit, where D(ρ) → DT + a0, this equation is
solved by the barometric density law

ρB(x) = ρB,0e− vgx
DT+a0 (20)

with ρB,0 = ρB(0). Here DT + a0 is the effective diffusion
coefficient of the ABPs that corresponds to an effective
temperature Teff = (DT + a0)γ /kB = T [1 + v2

0τ
2
LJ/(6σ 2)] of

the system, where γ = kBT/DT denotes the translational
friction coefficient of a particle. For noninteracting particle
systems, Eq. (20) is an exact steady-state solution of the
second-order-derivatives model (19). Since the coefficient a0

is non-negative, Eq. (20) suggests that in a gravitational field
the density of ABPs decreases slower for increasing x than the
density of passive Brownian particles at the same temperature
T . Note that not the physical temperature T of the solvent
surrounding the particles but the effective temperature Teff that
can be associated with the particle motion [20] describes the
slope of the exponential decay.

For interacting particles, one needs to solve Eq. (19) nu-
merically, since D(ρ), given by Eq. (13), is now density
dependent. Obtaining the corresponding numerical solution
ρI(x), however, requires knowledge of the values of the co-
efficients {ai} and of the velocity vg. To determine the values
of {ai} for the considered ABPs, we use Eqs. (B1) and (B3)
and Eqs. (B8) and (B10) from Appendix B.

The results, obtained for vg/v0 = 1/24, are shown in
Fig. 1. We see small deviations between the curves for in-
teracting and noninteracting ABPs for small values of x, i.e.,
in the high-density regime where the density dependence of

044601-4



ACTIVE BROWNIAN PARTICLES IN EXTERNAL FORCE … PHYSICAL REVIEW E 108, 044601 (2023)

(a) (b) (c)

FIG. 2. Numerical solution of Eq. (19) for interacting ABPs under gravity (red), barometric density law (20) for noninteracting ABPs
under gravity (dark blue), and solution of Eqs. (25) and (26) for noninteracting ABPs (light blue) for (a) vg/v0 = 1/24, (b) vg/v0 = 1/6,
and (c) vg/v0 = 1/2 compared to density obtained from Brownian dynamics simulations for interacting (blue crosses) and noninteracting (red
crosses) ABPs. The particles in the simulation accumulate at the wall, resulting in a higher density at x/σ ≈ 0. Particle interactions do not have
a significant effect on the overall distribution. The theoretical prediction (20) and the numerical data are in very good agreement for vg/v0 � 1
and become increasingly inaccurate for larger values of vg/v0. In contrast, the theoretical prediction from Eqs. (25) and (26) is in good
agreement with the simulation results even for stronger gravitational fields. We have chosen the initial values for Eqs. (19) and (20) to match
the number of particles in the simulation while excluding the particles at low values of x (x/σ � 10.5, which corresponds to excluding the first
bin) to account for the accumulation at the wall which the theory cannot include. The solution of Eqs. (25) and (26) has been approximated
as explained in the text, with the one remaining initial condition used as a fit parameter. See Ref. [80] for the raw data corresponding to this
figure.

D(ρ) is important: The curve that considers interactions does
not follow the barometric density law. With interactions the
density of the ABPs is larger than without interactions in
this regime. This originates from the fact that the activity
creates an effective attractive interaction potential [81] that
replaces the purely repulsive interaction of the particles [54]
and leads to accumulation where interactions are relevant.
However, this effect is rather weak in our simulations, as the
density is quite low even for small values of x. The effective
attractive interaction enters Eq. (19) through the coefficients
a1 and a2 in the density-dependent diffusion coefficient (13)
and their contributions increase with ρ. For large values of
v0, as they are considered here, the contribution of the co-
efficient a1 reduces the value of D(ρ), which leads to the
observed accumulation of ABPs. Interestingly, our analytic
approach reveals that this mechanism is the same as that
leading to MIPS for even larger densities. To see this one
has to take into account that the coefficient a1 determines
also the density dependence of the mean swimming speed
of ABPs [56,60] and that a sufficiently strong decrease of
the mean swimming speed with increasing density leads to
MIPS [58]. For large values of x, i.e., in the low-density
regime, both curves show the same qualitative behavior, since
interactions between particles are rare in this regime. The
curves now follow an exponential decay with the same decay
constant −vg/(DT + a0). Due to particle-number conserva-
tion, however, the density of interacting ABPs is smaller than
the density of noninteracting ABPs for large values of x.

What still needs to be investigated, however, is whether
the barometric density law also holds for stronger gravita-
tional fields and whether it agrees with simulation results.

Therefore, in addition to vg = v0/24, we also investigated the
cases vg = v0/6 and vg = v0/2. Moreover, we ran particle-
resolved computer simulations on a domain that is open in
the positive x direction and has a wall at the bottom edge
(x = 0). For the y direction, a width of 2048σ and periodic
boundary conditions were chosen. (Due to the symmetry of
the system in the direction orthogonal to �vext, we can compare
a one-dimensional theory with two-dimensional simulations
here.) Active particles accumulate at walls, especially if (as is
the case here) the external force pushes them there [82–84].
The wall is, however, not present in our theory. Hence the
theory cannot account for the accumulation effect close to
it. Therefore we chose the initial conditions when solving
Eqs. (19) and (20) to match the total number of particles in
the simulation while excluding particles at the bottom (x/σ <

10.5) to account for the accumulation at the wall.
The results are shown in Fig. 2. For all considered grav-

itational field strengths, there is no disagreement between
simulation results with and without interactions, or between
the barometric density law (20) (noninteracting case) and the
numerical solution of Eq. (19) for interacting particles. What
we do observe, however, is that the theoretical prediction (20)
is in good agreement with the simulation results only for weak
(vg = v0/24) and intermediate (vg = v0/6) external fields but
ceases to be valid in the case of strong gravity (vg = v0/2).

Since interactions play a relatively small role, we can focus
on the noninteracting case in our analysis of this issue. To
get an improved theoretical prediction, it is worth going a
step back and taking a look at how Eq. (12) is derived in
the first place. (A discussion of the interacting case is found
in Appendix A.) In two dimensions, integrating out Eq. (6),
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using Eq. (7), and making the expansion [66,85]

	(�r, û, t ) = 1

2π
(ρ(�r, t ) + �P(�r, t ) · û + Q(�r, t ) : û ⊗ û)

(21)
with the concentration field ρ(�r, t ), the polarization vector
�P(�r, t ), the traceless and symmetric nematic tensor Q(�r, t ),
and the double tensor contraction : gives the exact two-field
model:

ρ̇ = DT �∇2ρ − v0

2
�∇ · �P − �∇ · (�vextρ), (22)

�̇P = DT �∇2 �P − DR �P − v0 �∇ρ − �∇ · (�vext ⊗ �P). (23)

The nematic tensor is not relevant in the noninteracting case
for the microscopic model considered here. We perform a

QSA by setting �̇P = �0, giving

�P = DT

DR

�∇2 �P − v0

DR

�∇ρ − 1

DR

�∇ · (�vext ⊗ �P). (24)

Finally, we repeatedly insert Eq. (24) into itself, drop terms of
higher than a certain order in �∇, insert the result into Eq. (22),
and again drop terms of higher than a certain order in �∇. The
order in gradients at which we truncate determines whether
we arrive at Eq. (12), Eq. (14), or a higher-order model.

Having observed that Eq. (12) does not provide an accurate
description of the ABP system for very strong gravitational
fields, and further noting that the only approximation involved
in the derivation of Eq. (12) in the noninteracting case is the
elimination of �P, a natural next step is to find a stationary
solution of the exact model given by Eqs. (22) and (23). In the
stationary one-dimensional case with vext = −vg, this model
reduces to

0 = DT
∂

∂x
ρ − v0

2
P + vgρ, (25)

0 = DT
∂2

∂x2
P − DRP − v0

∂

∂x
ρ + vg

∂

∂x
P. (26)

Setting, as done in our simulations, v0 = 24σ/τLJ, Pe = 100,
DT = v0σ/Pe, and DR = 3DT/σ 2, we find for vg/v0 = 1/2
the solution

ρ(x) = (−0.207100 5e−120.723x/σ − 0.99287e−0.0597854x/σ

+ 1.19997e20.7829x/σ )P0 + (0.002928 33e−120.723x/σ

− 0.019881 15e−0.0597854x/σ

+ 0.016952 8e20.7829x/σ )P′
0

+ (0.207028e−120.723x/σ + 1.99049e−0.0597854x/σ

− 1.19752e20.7829x/σ )ρ0, (27)

P(x) = (0.292936e−120.723x/σ − 0.991681e−0.0597854x/σ

+ 1.69875e20.7829x/σ )P0+(−0.004142 01e−120.723x/σ

− 0.019857 4e−0.0597854x/σ +0.023999 4e20.7829x/σ )P′
0

− (0.292833e−120.723x/σ − 1.988115e−0.0597854x/σ

+ 1.69528e20.7829x/σ )ρ0, (28)

with ρ0 = ρ(0), P0 = P(0), and P′
0 = P′(0). Imposing the

condition limx→∞ ρ(x) = 0 implies that the prefactor of

exp(20.7829x/σ ), given by 1.19997P0 + 0.0169528P′
0 −

1.19752ρ0, has to vanish. Thus ρ(x) is given by the sum
of a term proportional to exp(−120.723x/σ ) and a term
proportional to exp(−0.0597854x/σ ). The former is clearly
negligible. Thus the theoretical model given by Eqs. (25)
and (26) effectively predicts that ρ is proportional to
exp(−0.0597854x/σ ). The proportionality constant, which
results from the initial condition, does not change the slope
of the curves in Fig. 2 and is used as a fit parameter. As can
be seen in Fig. 2, this prediction is in very good agreement
with the simulation results even for strong gravitational fields.
The same line of argument also allows one to obtain the
form predicted by Eqs. (25) and (26) for vg/v0 = 1/6 and
vg/v0 = 1/24, which are also plotted in Fig. 2 and which are
also found to be in excellent agreement with the simulation
results [and with the simpler theoretical result (20), which is
reasonable in these cases]. The remaining deviation between
theory and simulation for the case of strong fields is likely to
be caused by effects from the wall, which is not included in
the prediction from the two-field model.

B. Harmonic traps

We consider circular harmonic traps of the form (18) with
adjustable trapping strength k and trap radius rt . This form
of a trap is popular in numerical studies on the collective
behavior of ABPs in external force fields [36,84,86–89]. In
experiments, such harmonic traps have already been realized
by using optic [90] and acoustic [91,92] tweezers. Passive
Brownian particles in such harmonic traps accumulate in the
center. ABPs, on the other hand, can show many more effects:
Their self-propulsion can overcome an attractive trap poten-
tial [86], they can confine passive particles inside a trap [36],
and they can form active shells [86,93]. It has also been shown
experimentally that active particles inside traps can be found
in the center or at a certain distance from the center, depending
on the propulsion speed of the particles and strength of the
trap [87].

Here we focus on the accumulation of particles and the
occurrence of MIPS in the traps. From Brownian dynamics
simulations, we obtain the average number density ρtrap in-
side the trap for various trapping strengths k and trap radii
rt . As an initial condition, we use a homogeneous packing
density of 
 = 0.2. For comparison, we consider also the
phase behavior of the corresponding passive particles (v0 = 0)
and noninteracting ABPs. The occurrence of MIPS inside a
harmonic trap requires that the density of active particles in
the trap is sufficiently high. We predict the onset of MIPS
by numerically determining when D(ρ) in Eq. (16) becomes
zero. This was achieved by numerically solving Eq. (12) for
the case of harmonic traps and analyzing for which combina-
tions of krt and rt we get D(ρ) = 0. D(ρ) = 0 is the standard
criterion for the spinodal for MIPS [58] and can be derived
using a linear stability analysis [56]. The results are shown in
Fig. 3.

As the trapping strength is (much) greater than the Brown-
ian fluctuation strength for all traps except for the one where
k = 0, the passive particles straightforwardly accumulate in-
side the trap [see Fig. 3(a)]. For a stronger or larger trap, the
packing density of passive particles in the center of the trap
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(a)

(b)

(c)

FIG. 3. Average number density ρtrap inside a harmonic trap as a function of trapping strength k and trap radius rt . (a) In the case of
passive particles and a nonzero k, ρtrap increases smoothly when k or rt are increased. Respective snapshots show that passive particles always
accumulate inside the trap. (b) In contrast, for active particles ρtrap increases suddenly and sharply when entering a region of sufficiently large k
and rt where the ABPs undergo MIPS locally. Respective snapshots show that ABPs do not accumulate in a weak trap as their self-propulsion
allows them to escape, whereas a strong trap allows for a MIPS cluster emerging inside the trap. Since ABPs accumulate at boundaries, the
cluster formed in a trap can extend beyond the trap’s boundary. (c) For noninteracting ABPs, no accumulation inside the trap can be observed,
except for the case of very strong traps (krt ≈ 1). However, for increasing krt , a gradual increase of ρtrap can be observed as the ABPs stay
longer inside the trap area. The bottom row of all state diagrams is shaded in gray because, for rt/σ = 0, we necessarily have krt/v0 = 0. See
Ref. [80] for the raw data corresponding to this figure.

is larger [see snapshots 1 and 2 in Fig. 3(a)]. Therefore the
average density inside the trap ρtrap increases smoothly with
the trapping strength k and trap radius rt [see state diagram in
Fig. 3(a)].

ABPs, on the other hand, behave quite differently [see
Fig. 3(b)]. Due to their self-propulsion, they can escape from
weak or small traps, resulting in a very low average density
ρtrap in the trap for small k or rt . An example is a trap
with parameters krt = 0.25v0 and rt = 10σ [see snapshot 3
in Fig. 3(b)]. In this case no accumulation of ABPs is found,
albeit passive particles would accumulate inside the same
trap [cf. snapshot 1 in Fig. 3(a)]. When the trap becomes
stronger and larger, the ABPs can remain inside the trap for
a longer time and thus enhance the local concentration of

ABPs. If the local density inside the trap increases so far
that it becomes larger than the critical density for the onset
of MIPS [56,58,59], particle clustering emerges locally. Note
that we chose the activity of the particles sufficiently large
to allow for MIPS [67]. As the (local) MIPS clusters are
tightly packed, ρtrap suddenly increases when MIPS occurs
[see state diagram in Fig. 3(b)]. Thus, since different physical
mechanisms are in play due to the very different activities,
it can be misleading to simply compare the right-hand sides
of Figs. 3(a) and 3(b), since such a comparison could (due
to the fact that the pictures look very similar) create the false
impression that the differences are rather small.

Our analytical prediction for the onset of MIPS and the
sudden increase of ρtrap in the simulation data are in very
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good agreement. They deviate only slightly for very large
traps. We believe that this discrepancy originates from the
fact that cluster formation inside a large trap significantly
reduces the overall packing density around the trap, whereas
our analytical approach assumes that density to be constant
at 
 = 0.2. Furthermore, the increase of ρtrap that is asso-
ciated with entering the MIPS region in the state diagram is
less pronounced for very small but strong traps. This can be
explained as follows: For a very small trap, the overall number
of ABPs inside the trap is very small, which makes ρtrap quite
susceptible to Brownian fluctuations. While the accumulation
of passive particles is restricted to the trap, ABPs can form
clusters that extend beyond the boundary of the trap. This
effect can be observed, e.g., for a trap with parameters krt =
0.75v0 and rt = 10σ [see snapshot 4 in Fig. 3(b)], which
corresponds to a point that is well inside the MIPS region in
the state diagram. Moreover, the effect is closely related to the
known phenomenon that ABPs accumulate at walls or other
stationary obstacles [82,83], where the MIPS cluster inside
the trap here acts as a fixed obstacle.

It is worth explaining here why we call the particle
accumulation shown on the right-hand side of Fig. 3(b)
“motility-induced phase separation,” even though it is clearly
induced by the trap and remains, apart from a small crown,
within the trap rather than having a size proportional to that
of the system (as one would expect for phase separation and
for MIPS in particular). Here it is worth pointing out that,
despite its name, “motility-induced phase separation” is ac-
tually induced by a combination of three factors, namely, (i)
motility, (ii) repulsive interactions, and (iii) a sufficiently high
initial density. Active particles without repulsive interactions
and interacting active particles whose overall concentration is
extremely low will not show MIPS. In the scenario shown in
Fig. 3(b), factors (i) and (ii) are always present (the particles
are motile and interacting). Factor (iii)—an initial density that
is sufficiently high to trigger the feedback mechanism leading
to MIPS—is present only within the trap, which leads to a lo-
cally higher particle concentration and thus to the emergence
of a local MIPS cluster. That the observed phase separation is
indeed a form of MIPS is further confirmed by the fact that, as
noted above and shown on the left-hand side of Fig. 3(b), the
standard analytical criterion for MIPS [D(ρ) = 0] predicts the
transition very accurately. Note that if the average density of
the system is chosen within the binodal region for MIPS, the
locally induced MIPS can become a global phase transition
and, consequently, the MIPS clusters can outgrow the trap
area.

To have a further test for the claim that we observe MIPS,
we have performed additional simulations for a system of
noninteracting ABPs in the same trap. The results are shown
in Fig. 3(c). The state diagram on the left-hand side shows that
a particle accumulation in the trap is observed only if the trap
is very strong (krt/v0 ≈ 1). There is only a gradual increase of
the density inside the trap when the trap strength is increased
due to the fact that the particles spend, on average, more time
inside the trap if it is stronger. In particular, as can be seen
in the snapshots on the right-hand side of Fig. 3(c), there is
no phase separation for the parameter values krt = 0.75v0 and
rt = 10σ , for which there is phase separation in the interacting
case. From this we can infer that the accumulation observed

on the right-hand side of Fig. 3(b) is not only due to the trap (if
it were, it would also be observed in the noninteracting case)
but also due to the interactions—as is characteristic for MIPS.

IV. CONCLUSIONS

We investigated the collective dynamics of ABPs under the
influence of external force fields in 2D and 3D. For this pur-
pose we derived predictive field theories from the Langevin
equations that describe the motion of the ABPs on a micro-
scopic level. These field theories are applicable for small to
large densities and activities of the particles. In particular,
the derived field theories are an advection-diffusion model,
which contains up to two spatial derivatives per term and is
the main focus of our current investigation, and a phase-field
model, which contains derivatives up to fourth order. With the
advection-diffusion model, we studied the effect of gravitation
and harmonic traps on the steady state of the ABPs. For ABPs
under gravity, we obtained a modified barometric density law
that takes the interactions and activity of the particles into
account. In the case of the harmonic traps, we predicted for
which trap sizes and trapping forces the traps induce MIPS
in the system. To confirm our predictions, we performed
Brownian dynamics simulations. Their results were found to
be in very good agreement with our analytical predictions.
In summary, our results show that ABPs in external fields
can exhibit interesting effects that arise from the coupling of
the external force, the interactions of the particles, and their
activity. An understanding of this coupling is helpful for future
applications of ABPs [34,36], where external fields are likely
to be relevant, and available through our field theories.

As, according to our results, the occurrence of MIPS can
be controlled quite arbitrarily by external fields, such fields
allow to realize programmable density patterns in systems
containing ABPs. Since active particles are known to have
a strong effect on the behavior of passive particles [77], it
is likely that also programmable materials that contain both
active and passive particles can be realized. In the future one
should continue this study towards time-dependent external
fields, for which our models are applicable as well if the
fields do not change too fast with time. When extending
our phase-field model by including terms up to sixth order
in derivatives, one could use the extended model to study
ABPs in high-gravity regions that can induce crystallization
of the ABPs [94,95]. Furthermore, one could take external
torques into account, which can result in a nematic ordering
of the particles, allowing for interesting effects like floating
phases [96,97].
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APPENDIX A: DERIVATION DETAILS

Here we provide a brief introduction to the interaction-
expansion method (IEM), which is used to derive the second-
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and fourth-order-derivatives models from the Smoluchowski
equation (6). A detailed review can be found in Ref. [57].

The IEM makes use of the BBGKY hierarchy [98]. This
hierarchy arises when one derives a dynamic equation for the
one-particle density field 	, defined by Eq. (7) for two spatial
dimensions or (8) for three spatial dimensions, by integrating
Eq. (6) over the degrees of freedom of particles all except for
one. The resulting dynamic equation for 	 involves a nonlocal
term resulting from particle interactions which depends on the
unknown two-particle density. For, e.g., two spatial dimen-
sions, this term is given by

I (�r, φ, t ) ∝
∫
R2
d2r′

∫ 2π

0
dφ′ U ′

2(‖�r − �r′‖)
�r − �r′

‖�r − �r′‖
× 	(2)(�r, �r′, φ, φ′, t ). (A1)

Here, U ′
2(r) = dU2(r)/dr is a shorthand notation. Similarly, a

dynamic equation for the two-particle density derived in this
way would depend on the three-particle density and so on.
To obtain a closed and solvable dynamic equation for 	, one
requires a closure, i.e., a way to express the unknown two-
particle density in terms of something that is known. Different
derivation methods differ in how this closure is achieved. In
DDFT, for example, one uses the adiabatic approximation,
where the two-particle density is calculated from an equilib-
rium free energy functional [50]. For the purpose of describing
MIPS, however, it is advantageous to use a closure method
that does not rely on equilibrium approaches. In the IEM, the
two-particle distribution is expressed via the pair-distribution
function using Eq. (9). The pair-distribution function can be
approximated in the way discussed in Sec. II A using known
analytical representations [67,68,99]. This allows us to trans-
form the interaction integral (A1) into a local integral by
performing a gradient expansion around �r′ = �0. The angular
dependency is further eliminated by performing a Fourier
expansion (in two spatial dimensions) or spherical harmonics
expansion (in three spatial dimensions). These steps lead to
a dynamic equation for the orientation-dependent particle-
number density

	̇(�r, û, t ) + �(	)(�r, û, t ) = 0, (A2)

where �(	)(�r, û, t ) is a quasicurrent. To obtain the dynamic
equations for the order-parameter fields ρ(�r, t ), �P(�r, t ), and
Q(�r, t ), a Cartesian order-parameter expansion of 	(�r, û, t ),
given by Eq. (21), is performed. As a consequence, the dy-
namics of the system is now captured by the time evolution of
the order-parameter fields ρ, �P, and Q, which is given by

ρ̇ + �∇ · �J (ρ) = 0, �̇P + ��(P) = �0, Q̇ + �(Q) = 0, (A3)

with the current �J (ρ) for the (conserved) concentration field
and the quasicurrents ��(P) and �(Q) for the (nonconserved)
polarization vector and nematic tensor, respectively. We can
now exploit the fact that nonconserved quantities typically
relax much faster than conserved ones and hence can be
well approximated as fully relaxed on the timescale of the
dynamics of the conserved order-parameter fields. This ap-
proximation is the QSA mentioned in Secs. II A and III A,
which is given by the assumption that ��(P) = �0 and �(Q) = 0
on the timescale of the concentration field. Note that this does

not imply that the higher-order order-parameter fields them-
selves become zero. The equations ��(P) = �0 and �(Q) = 0,
solved for �P and Q, are constitutive equations for �P and Q.
These constitutive equations can then be recursively inserted
into themselves and into �J (ρ). By truncating the gradient ex-
pansion at order n (e.g., n = 2 or n = 4), the constitutive
equations for the higher-order order-parameter fields can be
written in the form

�P = �f (P)(ρ), Q = f (Q)(ρ), (A4)

with functions �f (P) and f (Q). Thereby we have written �P and Q
in terms of the concentration field and its spatial derivatives.
If we insert Eq. (A4) into �J (ρ), we obtain a closed dynamic
equation for ρ alone. The contributions from polarization
and nematic order are nevertheless taken into account in this
dynamic equation—they have not been ignored, they are only
expressed via ρ using Eq. (A4). This is important for the abil-
ity of field-theoretical models of this type to describe MIPS,
where the mechanical equilibrium at the interface results from
orientational contributions [100–102].

APPENDIX B: MICROSCOPIC EXPRESSIONS FOR THE
COEFFICIENTS OCCURRING IN EQS. (13) AND (15)

The coefficients {ai} in Eq. (13) and {bi} in Eq. (15) can
be related to microscopic properties of the system. In the
following we present the corresponding expressions for 2D
and 3D.

1. Two spatial dimensions

In 2D, the coefficients {ai} and {bi} are given by

a0 = v2
0

2DR
, (B1)

a1 = A(1, 0, 0)

π
− v0

πDR
[2A(0, 1, 0) + A(0, 1,−1)], (B2)

a2 = 4

π2DR
A(0, 1, 0)[A(0, 1, 0) + A(0, 1,−1)], (B3)

b1 = v2
0

2D2
R

, (B4)

b2 = − v0

πD2
R

[A(0, 1,−1) + 3A(0, 1, 0)], (B5)

b3 = 4A(0, 1, 0)

π2D2
R

[A(0, 1,−1) + A(0, 1, 0)], (B6)

b4 = −2v0A(0, 1, 0)

πD2
R

. (B7)

We follow the notation of Ref. [56], which gives approxi-
mate expressions for the coefficients A(n, k1, k2) that originate
from the pair-distribution function of the particles given in
Ref. [67]. The coefficients occurring in Eqs. (B1)–(B7) are
approximately given by [56,67]

A(1, 0, 0) = (38.2 + 18.4e2.87
)σ 4τ−1
LJ , (B8)

A(0, 1, 0) = 36.95σ 3τ−1
LJ , (B9)

A(0, 1,−1) = −(0.23 + 13.6
)σ 3τ−1
LJ , (B10)
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where the packing density 
 in 2D is related to the spatially
averaged particle-number density ρ̄ by 
 = πρ̄σ 2/4 [56].

2. Three spatial dimensions

In 3D the coefficients {ai} and {bi} are given by

a0 = v2
0

6DR
, (B11)

a1 = 2G(1, 0, 0, 0)

3π

− v0

3πDR
[3G(0, 1, 1, 0) + G(0, 1, 0, 1)], (B12)

a2 = 4

3π2DR
G(0, 1, 1, 0)[G(0, 1, 1, 0) + G(0, 1, 0, 1)],

(B13)

b1 = v2
0

12D2
R

, (B14)

b2 = − v0

6πD2
R

[G(0, 1, 0, 1) + 3G(0, 1, 1, 0)], (B15)

b3 = 2G(0, 1, 1, 0)

3π2D2
R

[G(0, 1, 0, 1) + G(0, 1, 1, 0)], (B16)

b4 = −v0G(0, 1, 1, 0)

3πD2
R

. (B17)

Here we use the notation of Ref. [60] for the coefficients
G(n, l1, l2, l3) originating from the pair-distribution function
given in Ref. [68]. The coefficients occurring in Eqs. (B11)–
(B17) are approximately given by

G(1, 0, 0, 0) = (41.59 + 12.69e4.07
)σ 5τ−1
LJ , (B18)

G(0, 1, 1, 0) = (22.49 + 7.05
)σ 4τ−1
LJ , (B19)

G(0, 1, 0, 1) = −20.48σ 4τ−1
LJ , (B20)

where 
 denotes the overall packing density in 3D that is
related to the spatially averaged particle-number density ρ̄ by

 = πρ̄σ 3/6 [60,68].
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