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Finite-size effects in addition and chipping processes
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We investigate analytically and numerically a system of clusters evolving via collisions with clusters of
minimal mass (monomers). Each collision either leads to the addition of the monomer to the cluster or the
chipping of a monomer from the cluster, and emerging behaviors depend on which of the two processes is more
probable. If addition prevails, monomers disappear in a time that scales as ln N with the total mass N � 1, and
the system reaches a jammed state. When chipping prevails, the system remains in a quasistationary state for a
time that scales exponentially with N , but eventually, a giant fluctuation leads to the disappearance of monomers.
In the marginal case, monomers disappear in a time that scales linearly with N , and the final supercluster state is
a peculiar jammed state; i.e., it is not extensive.
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I. INTRODUCTION

Aggregation and fragmentation processes describing the
merging and breaking of clusters are widespread in nature
[1–3]. In aggregation, clusters can merge upon contact with
the rate depending on the masses of the reactants (we ignore
that chemical reactions often require catalysts). In fragmen-
tation, clusters break up either by external driving or mutual
collisions. Competition between aggregation and fragmenta-
tion often results in a steady state.

In applications, clusters often represent a union of an
integer number of elementary blocks known as monomers.
Polymers composed of repeated subunits constitute a prime
example hinting that distinct types of monomers could be
present [4,5]. We consider the simplest setting with one type
of monomer. We denote by Ik a cluster of mass k, i.e., com-
posed of k monomers. We thus tacitly assume that each cluster
is fully described by its mass.

Addition is an aggregation process in which clusters grow
by adding monomers. It has been studied in many funda-
mental and applied papers. In particular, the addition process
mimics the submonolayer growth occurring in molecular
beam epitaxy [6–9]. The simplest composite objects, dimers,
arise via the reaction process A + A → I2, where A = I1

denotes a monomer. Trimers are formed by adding monomers
to dimers, A + I2 → I3, and generally

A + Ik
Ak−→ Ik+1. (1)

The addition process (1) provides a natural description of
systems with mobile monomers and immobile composite ob-
jects (islands). In surface science, the monomers are adatoms
hopping on the substrate [6]. When two adatoms meet they
form an immobile island, a dimer; similarly when an adatom
meets an island Ik , it attaches, irreversibly forming an island
Ik+1 of mass k + 1.

Chipping is a binary fragmentation process in which one of
the two fragments is the monomer. Aggregation and chipping
processes exhibit intriguing behaviors (see Refs. [10–13] for
derivations, extensions, and applications). The generic dual-
ity between aggregation and fragmentation specializes in the
duality between addition and chipping. Addition and chipping
(AC) processes naturally occur if only monomers are mobile,
and a monomer-cluster collision leads either to adding the
monomer or chipping a monomer from the cluster.

In AC processes, a monomer-island collision either results
in addition (1) or leads to chipping:

A + Ik
Ck−→A + A + Ik−1, k � 3. (2)

When k = 2, only monomers remain after chipping:

A + I2
C2−→A + A + A. (3)

We thus consider collision-controlled chipping processes: A
monomer can break off an island after a free monomer hits this
island. (The addition-shattering processes with spontaneous
chipping were considered, e.g., in Ref. [14].)

The collection of addition rates Ak and chipping rates Ck

fully specify the AC process. The AC process with mass-
independent rates admits a natural reformulation asserting that
every collision between a monomer and an island is produc-
tive: Addition occurs with probability p, and chipping occurs
with probability 1 − p. Thus

A + Ik −→
{
Ik+1, prob p

A + A + Ik−1, prob 1 − p,
(4)

for k � 2. A collision between two monomers is exceptional
since chipping is impossible; addition A + A → I2 still oc-
curs with probability p.

If addition prevails, p > 1/2, monomers quickly disap-
pear and the evolution stops. The final monomer-free state is
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jammed. In the critical regime, p = pc = 1/2, addition and
chipping processes almost balance each other, but the A +
A → I2 channel still leads to the disappearance of monomers.
If chipping prevails, p < 1/2, the system quickly falls into a
universal (independent of the initial conditions) steady state.
A jammed state arising when p > 1/2 depends on the initial
condition. The relaxation is exponential in time in the jammed
and steady-state regimes. In the critical regime, the decay is
algebraic in time.

The above results characterize an infinite system. An ul-
timate fate of a finite system is different, particularly when
p < 1/2. A steady-state p < 1/2 regime arising in an infinite
system is not eternal; a giant fluctuation eventually leads to
the extinction of monomers. Hence jamming is inevitable in
finite AC processes. Such large fluctuations might shed light
on the nanowire growth [9]. This process has been studied
numerically by Monte Carlo simulations of complicated ag-
gregation and fragmentation processes [15].

In Sec. II, we recapitulate the basic properties of the pure
addition process (p = 1). The analysis of the AC processes
in the general case when 0 < p < 1 relies on similar tools.
Also, the results for the pure addition process shed light on the
behaviors of the AC process in the jamming regime, p > 1/2.

In Sec. III, we study the AC process in the infinite system.
We employ a mean-field approach; i.e., we neglect correla-
tions. Thus collisions occur with rates proportional to the
product of the concentrations of reactants. Mathematically, the
problem is described by an infinite set of coupled ordinary
differential equations for cluster densities.

In Sec. IV, we consider finite systems. Jammed states are
absorbing states, and any finite system gets jammed with
probability one. The time to reach a jammed state scales
according to

T ∝

⎧⎪⎨⎪⎩
ln N, p > 1

2

N, p = 1
2

eA(p)N , p < 1
2 ,

(5)

with the total number N of monomers.
We use an efficient Monte Carlo algorithm [16] to simu-

late the AC process in a finite system. As an illustration, in
Fig. 1, we compare simulation results and theoretical predic-
tions (5). We mostly rely on simulations to study the behavior
in the quasistationary regime, p < 1/2. The amplitude A(p)
in Eq. (5) is unknown, but it vanishes when p ↑ 1/2, and
hence the direct Monte Carlo simulations allow us to reach a
jammed state when 1/2 − p is sufficiently small. The behavior
in the jamming regime, p > 1/2, essentially follows from the
behavior of an infinite system, so it is analytically accessible.

In the critical regime, the late stage is fluctuation domi-
nated, so it is not captured by the kinetic equations describing
an infinite system. We probe fluctuations analytically in
Sec. V using the van Kampen expansion [3,17]. The final
state significantly varies from realization to realization. For in-
stance, the total number of clusters, C, is a non-self-averaging
random variable exhibiting a nonextensive (sublinear) scaling
with N :

C ∼ N4/5. (6)

FIG. 1. The average lifetime T versus N for various values of p.
Fits with Eq. (5) are present with dots. Theoretical predictions (5)
qualitatively agree with simulation results when p � 1/2. When p >

1/2, a nonlinear logarithmic growth T ∝ (ln N )α(p) with exponent
satisfying α(p) > 1 and varying with p better fits the data. For each
N , we used 103 Monte Carlo runs to estimate the average lifetime.

The typical cluster mass in the jammed state scales as

ktyp ∼ N1/5. (7)

Similar supercluster jammed states composed of predom-
inantly large clusters have been detected in addition and
shattering processes [18,19] in the critical regimes.

The AC processes with proportional rates, Ck = λAk ,
behave similarly to the processes with mass-independent
rates—the outcome depends on whether addition or chipping
prevails. In Sec. VI and Appendixes B and C, we analyze the
AC processes with proportional rates that vary algebraically,
Ak = ka. For this class of models, the supercluster state is
again rather peculiar; e.g., the total number of clusters always
scales sublinearly:

C ∼ N
4−a
5−a . (8)

The derivations of the scaling laws (6)–(8) and other results
about supercluster states are not rigorous as we rely on the
van Kampen expansion beyond the range where it is formally
exact. Thus one cannot determine the amplitudes, but the
exponents in the scaling laws are believed to be exact. We
discuss these caveats in Sec. VII, and we also provide more
details for most tractable versions, namely, for the model
with mass-independent rates (Sec. V) and linear-in-mass rates
(Appendix B).

II. ADDITION PROCESS

When p = 1, the AC process reduces to the simplest addi-
tion process. The governing equations read [3,20,21]

dc1

dt
= −c1(c1 + c), c =

∑
j�1

c j, (9a)

dck

dt
= c1(ck−1 − ck ), k � 2. (9b)

Here ck is the density of clusters of mass k, so k = 1 corre-
sponds to mobile monomers, and k � 2 describes immobile

044119-2



FINITE-SIZE EFFECTS IN ADDITION AND CHIPPING … PHYSICAL REVIEW E 108, 044119 (2023)

islands. Using Eqs. (9a) and (9b), one can verify that the
mass density

∑
j�1 jc j remains constant. In the following, we

always set mass density to unity:∑
j�1

jc j = 1. (10)

Summing Eq. (9a) and all Eqs. (9b) we obtain a rate equa-
tion for the total cluster density,

dc

dt
= −c1c. (11)

Introducing the auxiliary time

τ =
∫ t

0
dt ′ c1(t ′), (12)

we reduce Eqs. (9a) and (9b) to a set of linear equations
dc1

dτ
= −c1 − c, (13a)

dck

dτ
= ck−1 − ck, k � 2, (13b)

dc

dτ
= −c. (13c)

For convenience, we also added Eq. (13c), which is the re-
duced form of Eq. (11).

Linear equations (13a)–(13c) are solvable for arbitrary ini-
tial conditions. In the following, we consider the most natural
monodisperse initial condition,

ck (t = 0) = δk,1, (14)

if not stated otherwise.
Solving Eq. (13c) we find the cluster density and then from

Eq. (13a) we deduce the monomer density:

c(τ ) = e−τ , c1(τ ) = (1 − τ ) e−τ . (15)

Using the monomer density we solve Eq. (13b) recursively
and find all island densities [20]:

ck (τ ) =
{

τ k−1

(k − 1)!
− τ k

k!

}
e−τ , k � 1. (16)

When t → ∞ (this corresponds to τ → 1 for the monodis-
perse initial conditions), the densities become

Ck = k − 1

e · k!
. (17)

Hereinafter we use capital letters for final densities, so Ck ≡
ck (t = ∞). The approach to the final state is exponential; e.g.,
the density of adatoms vanishes as

c1 ∼ e−t/e, (18)

which follows from Eq. (9a) and C ≡ c(t = ∞) = 1/e. Com-
bining the exact expression c1(τ ) = (1 − τ ) e−τ and Eq. (12)
one can extract a more precise asymptotic

c1 
 Ae−t/e, A = e−γ−1+Ei(−1) = 0.1658619 . . . , (19)

where γ = 0.5772 . . . is the Euler constant and

Ei(z) =
∫ z

−∞

dx

x
ex (20)

is the exponential integral function.

Equations (13) are linear and recursive, and they admit a
general solution. The Laplace transform

ĉk (s) =
∫ ∞

0
dτ e−sτ ck (τ ) (21)

recasts Eqs. (13) into

ŝck (s) − ck (0) = ĉk−1(s) − ĉk (s). (22)

Using Eq. (22) and iterating we find

ĉk (s) = ĉ1(s)

(s + 1)k−1
+

k−2∑
j=0

ck− j (0)

(s + 1) j+1
(23)

for k � 2. Making the inverse Laplace transform gives

ck (τ ) = 1

(k − 2)!

∫ τ

0
du c1(τ − u) uk−2e−u

+
k−2∑
j=0

ck− j (0)
τ j

j!
. (24)

Solving Eq. (13c) and then Eq. (13a) we obtain

c(τ ) = c(0) e−τ , c1(τ ) = [c1(0) − τc(0)] e−τ . (25)

Inserting c1 into Eq. (24) we obtain

ck (τ ) = c1(0)
τ k−1e−τ

(k − 1)!
− c(0)

τ ke−τ

k!

+
k−2∑
j=0

ck− j (0)
τ je−τ

j!
. (26)

The jamming occurs when the density of monomers vanishes.
This corresponds to t = ∞, or

τ∗ = c1(0)

c(0)
. (27)

The jammed total cluster density is

C = c(0) e−τ∗ (28)

and the final densities are

Ck = c(0)
k − 1

k!
τ k
∗ e−τ∗ +

k−2∑
j=0

ck− j (0)
τ

j
∗ e−τ∗

j!
. (29)

III. ADDITION AND CHIPPING

For the AC process, we use again the time variable (12) to
linearize the governing equations:

dc1

dτ
= −p(c1 + c) + (1 − p)(c2 − c1 + c), (30a)

dck

dτ
= pck−1 − ck + (1 − p)ck+1, k � 2, (30b)

dc

dτ
= −(1 − p)c1 + (1 − 2p)c. (30c)

The rate equation (30c) for the cluster density is obtained by
summing Eq. (30a) and all Eqs. (30b); thus, it is not indepen-
dent but convenient for future analysis.

Qualitatively different behaviors emerge depending on
whether the probability p is below, equal to, or above the
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FIG. 2. The temporal decay of the monomer density c1(τ ) for
p = 7/20, p = 1/2, and p = 3/4 (top to bottom), exemplifying the
evolution in the steady state, critical, and jamming regimes. In
the critical regime, the monomer density is given by explicit for-
mula (40a). Generally the exact Laplace transform ĉ1(s) is known,
Eq. (50), and numerically inverting it we obtained c1(τ ) for p = 7/20
and p = 3/4. In the jamming regime, the monomer density van-
ishes at finite modified time τmax(p) corresponding to t = ∞; e.g.,
τmax(3/4) ≈ 1.75703. The inset shows that the final cluster density
C(p) and the final monomer density C1(p) undergo the continuous
phase transition at pc = 1/2. The final monomer density, C1(p), is
given by Eq. (32). The final cluster density is known in the steady-
state regime, Eq. (33). In the jamming regime, the exact Laplace
transform ĉ(s) is also known, Eq. (50). Instead of numerically in-
verting the Laplace transform and also finding τmax(p) it is easier to
determine C(p) using direct integration.

critical value p = pc = 1/2 where addition and chipping are
equiprobable (see Fig. 2). One can extract the time-dependent
behavior of the densities ck (t ) from an infinite set of linear
differential equations (30) using the Laplace transform. This
is laborious and the inversion of the exact Laplace transforms
is usually impossible in terms of standard special functions.

The steady state emerges when p < 1/2. In the steady
state, Eqs. (30b) reduce to pCk−1 − Ck + (1 − p)Ck+1 = 0.
This recurrence admits an exponential solution

Ck (p) = (1 − 2p)2 pk−1

(1 − p)k+1
, C(p) = 1 − 2p

1 − p
. (31)

Thus the final monomer density in the entire 0 < p � 1
range reads

C1(p) =
{

0, p � 1
2( 1−2p

1−p

)2
, p < 1

2 .
(32)

The final monomer density undergoes a continuous phase
transition as a function of p (see the inset in Fig. 2).

The final cluster density also undergoes a continuous phase
transition:

C(p) =

⎧⎪⎪⎨⎪⎪⎩
C∞(p), p > 1

2

0, p = 1
2

1−2p
1−p , p < 1

2 .

(33)

The final cluster density C∞(p) in the p > 1/2 jamming
regime is discussed below. Here we just mention that in the

proximity of the critical point

C(p) 

{

2
√

2p−1
π

, 0 < p − 1
2  1

2(1 − 2p), 0 < 1
2 − p  1.

(34)

A. Critical regime: p = pc = 1
2

In the critical regime, the final densities vanish. The
time-dependent behavior is interesting and tractable. Equa-
tions (30a) and (30b) become

2
dc1

dτ
= c2 − 2c1, (35a)

2
dck

dτ
= ck−1 − 2ck + ck+1, k � 2. (35b)

It is convenient to consider

2
dck

dτ
= ck−1 − 2ck + ck+1 (36)

for all integers k. Setting the initial condition

ck (0) = δk,1 − δk,−1 (37)

we see that the solution of Eqs. (36) and (37) is an odd func-
tion of mass: ck (τ ) = −c−k (τ ). Thus c0(τ ) ≡ 0 and hence
Eq. (36) at k = 1 turns into Eq. (35a). Therefore the solution
of Eqs. (35a) and (35b) subject to the monodisperse initial
condition (14) coincides with the solution of the initial-value
problem in Eqs. (36) and (37).

To solve Eqs. (36) and (37) we observe that Eq. (36)
describes the probability distribution of a nearest-neighbor
symmetric random walk on the one-dimensional lattice. For
such a random walk starting at the origin, the probability
distribution is e−τ Ik (τ ), where Ik is the modified Bessel func-
tion of order k (see, e.g., Ref. [3]). For the “dipole” initial
condition (37) we therefore arrive at

ck (τ ) = e−τ [Ik−1(τ ) − Ik+1(τ )]. (38)

Using the identity Iν−1(x) − Iν+1(x) = 2ν
x Iν (x) one can

rewrite Eq. (38) through a single Bessel function,

ck (τ ) = 2k

τ
e−τ Ik (τ ). (39)

The monomer and cluster densities read

c1(τ ) = 2

τ
e−τ I1(τ ), (40a)

c(τ ) = e−τ [I0(τ ) + I1(τ )]. (40b)

Using the asymptotic e−τ Ik (τ ) 
 (2πτ )−1/2 valid when
k = O(1) and τ → ∞, we deduce

c1(τ ) 

√

2

πτ 3
, c(τ ) 


√
2

πτ
, (41)

from Eqs. (40a) and (40b). Therefore

t =
∫ τ

0

dτ ′

c1(τ ′)

 1

5

√
2πτ 5 (42)

when τ → ∞. Rewriting Eqs. (41) through the physical time
we arrive at the large-time behavior

c1(t ) 
 γ t−3/5, c(t ) 
 ν t−1/5, (43a)
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with

γ =
(

16

125π

)1/5

, ν =
(

8

5π2

)1/5

. (43b)

We also note that the mass distribution (39) acquires a
simple scaling form

ck (τ ) 
 2k√
2πτ 3

exp

[
− k2

2τ

]
(44a)

in the scaling limit

k → ∞, τ → ∞,
k√
τ

= finite. (44b)

In terms of the physical time, Eq. (44a) becomes

ck (t ) 
 γ k

t3/5
exp

[
− γ

2ν

k2

t2/5

]
. (45a)

This mass distribution provides an asymptotically exact de-
scription in the scaling limit

k → ∞, t → ∞,
k

t2/5
= finite. (45b)

B. Laplace transform

The linearity of Eqs. (30) suggests to apply the Laplace
transform (21) recasting Eq. (30b) into recurrence,

ŝck = p̂ck−1 − ĉk + (1 − p)̂ck+1, k � 2, (46)

which admits an exponential solution ĉk = Azk−1 with z being
a root of (1 − p)z2 − (1 + s)z + p = 0. An appropriate root
giving the decaying (with mass) solution is

z = 2p

1 + s +
√

(1 + s)2 − q2
, q ≡

√
4p(1 − p). (47)

Applying the Laplace transform to the mass conservation re-
lation

∑
k�1 kck (τ ) = 1, one gets

∑
k�1

kĉk (s) = 1

s
. (48)

This sum rule fixes the amplitude A = (1 − z)2/s. Thus the
Laplace transform is given by

ĉk (s) = (1 − z)2

s
zk−1 (49)

with z determined by Eq. (47). In particular,

ĉ(s) = 1 − z

s
and ĉ1(s) = (1 − z)2

s
(50)

are the Laplace transforms of the total cluster density and the
monomer density.

In the general case, the solution of Eq. (46) is a bit more
cumbersome:

ĉk = sk
−C− + sk

+C+

+
k∑

p=0

s+s1−p+k
− − s−s1−p+k

+√
(1 + s)2 − q2

cp(0), (51)

where

s± = 1 + s ±
√

(1 + s)2 − q2

2(1 − p)
, (52)

and the amplitudes C± are fixed by mass conservation (48).
Even for the monodisperse initial condition, we have not
succeeded in inverting the Laplace transforms (49) and (50)
via standard special functions. The only exception is the
critical regime, where we have expressed the densities via
the Bessel functions, Eqs. (39). Perhaps the critical regime
p = 1/2 remains solvable for arbitrary initial conditions. Even
if this is true, such a general exact solution seems to have a
limited value. Indeed, the most important long-time behavior
is universal, i.e., independent of the initial conditions when
they are compact or quickly decaying with k.

The general solution is mostly interesting in the jamming
phase, 1/2 < p � 1, where the memory of the initial condi-
tions is never erased. For the pure addition process, p = 1,
we have established the general solution (26) and the final
densities (28) and (29).

One can derive simple integral representations as we now
show. Consider first the total cluster density. Using Eqs. (47)
and (50) we rewrite ĉ(s) in the form

ĉ(s) = 1

s
− 2p

s

1

1 + s +
√

(1 + s)2 − q2
. (53)

To perform an inverse Laplace transform of the second term
appearing on the right-hand side of Eq. (53) we rely on the
identity [22]

1

1 + s +
√

(1 + s)2 − q2
−→ e−τ I1(qτ )

qτ
(54a)

and a general property

s−1 f̂ (s) −→
∫ τ

0
du f (u). (54b)

With these ingredients, we derive an integral representation
of the cluster density,

c(τ ) = 1 − 2p
∫ τ

0
du e−u I1(qu)

qu
. (55a)

To establish an integral representation of the monomer
density, we use Eqs. (30c) and (68) to give

c1(τ ) = 1 − 2p

1 − p
c(τ ) + 2p

1 − p
e−τ I1(qτ )

qτ
. (55b)

These results apply for all 0 < p < 1. For instance, q =√
4p(1 − p) = 1 in the critical p = 1/2 regime, so the integral

in Eq. (55a) becomes∫ τ

0
du e−u I1(u)

u
= 1 − e−τ [I0(τ ) + I1(τ )]
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and Eq. (55a) reduces to Eq. (40b). For p �= 1/2, however, it
does not seem possible to express the densities through known
special functions.

The inset in Fig. 2 demonstrates that the final cluster
density is continuous but loses smoothness at the critical
point. The final cluster is known in the steady-state regime,
Eq. (33). To determine the final cluster in the jamming regime,
it is in principle possible to use the exact Laplace transform
ĉ(s), numerically invert it, and specialize to τmax(p) implic-
itly determined by the equation c1[τmax(p)] = 0. It is easier,
however, to determine C∞(p) = c[τmax(p)] using direct inte-
gration of Eqs. (30).

Specifically, we apply the second-order Runge-Kutta time-
integration scheme. We have verified that our numerical
results are very precise by comparing with analytical expres-
sion (40a) in the critical regime. In the jamming regime,
numerical integration is even more precise and requires mod-
est computing resources as the densities are rapidly decaying
with mass. The results for C(p) in the jamming regime, p > 1

2 ,
shown in the inset in Fig. 2 are obtained using numerical
integration.

C. Jamming regime: p > 1
2

In the jamming regime, the maximal modified time τmax(p)
corresponding to infinite physical time is implicitly de-
termined by c1(τmax) = 0. The jammed cluster density is
C∞(p) = c[τmax(p)]. It seems impossible to express C∞(p)
via known special functions. Here we deduce an explicit
asymptotic behavior of C∞(p) near the critical regime, 0 <

p − 1
2  1.

Writing ε = 2p − 1, we get q = √
4p(1 − p) = √

1 − ε2.
Just above the critical point, 0 < ε  1, we expand Eq. (55b)
and find

c1(τ ) = −2εc(τ ) + 2(1 + 2ε) e−τ I1(τ )

τ
+ O(ε2). (56)

In the leading order c(τ ) = e−τ [I0(τ ) + I1(τ )] which is just
the cluster density in the critical regime [see Eq. (40b)].
Plugging this into Eq. (56) and solving c1(τmax) = 0 we find
τmax = (2ε)−1 in the leading order. Therefore

C∞(p) = c(τmax) 

√

2

πτmax

 2

√
2p − 1

π
(57)

as announced in Eq. (34).
To establish the large time decay of the monomer density

we employ the same approach as in the derivation of Eq. (18)
for the pure addition process and find an asymptotically expo-
nential decay

c1 ∼ e−Bt , B = (2p − 1)C − (1 − p)C2. (58)

To determine the amplitude B we need C2 = c2(τmax) and C =
c(τmax). Rewriting Eq. (30a) as

(1 − p)c2 = dc1

dτ
+ c1 + (2p − 1)c (59)

and inserting Eqs. (55a) and (55b) into Eq. (59) we find
c2(τ ) from which we extract C2 = c2(τmax). Similarly from
Eq. (55a) we get C = c(τmax). Thus we express B via τmax.

IV. FINITE SYSTEMS

In a system with total mass N , a nonadsorbing state can
dissolve into the disentangled state with N monomers and
no islands, and vice versa. Hence nonadsorbing states are
mutually connected. Jammed states are absorbing, and each
such state is connected to a few nonadsorbing states, so a finite
system gets jammed with probability one.

The road to jamming depends on whether the probability
p is below, equal to, or above p = pc = 1/2. We now outline
theoretical expectations of the behavior in these regimes. We
focus on the average lifetime T and briefly discuss the lifetime
distribution. We also probe the behavior of the number of
distinct island species and the number of islands in the final
jammed state.

A. Jamming regime: p > 1
2

The average total number of monomers is close to M =
Nc1, at least when M is large. Neglecting fluctuations leads to
the criterion M(T ) = Nc1(T ) ∼ 1 for estimating the average
lifetime. Since the density decays exponentially, Eq. (58), the
average lifetime scales logarithmically with N as stated in
Eq. (5). One even expresses an amplitude through the decay
rate B in Eq. (58):

T 
 B−1 ln N. (60)

In a finite system, the total number C1 of monomers is
random. Fluctuations are relatively small in large systems,
and they are traditionally investigated in the realm of the van
Kampen expansion [17]. In the present case one writes

C1(t ) = Nc1(t ) +
√

Nξ1(t ) (61)

as the sum of the linear-in-N deterministic contribution and
proportional to

√
N stochastic contribution; i.e., ξ1(t ) = O(1)

is a random variable. Van Kampen expansions have been used
in the analyses of various reaction processes [3,17,23,24],
including aggregation and annihilation processes [25–30]. As-
suming that the

√
N scaling of fluctuations holds until the very

end, we estimate the average lifetime T from Nc1(T ) ∼ √
N .

This gives

T 
 (2B)−1 ln N (62)

twice smaller than the naive estimate (60). The above argu-
ment tacitly assumes that ξ1(t ) remains of order one in the
t → ∞ limit. This expectation is erroneous in the critical
regime (Sec. IV B). In the jamming regime, however, the
modified time is the natural variable. The evolution span is
thus effectively finite, τ � τmax, and ξ1(τmax) is expected to
remain finite.

A nonlinear logarithmic growth law, T ∝ (ln N )α(p), where
the exponent is a decreasing function of p satisfying α(p) > 1,
provides a better fit to our simulation results than the linear
logarithmic growth (see Fig. 1). For instance, the best fit to
simulation results for p = 0.6 is α(0.6) = 1.93. For the pure
addition process (p = 1), the lifetime must grow as ln N ;
simulations suggest α(1) = 1.15.

It is feasible that T ∝ ln N is the true asymptotic growth
in the entire jamming regime, 1

2 < p < 1. This asymptotic
should be reached when ln N � 1. Although the final state
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is logarithmically quickly reached in the jamming regime,
simulating astronomically large systems (ln N � 1) is dif-
ficult. Finally, to appreciate why the fitting exponent α(p)
increases as p ↓ 1

2 , recall that in the critical regime the lifetime
scales as T ∼ N , i.e., much faster than logarithmically. Thus
when 0 < p − 1

2  1, it takes a long time before the system
“realizes” that it is not in the critical regime.

B. Critical regime: p = 1
2

Recall that the monomer density is c1 ∼ t−3/5 in the critical
regime in the infinite system. The naive criterion M(T ) =
Nc1(T ) ∼ 1 gives an estimate T ∼ N5/3 for the average life-
time in the critical regime. We now argue that this naive
estimate is erroneous not merely by a numerical factor as in
the jamming regime [cf. Eqs. (60) and (62)]. The exponent is
wrong, and instead of T ∼ N5/3 the lifetime scales linearly as
announced in Eq. (5):

T ∼ N. (63)

To establish Eq. (63) we rely on the asymptotic behavior of
the variance, 〈

ξ 2
1

〉 ∼ c. (64)

Arguments in favor of Eq. (64) are presented in Sec. V. The

stochastic part of Eq. (61) scales as
√

N
√

〈ξ 2
1 〉 ∼ √

Nc, while
the deterministic part is Nc1. Equating these contributions,
Nc1 ∼ √

Nc, and using Eq. (43a) we obtain Eq. (63).
The total number of clusters is subextensive in the final

jammed state:

〈C〉 
 Nc(T ) ∼ NT −1/5 ∼ N4/5, (65)

as was announced in Eq. (6). The mass distribution in the
jammed state is unknown. An uncontrolled approximation of
the jammed mass distribution is given by the scaling form
(45a) specialized to time T :

Ck ∼ k − 1

N3/5
exp

[
− k2

N2/5

]
. (66)

This form correctly predicts the typical island mass and the
density of such islands:

ktyp ∼ N1/5, Cktyp ∼ N−2/5. (67)

The linear growth of the final mass distribution, Ck ∝ k, is ex-
pected to hold when 1  k  ktyp ∼ N1/5. We put the factor
k − 1 into Eq. (66) to emphasize that C1 = 0 by the definition
of the jammed state.

Jammed states have peculiar characteristics in the critical
regime: Clusters are large [cf. Eqs. (67)], and the number
of clusters [Eq. (65)] is subextensive. Fluctuations play a
decisive role in the formation and properties of such jammed
states. Similar states have been detected, again in the critical
regimes, in addition-shattering processes [18]. They have been
called [18] supercluster states to emphasize that clusters are
predominantly large. Supercluster states appear inevitable in
finite systems whose infinite-size versions admit jamming and
steady-state regimes.

FIG. 3. For each N , the average lifetime is obtained by averaging
103 Monte Carlo simulations. An exponential growth is observed,
and the amplitude A(p) appearing in Eq. (68) is extracted from the
numerical data. The inset shows this amplitude together with an un-
controlled approximation (A2) for the amplitude. An approximation
gives a qualitatively correct dependence of the amplitude A(p) on p.

C. Quasistationary state regime: p < 1
2

In a finite system, the “steady” state is quasistationary. If
N � 1, the system spends an astronomically large time near
that state but eventually falls into a jammed state. The average
lifetime is exponential in system size:

T � eA(p)N . (68)

Here � means an asymptotic equality of logarithms; i.e.,
Eq. (68) is the shorthand for the assertion

lim
N→∞

N−1 ln T = A(p). (69)

The exponential factor A(p) seems to be a complicated
nonlinear function of p < 1/2 (see Fig. 3).

Astronomically large adsorption times resembling Eq. (68)
arise in population dynamics where they are known as
extinction times. Population sizes tend to stay near the at-
tracting fixed point of rate equations, but extinction eventually
happens after a rare giant fluctuation. The Wentzel-Kramers-
Brillouin (WKB) technique is a powerful toolbox for finding
the controlling exponential behavior (68). A WKB theory for
stochastic classical systems with continuous phase space is a
popular subject [31]. In the present case, the cluster masses
and the numbers of clusters are naturally quantized, and
appropriate WKB approximations reflect this feature. A dis-
sipative variant of the WKB was pioneered in Refs. [32–36]
(see Refs. [37–39] for other WKB approaches).

Single-population models admit analytical treatment [40].
In such situations, it is often possible to compute the am-
plitude like A(p) in Eq. (68). Systems with two interacting
populations are generally intractable analytically [40], albeit
the WKB approach tremendously simplifies the analysis, lead-
ing to a dynamical system with two degrees of freedom (see,
e.g., Refs. [41–43]). The number of interacting populations
(island species) in our AC process diverges with N (see
Sec. IV E). Hence an analytical determination of A(p) and
the densities in the final jammed state appear impossible.
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In Appendix A, we employ physically appealing yet uncon-
trolled approximations that lead to qualitatively reasonable
predictions.

D. Lifetime distribution

The lifetime T fluctuates from realization to realization.
The average lifetime T = 〈T〉 is the simplest characteristic of
the random variable T. We now argue that in the interesting
case of large systems, N � 1, the average lifetime encodes
the chief features of the random variable T in the jamming
and steady-state regimes, p �= 1/2.

In the jamming regime, we extend the heuristic argument
leading to Eq. (62) and obtain T = T + t with random t =
O(1). If true, the variance V = 〈T2〉 − T 2 remains finite. Even
if the variance grows with size, perhaps logarithmically sim-
ilar to the average, V ∼ ln N , the random variable T appears
self-averaging. This assertion means that deviations from the
average are asymptotically negligible compared to the aver-
age:

lim
N→∞

√
V

T
= 0. (70)

Verifying Eq. (70) numerically is challenging when p < 1/2
due to exponential growth of the system lifetime T . In the
p � 1/2 regime, our simulations confirm Eq. (70) when N
exceeds 107; in our experiments, we are able to utilize N up to
108. For instance, we mentioned V ∼ ln N as a possible large-
N behavior; if this is true, the ratio in Eq. (70) approaches zero
very slowly, namely, as (ln N )−1/2.

The lifetime T of the system in the quasistationary regime
is a non-self-averaging random variable; i.e., it has a nontrivial
distribution. This distribution is (asymptotically) exponential:

Prob[T = t] = T −1e−t/T . (71)

Proving Eq. (71) for our AC process could be very challenging
as the number of interacting populations diverges with N .
When the number of interacting populations is finite, there is
little doubt in the validity of Eq. (71) (see Ref. [40]).

In the critical regime, the random variable T is expected to
be non-self-averaging, with the lifetime distribution acquiring
a scaling form

Prob[T = t] = T −1P(t/T ) (72)

when N � 1. The unknown scaled distribution P(x) is proba-
bly nontrivial, different from the exponential distribution (71)
in the quasistationary regime.

E. Distinct island species and total number of islands

The number D of different island species in the jammed
state is

D = #{k : Ck � 1}, (73)

where Ck is the number of islands of mass k. We guess that
the average number of different island species exhibits the
following growth with N :

D = 〈D〉 


⎧⎪⎨⎪⎩
ln N

ln(ln N ) , p > 1
2

Dc N1/5
√

ln N, p = pc = 1
2

D−(p) ln N, p < 1
2 .

(74)

The evidence in favor of Eqs. (74) is rather slim. Let us
begin with the jamming regime. In the extreme case of a pure
addition process, p = 1, the jammed densities are given by
Eq. (17). The criterion

NCD ∼ 1 (75)

and the factorial decay (17) yield

D 
 ln N

ln(ln N ) − 1
, (76)

where we also used the asymptotic ln k! 
 k(ln k − 1) implied
by the Stirling formula. The analog of Eq. (17) in the jamming
regime 1/2 < p � 1 is in principle contained in the exact
expression (49) for the Laplace transform. Here we just extract
from Eq. (49) the large-s asymptotic ĉk 
 pk−1/sk implying
the small-τ asymptotic

Ck 
 (pτ )k−1

(k − 1)!
. (77)

The jammed regime is formed at τ = τmax, which is not small,
but still using Eqs. (77) and (75) we obtain

D 
 ln N

ln(ln N ) − 1 − ln(pτmax)
. (78)

The dependence on p disappears only when N becomes astro-
nomically large, namely, ln(ln N ) � 1.

In the critical regime, we use mass distribution (66) in the
jammed state and criterion (75) to get the result quoted in
Eq. (74). In the quasistationary regime, the final mass distri-
bution is expected to have an exponentially large mass tail:

Ck � e−k/D−(p). (79)

Equations (75) and (79) give the result quoted in Eq. (74). If
the tail is the same as in the steady state, Eq. (31),

D−(p) = 1

ln(1/p − 1)
. (80)

Simulation results (see Figs. 4 and 5) qualitatively agree
with theoretical predictions when p � 1/2. In the quasista-
tionary regime, p < 1/2, we observe a faster than logarithmic
growth (see the inset in Fig. 4). Numerical experiments are
extremely time consuming when p < 1/2, apart from the sit-
uation when 1

2 − p  1. This is close to the critical regime
where the growth is indeed faster than logarithmic.

The total number of clusters, C, in the final state also grows
with system size. The average growth is

I = 〈C〉 

⎧⎨⎩

A+(p) N, p > 1
2

Ac N4/5, p = pc = 1
2

A−(p) N, p < 1
2 ,

(81)

and it agrees with our numerical observations for all values of
0 < p < 1 (see Fig. 6). Combining Eqs. (81) and

I = NC (82)

we see that in the thermodynamic N → ∞ limit, the final
cluster density vanishes in the supercluster state, and remains
positive otherwise: C = A+(p) for p > 1

2 and C = A−(p) for
p < 1

2 .
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FIG. 4. The average number of different island species obtained
by averaging 103 Monte Carlo runs for each value of N . When p =
1/2, simulation results are in good agreement with the theoretical
prediction (74). For p < 1/2, we could not verify the theory (see
the inset): The system size seems insufficient for reaching the D 

D−(p) ln N asymptotic.

Fluctuations around the average are relatively small. In-
deed, using van Kampen expansion we write

C(t ) = Nc(t ) +
√

Nη(t ). (83)

In terms of the modified time, the evolution span is finite, τ �
τmax. The random variable η(τmax) is expected to remain finite,
and hence the fluctuations around I = NC are of the order of√

N . Thus C is a self-averaging random quantity and Eq. (82)
fixes the amplitude

A+(p) = C∞(p). (84)

This amplitude admits explicit expressions in extreme situa-
tions close to the critical regime (p ↓ 1/2), and to the pure

FIG. 5. The average number of different island species obtained
by averaging 103 Monte Carlo runs for each value of N in the jammed
state for several values of p > 1/2. Numerical results agree with
Eq. (74) and demonstrate the dependence of D+(p) on p. The number
of island species grows when p decreases.

FIG. 6. The average total number of clusters. Numerical simula-
tions (lines) of the AC process agree with theory [Eqs. (81)] shown
by dots. For p < 1/2, the simulations also agree with the analysis
but become very time consuming for N > 103 due to the exponential
growth of the system lifetime. Simulations indicate that both A+(p)
and A−(p) depend on p.

addition process (p ↑ 1):

A+(p) 

{

2
√

2p−1
π

, 0 < 2p − 1  1

e−1
[
1 + p−1

6

]
, 0 < 1 − p  1.

(85)

We have argued that the total number of islands in the
jamming regime is subextensive in the final jammed state
[see Eq. (65)]. It would be interesting to investigate numer-
ically the nature of the random quantity C characterizing the
supercluster state at the critical regime. It is probably a non-
self-averaging random quantity characterized by nontrivial
scaled distribution

Prob[C = C] = N−4/5F (C/N4/5). (86)

In the steady-state regime before giant fluctuation we have
NC islands and NC1 monomers with [see Eq. (31)]

C = 1 − 2p

1 − p
, C1 = C2. (87)

In a giant fluctuation almost all collision events are additions.
Schematically

A + I → I, A + A → I, (88)

where we have disregarded island masses. Thus we arrive
at the bounds C � A−(p) � C + C1/2. Using Eq. (87) we
rewrite these bounds as

1 − 2p

1 − p
� A−(p) � (1 − 2p)

(
3
2 − 2p

)
(1 − p)2

. (89)

V. FLUCTUATIONS IN THE CRITICAL REGIME

Denote by Ck (t ) the total number of clusters of size k.
At any time, the state of the finite system is represented by
the configuration {C1(t ),C2(t ), . . . ,CN (t )}. All Ck (t ) are non-
negative integers satisfying the constraint

N∑
j=1

jC j (t ) = N (90)
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implied by mass conservation. The initial configuration is
{N, 0, . . . , 0}.

In a reaction event, the configuration {C1,C2, . . . ,CN }
transforms into one of the following configurations:

(C1 − 2,C2 + 1), C1(C1 − 1)/(2N ), (91a)

(C1 − 1,Ck − 1,Ck+1 + 1), C1Ck/(2N ), (91b)

(C1 + 2,C2 − 1), C1C2/(2N ), (91c)

(C1 + 1,Ck−1 + 1,Ck − 1), C1Ck/(2N ), (91d)

in the critical regime. To avoid cluttering, we only show
components of an evolved configuration that differ from
the corresponding components of the original configuration;
the rates of reaction channels are also shown in Eqs. (91). The
last reaction channel (91d) describes the chipping of clusters
with k � 3; the chipping process with k = 2 is represented by
Eq. (91c).

Using Eqs. (91) we deduce equations for the averages,

2N
d〈C1〉

dt
= −2〈C1(C1 − 1)〉 + 〈C1C2〉, (92a)

2N
d〈C2〉

dt
= 〈C1(C1 − 1)〉 − 2〈C1C2〉 + 〈C1C3〉, (92b)

2N
d〈Ck〉

dt
= 〈C1Ck−1〉 − 2〈C1Ck〉 + 〈C1Ck+1〉. (92c)

Using the van Kampen expansion (61) for C1 and similar
expansions

Ck (t ) = Nck (t ) +
√

Nξk (t ), (93)

we compute

〈C1〉 = Nc1 +
√

N 〈ξ1〉,〈
C2

1

〉 = N2c2
1 + 2N3/2c1 〈ξ1〉 + N

〈
ξ 2

1

〉
,

〈C1Ck〉 = N2c1ck + N3/2 [c1〈ξk〉 + ck〈ξ1〉] + N〈ξ1ξk〉.
(94)

Plugging these expansions into Eq. (92a) and equating the
leading O(N2) terms we recover the rate equation for the
density of monomers. Equating subleading O(N3/2) terms we
arrive at

2
d〈ξ1〉

dt
= −4c1〈ξ1〉 + c1〈ξ2〉 + c2〈ξ1〉. (95a)

Similarly from Eq. (92b) we deduce

2
d〈ξ2〉

dt
= 2c1〈ξ1〉 − 2[c1〈ξ2〉 + c2〈ξ1〉]

+c1〈ξ3〉 + c3〈ξ1〉 (95b)

and Eqs. (92c) give

2
d〈ξk〉

dt
= c1[〈ξk−1〉 − 2〈ξk〉 + 〈ξk+1〉]

+〈ξk〉[ck−1 − 2ck + ck+1] (95c)

for k � 3. The initial state is deterministic: ξk (0) = 0 for all
k � 1. An infinite homogeneous system (95) of linear equa-
tions with initial condition 〈ξk (0)〉 = 0 has a trivial vanishing
solution:

〈ξk〉 ≡ 0. (96)

Hence the first- and second-order cumulants become

〈C j〉 = Ncj, 〈CiC j〉c = NWi j, (97)

where 〈CiC j〉c = 〈CiC j〉 − 〈Ci〉〈C j〉 and we shortly write
Wi j = 〈ξiξ j〉.

To derive the evolution equation for W11 = 〈ξ 2
1 〉 we first

notice that 〈C2
1〉 obeys

2N
d
〈
C2

1

〉
dt

= 〈C1(C1 − 1)(−4C1 + 4)〉

+
∑
k�2

〈C1Ck (−2C1 + 1)〉

+〈C1C2(4C1 + 4)〉
+

∑
k�3

〈C1Ck (2C1 + 1)〉. (98)

Each term on the right-hand side (top to bottom) corresponds
to the corresponding reaction channel in Eqs. (91). Massaging
the right-hand side of Eq. (98) we obtain

2N
d
〈
C2

1

〉
dt

= −4〈C1(C1 − 1)2〉

+2
∑
k�2

〈C1Ck〉 + 〈C1C2(2C1 + 3)〉. (99)

Combining Eqs. (92a) and (98) we obtain

N
d
〈
C2

1

〉
c

dt
= 2

[〈
C2

1

〉〈C1〉 − 〈
C3

1

〉] + 3

2
〈C1C2〉

+ 〈
C2

1C2
〉 − 〈C1〉〈C1C2〉 +

∑
k�2

〈C1Ck〉

+ 4
〈
C2

1

〉
c − 2〈C1〉. (100)

We now compute the leading behavior of the third-order mo-
ments: 〈

C3
1

〉 − 〈
C2

1

〉〈C1〉 = 2N2c1W11,〈
C2

1C2
〉 − 〈C1〉〈C1C2〉 = N2[c1W12 + c2W11]. (101)

Inserting Eqs. (97) and (101) into Eq. (100), keeping the
leading O(N2) terms, and using the modified time variable
gives

dW11

dτ
= W12 −

(
4 − c2

c1

)
W11 + c − c1 + 3

2
c2. (102)

We thus also need to derive the evolution equation for
W12 = 〈ξ1ξ2〉. A lengthy calculation yields

2N
d〈C1C2〉

dt
= 〈

C3
1

〉 − 4
〈
C2

1C2
〉 + 〈

C1C
2
2

〉 + 〈
C2

1C3
〉

+〈C1(C2 + C3)〉 − 3
〈
C2

1

〉 + 2〈C1〉, (103)

which in conjunction with Eqs. (92a) and (92b) leads to

2N
d〈C1C2〉c

dt
= 〈

C3
1

〉 − 〈
C2

1

〉〈C1〉 − 2
[〈
C2

1C2
〉 − 〈C1C2〉〈C1〉

]
−2

[〈
C2

1C2
〉 − 〈

C2
1

〉〈C2〉
]+〈

C1C
2
2

〉−〈C1C2〉〈C2〉
+〈

C2
1C3

〉 − 〈C1C3〉〈C1〉
+〈C1(C3 − C2)〉 − 2

〈
C2

1

〉
, (104)
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where we have dropped the subleading 2〈C1〉 term. We already
know the leading behavior of the terms in the top two lines
[see Eqs. (101)]. Similarly we compute〈

C2
1C2

〉 − 〈
C2

1

〉〈C2〉 = 2N2c1W12,〈
C1C

2
2

〉 − 〈C1C2〉〈C2〉 = N2[c2W12 + c1W22], (105)〈
C2

1C3
〉 − 〈C1C3〉〈C1〉 = N2[c1W13 + c3W11],

from which

dW12

dτ
=

(
2 − 2c2

c1
+ c3

c1

)
W11 −

(
6 − c2

c1

)
W12

+W22 + W13 + c3 − c2 − 2c1. (106)

Thus, we must derive equations for W22 and W13. The good
news is that Eqs. (102) and (106), and equations for other
cumulants do not involve higher cumulants. The bad news is
that equations are hierarchical and hence seem intractable. In
the long-time limit c j/c1 
 j and ck  c, so Eqs. (102) and
(106) simplify to

dW11

dτ
= W12 − 2W11 + c, (107a)

dW12

dτ
= W11 − 4W12 + W22 + W13. (107b)

In the long-time limit equations for Wi j are similar to
Eq. (107b), namely, the right-hand sides are linear combina-
tions of cumulants, and only Eq. (107a) additionally contains
c. It seems that Wi j = Ai jc in the long-time limit. The ampli-
tudes Ai j are unknown, but W11 = 〈ξ 2

1 〉 ∼ c already suffices to
establish Eq. (63) as we have shown in Sec. IV B.

VI. ADDITION AND CHIPPING PROCESSES
WITH PROPORTIONAL RATES

The AC processes with proportional rates

Ck = λAk when k � 2 (108)

behave similarly to the processes with mass-independent rates
analyzed in Secs. III–V: The outcome depends on which of the
two processes is more potent, i.e., whether λ is smaller, equal
to, or larger than unity.

Specifically, we looked at models with algebraic rates

Ak = ka (109)

satisfying Eq. (108). The two most tractable AC processes of
the type (108) are the model with a = 0 (mass-independent
rates) and a = 1 (rates proportional to the mass of the clus-
ter participating in a collision). The latter processes arise
in several applications [44–46], providing extra motivation
to extend our theoretical analysis of the AC processes with
mass-independent rates (a = 0) for the model with a = 1. In
this situation

Ak = k (110)

and then Eq. (108) becomes

Ck = λk when k � 2. (111)

A finite system gets jammed with probability one. The time
to reach a jammed state scales according to

T ∝
⎧⎨⎩ln N, λ < 1

N3/4, λ = 1
eD(λ)N , λ > 1,

(112)

for the AC processes with rates (110) and (111). The critical
regime is again particularly interesting as the final superclus-
ter state is nonextensive. The final number of clusters and the
typical cluster mass scale according to

C ∼ N
3
4 , ktyp ∼ N

1
4 , (113)

in the supercluster state. The details of derivation of Eqs. (112)
and (113) and other results are relegated to Appendix B.

For the AC processes with algebraic rates (108) and (109),
we mostly looked at supercluster states. In Appendix C we
estimate the time to reach the supercluster state,

T ∼ N
5−2a
5−a , (114)

and argue that the final number of clusters and the typical
cluster mass scale according to

C ∼ N
4−a
5−a , ktyp ∼ N

1
5−a . (115)

VII. DISCUSSION

We analyzed addition and chipping (AC) processes with
proportional reaction rates (108). We primarily focused on
the ultimate fate of finite systems. Since both addition and
chipping processes are driven by collisions with monomers,
any finite system eventually reaches a jammed state without
monomers where evolution ceases. The route to the final state
and its composition greatly depend on which of the two pro-
cesses prevails.

If addition prevails (λ < 1), the system quickly relaxes to a
jammed state close to the jammed state of an infinite system.
When chipping prevails (λ > 1), an infinite system relaxes to
a steady state with a positive density of monomers. For a long
time, a large finite system remains in a quasistationary state
with densities fluctuating around the densities of the steady
state of an infinite system. Eventually, monomers disappear in
a huge fluctuation. The average lifetime of the quasistationary
state scales exponentially with the total mass:

T � eA(λ,a)N . (116)

These phenomena seem quite general. For instance, similar
behaviors have been numerically observed for collision-
controlled aggregation-shattering systems [47]. In this case,
the finite system falls out from the limiting cycle predicted for
the infinite case [48,49].

Computing the amplitude A(λ, a) for the class of AC pro-
cesses with algebraic rates (108) and (109) is an outstanding
challenge. WKB approaches (see Ref. [40] for a review) have
been successfully applied to the determination of control-
ling exponential factors similar to Eq. (116). However, these
approaches are potent only in the case of a few interact-
ing populations, and even in those situations, an analytical
treatment tends to work only for a single self-interacting popu-
lation. For the AC processes the number of interacting cluster
species diverges logarithmically with mass. Thus we do not
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know how to determine the amplitude A(λ, a) in Eq. (116)
and the composition of the final jammed state when λ > 1.

The critical regime, λ = 1, is the most interesting already
for an infinite system. In two particularly tractable critical AC
processes, namely, for the model with mass-independent rates
(a = 0) and for the model with linear-in-mass rates (a = 1),
the full time-dependent solutions for the mass distribution
are available [Sec. III A and Appendix B]. For the critical
AC processes with algebraic rates (108) and (109), the mass
distribution acquires a scaling form in the large-time limit
(Appendix C 1), and the scaled mass distribution is known
for arbitrary a < 2. For finite critical AC processes, the final
jammed state known as a supercluster state is quite remark-
able; e.g., the final number of clusters is nonextensive in the
total mass N and the typical cluster mass algebraically di-
verges with N [see Eq. (115)]. The outcomes also exhibit large
fluctuations from realization to realization, a manifestation of
the lack of self-averaging.

Our derivation relies on the van Kampen expansion appli-
cable when N � 1. We then estimate the lifetime (i.e., the
time T when the last monomer disappears) by equating the
deterministic part Nc1(T ) and the stochastic part

√
Nξ1(T ).

Namely, we use the criterion

Nc1(T ) ∼
√

NW11(T ) , W11 = 〈
ξ 2

1

〉
. (117)

Thus we must determine the variance W11. Using the van
Kampen expansion, we derived an evolution equation for W11

that contains W12 = 〈ξ1ξ2〉. An evolution equation for W12

contains W11,W13,W22. Continuing, one arrives at an infinite
set of linear equations for Wi j = 〈ξiξ j〉. We have not verified it
in full detail, but in the long-time limit, all these equations are
homogeneous apart from an evolution equation for W11 that
contains

ma =
∑
k�1

kack . (118)

Thus the solution of the infinite set of linear equations is
Wi j = Ci jma with some numerical factors Ci j . The precise
value of C11 is unknown, but it is not necessary as we only
seek the scaling dependence of T from N . Equation (117) thus
becomes

N ∼ ma(T )

[c1(T )]2
. (119)

The nonrigorous ingredient is that the van Kampen expan-
sion used in deriving equations for Wi j tacitly assumes that
the deterministic part substantially exceeds the stochastic part.
Moreover, we insert the deterministic predictions for ma and
c1 into Eq. (119). Still, the emerging scaling laws (114) and
(115) appear to be exact.

We studied numerically the simplest AC process with
mass-independent rates (a = 0). Simulation results qualita-
tively agree with our theoretical predictions. The observed
quantitative disagreements are not surprising as the true
asymptotic behavior of several quantities emerges only when
ln N � 1. One quantity contains a repeated logarithm [cf.
Eqs. (74) and (78)], so the true asymptotic formally emerges
when ln(ln N ) � 1. In simulations, we used a direct but effi-
cient Monte Carlo algorithm [16]. Implementing special tricks

for handling rare event simulations (see, e.g., Ref. [50]) may
significantly contribute to probing λ � 1 regimes.

Input of adatoms is crucial in applications in surface sci-
ence [6]. Pure addition processes with input investigated in
Refs. [20,21] exhibit very different behavior than the same
addition processes without input. It would be interesting to
investigate the influence of input of monomers in the AC
processes (108) and (109). In this infinite system jamming is
impossible due to the constant input of monomers.

We emphasize that we relied on a mean-field approach.
An infinite AC process is then described by an infinite set of
ordinary differential equations for the densities. To examine
the influence of space in the simplest setting, one can consider
a point-island model postulating that each cluster occupies
a singe lattice site, and monomers hop to neighboring sites
while islands are immobile.

Unfortunately, there is no analytical framework already for
the point-island pure addition process. Moreover, even if we
disregard the distinction between islands, so that the process
is represented by the reaction scheme

A + A −→ I, A + I −→ I, (120)

involving just two populations, adatoms and islands, the
problem remains analytically intractable. The pure addition
process in the point-island setting was numerically studied in
one and two dimensions in Ref. [51].

The point-island AC process also depends on p and, addi-
tionally, on the density ρ and the spatial dimension d . (For
concreteness, we consider the process on hypercubic lattices
Zd .) The critical probability is pc = 1

2 in the mean-field realm,
while for the point-island AC process pc = pc(ρ, d ). It would
be interesting to explore the final state in the critical regime
in a finite system. The simplest example is a ring with L sites
and total mass N , so the density is ρ = N/L.
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APPENDIX A: A JAMMED STATE IN THE
QUASISTATIONARY REGIME

Here we estimate a typical lifetime and basic features of
a jammed state in the quasistationary regime. The system
spends a long time in a state close to the steady state of an
infinite system where the densities of monomers and clusters
are

C1 =
(

1 − 2p

1 − p

)2

, C = 1 − 2p

1 − p
. (A1)

The fastest (in terms of the number of collisions) path to
jamming occurs if each collision involves two monomers. The
number of collisions is C2

1 N/2, and addition occurs in each
event with probability p. Hence p−C2

1 N/2 provides an estimate
of a typical lifetime, from which we deduce an uncontrolled
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approximation

A = 1

2

(
1 − 2p

1 − p

)4

ln(1/p) (A2)

qualitatively agreeing with numerical data (see the inset in
Fig. 3).

To estimate the densities in the final jammed state we also
assume that each collision leads to addition. If as above we
make an extra assumption that only monomers collide with
each other, the final density of dimers increases:

C2 = C2 + 1

2
C1 = (1 − 2p)2 (1 + p)

2(1 − p)3
. (A3)

Other densities remain the same: Ck = Ck for k � 3. The total
density is therefore

C = C − 1

2
C1 = 1 − 2p

2(1 − p)2
. (A4)

Another possible approximation relies on Eqs. (13) and
uses the steady state (31) as the initial condition. Thus we
postulate that suddenly all collisions lead to addition. Solving
Eqs. (13c) and (13a) subject to the “initial condition” (A1)
gives

c(τ ) = 1 − 2p

1 − p
e−τ , (A5a)

c1(τ ) = 1 − 2p

1 − p

[
1 − 2p

1 − p
− τ

]
e−τ . (A5b)

Substituting τ∗ = 1−2p
1−p , where c1(τ∗) given by Eq. (A5b)

vanishes, into Eq. (A5a) gives an approximation

Capprox = e
2p−1
1−p

1 − 2p

1 − p
(A6)

for the final cluster density. All the approximations (A4) and
(A6) for the cluster density, as well as the cluster density in
the steady state, are decreasing functions of p vanishing when
p = 1/2 (see Fig. 7).

APPENDIX B: AC PROCESSES WITH LINEAR RATES

Here we consider AC processes with rates (110) and (111).
The behavior greatly depends on which of the two processes,
addition or chipping, prevails.

1. Infinite system

The governing equations read

dc1

dτ
= −c1 − 1 + λ(2c2 − c1 + 1), (B1a)

dck

dτ
= (k − 1)ck−1 − (1 + λ)kck + λ(k + 1)ck+1. (B1b)

Equations (B1b) are valid for all k � 2.
In the steady-state regime, λ > 1, the densities quickly

reach the universal (independent of the initial condition) val-
ues,

Ck = 1 − λ−1

kλk−1
. (B2)

FIG. 7. The dependence of the cluster density of the ultimate
jammed state of a finite system on p < 1/2. Bottom curve: The
approximation (A6). Middle curve: The approximation (A4). For
comparison, the cluster density C = 1−2p

1−p of the steady state of the
infinite system is also shown (top curve). Our numerical results seem
to be closer to Capprox given by Eq. (A6).

These densities are found from Eqs. (B1a) and (B1b) by
setting the left-hand sides to zero. The amplitude in Eq. (B2)
is fixed by mass conservation:

∑
k�1 kCk = 1.

The stationary cluster density

C = −(λ − 1) ln(1 − λ−1) (B3)

is a monotonically increasing function of λ.
In the critical regime, λ = 1, Eqs. (B1a) and (B1b) become

dck

dτ
= (k − 1)ck−1 − 2kck + (k + 1)ck+1. (B4)

We can use Eq. (B4) for all integer k � 1. These equations ad-
mit a neat solution

ck (τ ) = τ k−1

(1 + τ )k+1
(B5)

in the case of the monodisperse initial condition. The exact
solution (B5) appears in various subjects ranging from birth-
death processes to exchange processes [44–46].

Rewriting Eq. (B5) in terms of the physical time we obtain

ck (t ) = 1

(1 + 3t )2/3

[
1 − 1

(1 + 3t )1/3

]k−1

. (B6)

In particular, the density of monomers and the cluster density
are given by neat formulas

c1(t ) = 1

(1 + 3t )2/3
, c(t ) = 1

(1 + 3t )1/3
. (B7)

It appears impossible to obtain explicit results in the jam-
ming regime, λ < 1, so we limit ourselves with the most
interesting asymptotic analysis just below the critical point:
0 < 1 − λ  1. We treat ε = 1 − λ as the small parameter
and seek a perturbative solution

ck (τ ) = τ k−1

(1 + τ )k+1
+ ε fk (τ ) + O(ε2). (B8)
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Plugging this expansion into Eqs. (B1a) and (B1b) we obtain

df1

dτ
= 2 f2 − 2 f1 − 1 − 1

(1 + τ )2
+ 2

(1 + τ )3
, (B9a)

dfk

dτ
= (k + 1) fk+1 − 2k fk + (k − 1) fk−1

kτ k−1

(1 + τ )k+1
− (k + 1)τ k

(1 + τ )k+2
. (B9b)

The analysis becomes feasible in the scaling regime

k → ∞, τ → ∞, ξ = k

τ
= finite. (B10)

The infinite system (B9b) of ordinary differential equa-
tions turns into a single partial differential equation

∂ fk

∂τ
= ∂2

∂k2
(k fk ) + τ−2(ξ − 1)e−ξ (B11)

in the scaling limit (B10). Seeking the solution of Eq. (B11)
in the scaling form

fk (τ ) = 1

k
F (ξ ), (B12)

we recast Eq. (B11) into an ordinary differential equation

−dF

dξ
= d2F

∂ξ 2
+ (ξ − 1)e−ξ . (B13)

This equation admits a one-parameter family of solutions F =
( ξ 2

2 − C)e−ξ vanishing when ξ → ∞. Using Eq. (B9a) we fix
the constant C = 1. Thus

F =
(

ξ 2

2
− 1

)
e−ξ . (B14)

As a check of consistency let us compute the mass density.
The correction term

∑
k�1 k fk (τ ) 
 τ

∫ ∞
0 dξ F (ξ ), and using

Eq. (B14) we find that it vanishes as it must.
The cluster density

c(τ ) = 1

1 + τ
+ ε

∑
k�1

fk (B15)

simplifies to

c(τ ) = 1

1 + τ
+ ε

[
1

2
− E1(1/τ )

]
(B16)

when τ � 1. Here E1(z) = ∫ ∞
z

dξ

ξ
e−ξ is the exponential in-

tegral. The monomer density is c1 = (1 + τ )−2 − ε, from
which 1 + τmax = ε−1/2. Therefore the final cluster density
C = c(τmax) is

C = √
ε + 1

2 ε ln(ε) + O(ε). (B17)

Summarizing, in the entire range 0 � λ < ∞ of the chip-
ping rate, the final density of monomers is given by (see also
Fig. 8)

C1 =
{

0, λ � 1
1 − λ−1, λ > 1.

(B18)

This follows from Eq. (B2) at k = 1 and illustrates the phase
transition at λ = λc = 1. The final total cluster density also

FIG. 8. Top curve: The final cluster density C. Bottom curve:
The final monomer density C1. The monomer density is known
[Eq. (B18)] in the entire 0 � λ < ∞ range. The cluster density,
Eq. (B19), is known in the steady-state regime and in the jamming
regime close to the critical point.

undergoes a continuous phase transition:

C =
⎧⎨⎩

√
1 − λ + 1−λ

2 ln(1 − λ) + · · · , 1 − λ  1
0, λ = 1
−(λ − 1) ln(1 − λ−1), λ > 1.

(B19)

2. Finite systems

A finite system gets jammed, but the scaling of the jam-
ming time on N greatly depends on whether λ is smaller
or larger than λ = 1 when the addition and chipping pro-
cesses balance. (Chipping is impossible when a monomer
hits another monomer, and this imbalance drives evolution
in the critical regime.) To appreciate the announced scal-
ing laws (112), we note that the steady state of an infinite
system becomes quasistationary. Namely, the densities of a
finite system fluctuate around the steady-state densities of
an infinite system, but eventually, monomers disappear in
a giant fluctuation. As in many other problems, the time
for such a highly improbable event scales exponentially (see
Refs. [3,17,31,40]), explaining the scaling law in Eq. (112)
in the λ > 1 region. The computation of the amplitude D(λ)
requires understanding giant fluctuations leading to the dis-
appearance of monomers in a system with many interacting
cluster species. Such computations are beyond the reach of
available techniques [40].

The logarithmic scaling of the evolution time in the
jamming regime, λ < 1, is an outcome of an exponential
relaxation in the infinite system. The critical regime is charac-
terized by an algebraic evolution, so an algebraic dependence
on the lifetime on N is not surprising. The derivation of the
scaling law announced in Eq. (112) is again subtle as the
late stage is fluctuation dominated. A naive argument relying
on the decay law c1(T ) ∼ T −2/3 in the critical regime [cf.
Eq. (B7)] and the criterion Nc1(T ) = O(1) gives T ∼ N3/2

which is erroneous. The correct answer, T ∼ N3/4, relies on
the analysis of fluctuations. We will see (Appendix B 3) that
the stochastic part ξ1 in Eq. (61) is of order one, 〈ξ 2

1 〉 = O(1),
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in the late stage of the evolution. Monomers disappear when
the deterministic and stochastic parts in Eq. (61) become
comparable. Equating the deterministic part Nc1 ∼ N/T 2/3 to

the stochastic part
√

N
√

〈ξ 2
1 〉 ∼ √

N we obtain the scaling of
the average lifetime,

T ∼ N
3
4 . (B20)

The final number of clusters is nonextensive,

C ∼ Nc(T ) ∼ NT −1/3 ∼ N
3
4 , (B21)

and the typical cluster mass is algebraically growing,

ktyp ∼ T
1
3 ∼ N

1
4 . (B22)

These behaviors justify the name, the supercluster state, for
the final state in the critical regime.

3. Fluctuations in the critical regime

We use the same notations and the same procedure as in
Sec. V. The analog of Eqs. (91) reads

(C1 − 2,C2 + 1), C1(C1 − 1)/N, (B23a)

(C1 − 1,Ck − 1,Ck+1 + 1), kC1Ck/N, (B23b)

(C1 + 2,C2 − 1), 2C1C2/N, (B23c)

(C1 + 1,Ck−1 + 1,Ck − 1), kC1Ck/N. (B23d)

The last reaction channel (B23d) describes the chipping of
clusters with k � 3; the chipping process with k = 2 is rep-
resented by Eq. (B23c).

Using Eqs. (B23) we deduce equations for the averages

N
d〈C1〉

dt
= −2〈C1(C1 − 1)〉 + 2〈C1C2〉, (B24a)

N
d〈C2〉

dt
= 〈C1(C1 − 1)〉 − 4〈C1C2〉 + 3〈C1C3〉, (B24b)

and

N
d〈Ck〉

dt
= (k − 1)〈C1Ck−1〉 − 2k〈C1Ck〉

+(k + 1)〈C1Ck+1〉 (B24c)

for k � 3.
Using the van Kampen expansions (61) and (93) together

with identities (94) we deduce
d〈ξ1〉

dt
= −4c1〈ξ1〉 + 2[c1〈ξ2〉 + c2〈ξ1〉], (B25a)

d〈ξ2〉
dt

= 2c1〈ξ1〉 − 4[c1〈ξ2〉 + c2〈ξ1〉]
+3[c1〈ξ3〉 + c3〈ξ1〉], (B25b)

from Eqs. (B24a) and (B24b), while Eqs. (B24c) give

d〈ξk〉
dt

= c1[(k − 1)〈ξk−1〉 − 2k〈ξk〉 + (k + 1)〈ξk+1〉]
+〈ξk〉[(k − 1)ck−1 − 2kck + (k + 1)ck+1]

(B25c)

for k � 3. The initial state is deterministic: ξk (0) = 0 for
all k � 1. An infinite homogeneous system (B25) of linear

equations with initial condition 〈ξk (0)〉 = 0 has a trivial van-
ishing solution: 〈ξk〉 ≡ 0. Hence the first- and second-order
cumulants are again given by Eqs. (97).

We now notice that 〈C2
1〉 obeys

N
d
〈
C2

1

〉
dt

= 〈C1(C1 − 1)(−4C1 + 4)〉

+
∑
k�2

k〈C1Ck (−2C1 + 1)〉

+2〈C1C2(4C1 + 4)〉
+

∑
k�3

k〈C1Ck (2C1 + 1)〉. (B26)

Each term on the right-hand side (top to bottom) corresponds
to the corresponding reaction channel in Eqs. (B23).

Massaging the right-hand side of Eq. (B26) we obtain

N
d
〈
C2

1

〉
dt

= −4〈C1(C1 − 1)2〉 − 2
〈
C2

1

〉
+2N〈C1〉 + 2〈C1C2(2C1 + 3)〉. (B27)

Combining Eqs. (B24a) and (B27) we obtain

N
d
〈
C2

1

〉
c

dt
= 4

[〈
C2

1

〉〈C1〉 − 〈
C3

1

〉] + 6〈C1C2〉 + 2
〈
C2

1

〉
+4

[〈
C2

1C2
〉 − 〈C1〉〈C1C2〉

] + 2N〈C1〉
+4

〈
C2

1

〉
c − 4〈C1〉. (B28)

Inserting Eqs. (97) and (101) into Eq. (B28), keeping the
leading O(N2) terms, and using the modified time variable
give

dW11

dτ
= 4W12 − 4

(
2 − c2

c1

)
W11 + 2c1 + 6c2 + 2. (B29)

To derive the evolution equation for W12 = 〈ξ1ξ2〉, we first
write

N
d〈C1C2〉

dt
= 〈

C3
1

〉 − 6
〈
C2

1C2
〉 + 2

〈
C1C

2
2

〉 + 3
〈
C2

1C3
〉

+3〈C1C3〉 − 3
〈
C2

1

〉 + 2〈C1〉, (B30)

which we combine with Eqs. (B24a) and (B24b) to find

N
d〈C1C2〉c

dt
= 3〈C1(C3 − C1)〉 + 〈C1〉2 − 2〈C1〉〈C2〉

+2〈C1〉 + [〈
C3

1

〉 − 〈
C2

1

〉〈C1〉
]

−4
[〈
C2

1C2
〉 − 〈C1C2〉〈C1〉

]
−2

[〈
C2

1C2
〉 − 〈

C2
1

〉〈C2〉
]

+2
[〈
C1C

2
2

〉 − 〈C1C2〉〈C2〉
]

+3
[〈
C2

1C3
〉 − 〈C1C3〉〈C1〉

]
. (B31)

Using already known terms in brackets appearing in
Eqs. (101) and (105), the leading behavior of two more terms
in brackets〈

C2
1C2

〉 − 〈C1C2〉〈C1〉 = c1W12 + c2W11,〈
C2

1C2
〉 − 〈

C2
1

〉〈C2〉 = 2c1W12,
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and keeping the leading O(N2) terms, we reduce Eq. (B31) to

dW12

dτ
=

(
2 − 2c2

c1
+ 3c3

c1

)
W11 − 8W12 + 2W22 + 3W13

−2c1 − 2c2 + 3c3. (B32)

Since c1 
 c2 
 c3 and all decay to zero, Eqs. (B29) and
(B32) simplify to

dW11

dτ
= 4W12 − 4W11 + 2, (B33a)

dW12

dτ
= 3W11 − 8W12 + 2W22 + 3W13. (B33b)

Generally, Wi j with (i, j) �= (1, 1) satisfy linear homoge-
neous equations similar to Eq. (B33b). Therefore Wi j = O(1)
in the long-time limit. We mostly need W11 = O(1) leading to
the scaling laws (B20)–(B22).

APPENDIX C: AC PROCESSES WITH ALGEBRAIC RATES

Here we consider a class of AC processes with algebraic
rates (108) and (109). We focus on the most interesting critical
regime (λ = λc = 1).

1. Infinite critical system

The infinite set of governing equations

dck

dτ
= (k − 1)ack−1 − 2kack + (k + 1)ack+1 (C1)

is applicable for all k � 1 if we set c0 ≡ 0.
The models with a = 0 and a = 1 are explicitly solvable

as was shown above. The models with a < 2 admit a scaling
analysis [46]. In the scaling regime

k → ∞, τ → ∞, ξ = kτ−β = finite (C2)

one seeks the self-similar solution

ck (τ ) = τ−2β�(ξ ), β = (2 − a)−1. (C3)

Plugging Eqs. (C3) into Eq. (C1) yields a differential equa-
tion for �(ξ ) which is solved to yield [46]

�(ξ ) = A ξ 1−a exp[−β2ξ 1/β], A = β2β

�(β )
. (C4)

The amplitude in Eqs. (C4) was fixed using mass conserva-
tion:

∑
k�1 kck = ∫ ∞

0 dξ ξ �(ξ ) = 1.
The monomer density and the cluster density decay as

c1(τ ) = A τ−1−β, c(τ ) = β−1A τ−β, (C5)

in the long-time limit. In terms of the physical time

c1 = γa t−(3−a)/(5−2a), c = νa t−1/(5−2a),

γa = A(
A 5−2a

2−a

) 2−a
5−2a

, νa = A(2 − a)(
A 5−2a

2−a

) 1
5−2a

.
(C6)

We also note that the typical cluster mass increases as

ktyp ∼ t
1

5−2a . (C7)

The above scaling analysis of the critical regime holds
when a < 2. The critical AC process with a = 2 also admits

an analytical treatment and exhibits an intriguing multiscaling
behavior [46]. An instantaneous and complete gelation hap-
pens in the critical AC processes with rates (108) and (109)
and a > 2: ck (t ) = 0 for all k � 1 and any t > 0 (see Ref. [46]
for the proof). On the physical ground the rates cannot grow
faster than linearly, i.e., a � 1. Furthermore, the AC processes
with algebraic rates and a > 1 also exhibit an instantaneous
gelation in the jamming regime (λ > 1) (see Refs. [20,52]).
To avoid these pathological behaviors, we assume that a � 1.

2. Finite critical systems

Here we consider a critical finite system. In a reaction
event, the configuration {C1,C2, . . . ,CN } transforms into one
of the following configurations:

(C1 − 2,C2 + 1), C1(C1 − 1)/N, (C8a)

(C1 − 1,Ck − 1,Ck+1 + 1), kaC1Ck/N, (C8b)

(C1 + 2,C2 − 1), 2aC1C2/N, (C8c)

(C1 + 1,Ck−1 + 1,Ck − 1), kaC1Ck/N. (C8d)

The reaction channel (C8d) describes the chipping of clusters
with k � 3; the chipping process with k = 2 is represented by
Eq. (C8c).

Repeating the same steps as in Sec. V and Appendix B 3
we find the evolution equation for the average total number of
monomers,

N
d〈C1〉

dt
= −2〈C1(C1 − 1)〉 + 2〈C1C2〉, (C9)

and for the variance,

N
d
〈
C2

1

〉
c

dt
= 4

[〈
C2

1

〉〈C1〉 − 〈
C3

1

〉] + 3 · 2a〈C1C2〉 + 2
〈
C2

1

〉
+21+a

[〈
C2

1C2
〉 − 〈C1〉〈C1C2〉

]
+2

∑
k�1

ka〈C1Ck〉 + 4
〈
C2

1

〉
c − 4〈C1〉. (C10)

Keeping the leading O(N2) terms in Eq. (C10) and using the
modified time variable we deduce

dW11

dτ
= 21+aW12 − 2

(
4 − 2ac2

c1

)
W11

+2c1 + 3 × 2ac2 + 2ma (C11)

with ma = ∑
k�1 kack . In the long-time limit

ma 
 τ−β(1−a)
∫ ∞

0
dξ ξ a�(ξ )

= τ−β(1−a) β1−2β�(2β )

�(β )
∼ t− 1−a

5−2a . (C12)

In the long-time limit c1, c2  ma and c2/c1 → 21−a, so
Eq. (C11) simplifies to

dW11

dτ
= 21+aW12 − 4W11 + 2ma. (C13)

The same argument as before suggests W11 ∼ ma. Criterion
(119) then gives the announced estimate (114) for T . Using

044119-16
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Eq. (114) and Eqs. (C6) and (C7) we deduce the scaling of
the final number of clusters and the typical cluster mass in the

supercluster state,

C ∼ NT − 1
5−2a ∼ N

4−a
5−a , ktyp ∼ N

1
5−a . (C14)
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