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Laser-direct-drive fusion target design with a high-Z gradient-density pusher shell
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Laser-direct-drive fusion target designs with solid deuterium-tritium (DT) fuel, a high-Z gradient-density
pusher shell (GDPS), and a Au-coated foam layer have been investigated through both 1D and 2D radiation-
hydrodynamic simulations. Compared with conventional low-Z ablators and DT-push-on-DT targets, these
GDPS targets possess certain advantages of being instability-resistant implosions that can be high adiabat
(¢ = 8) and low hot-spot and pusher-shell convergence (CRys~ 22 and CRps =~ 17), and have a low implo-
sion velocity (Vimp < 3 X 107 cm/s). Using symmetric drive with laser energies of 1.9 to 2.5 MJ, 1D LILAC
simulations of these GDPS implosions can result in neutron yields corresponding to =>50—MJ energy, even
with reduced laser absorption due to the cross-beam energy transfer (CBET) effect. Two-dimensional DRACO
simulations show that these GDPS targets can still ignite and deliver neutron yields from 4 to ~10 MJ even if
CBET is present, while traditional DT-push-on-DT targets normally fail due to the CBET-induced reduction of
ablation pressure. If CBET is mitigated, these GDPS targets are expected to produce neutron yields of >20 MJ
at a driven laser energy of ~2 MIJ. The key factors behind the robust ignition and moderate energy gain of such
GDPS implosions are as follows: (1) The high initial density of the high-Z pusher shell can be placed at a very
high adiabat while the DT fuel is maintained at a relatively low-entropy state; therefore, such implosions can still
provide enough compression pR >1 g/cm? for sufficient confinement; (2) the high-Z layer significantly reduces
heat-conduction loss from the hot spot since thermal conductivity scales as ~1/Z; and (3) possible radiation

trapping may offer an additional advantage for reducing energy loss from such high-Z targets.
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I. INTRODUCTION

After decades of perseverance, laser-driven inertial con-
finement fusion (ICF) has recently reached the significant
milestone of realizing both burning plasma and ignition with a
target gain of G > 1 [1-3]. This breakthrough at the National
Ignition Facility (NIF) [4] has reinvigorated the prospect of
commercializing fusion energy through laser-driven ICF, even
though this breakthrough has only been demonstrated using
the laser-indirect-drive (LID) scheme. In the LID scheme,
laser energy must first be converted into thermal X rays in
a gold hohlraum to indirectly drive the fusion capsule. This
leads to smoother drive but lower laser-energy coupling effi-
ciency to the imploding deuterium-tritium (DT) capsule and
final hot spot, thereby resulting in only a moderate gain of
G < 10 for the LID target design even in simulations with a
reasonable amount of laser energy (~2 MJ). Thus, the target
complexity and its limit on target gain may make the LID
scheme less practical for inertial fusion energy applications
and for the pursuit of significantly high neutron yields for
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other high-energy density applications unless the efficiency
from the electricity plug to the laser is significantly improved.

In contrast to LID, laser-direct drive (LDD) is another
scheme for laser fusion [5-8] in which a millimeter-sized
capsule, consisting of a thin DT ice layer covered by an ablator
layer made of low-Z materials (e.g., polystyrene, beryllium,
carbon, etc.) is directly irradiated by high-power laser beams.
The advantage of LDD over LID is that it can couple at least
twice the amount of laser energy to the imploding shell, even
though other challenges exist for LDD (discussed below).
In the LDD scheme, high-intensity (10'* to 10'> W/cm?)
laser irradiation on the target can heat and ablate the outer
layer of the capsule, creating a large ablation pressure of
P > 50 Mbar that subsequently drives the remaining target to
implode. Given the significant acceleration in a short amount
of time by laser ablation, the imploding dense DT shell can
reach very high velocities (Vimp > 3.7 X 107 cm/s) and attain
tens of kilojoules of kinetic energy. Once such an energetic DT
shell stagnates against the DT gas core, it converts part of its
kinetic energy into the thermal energy of the core, forming the
so-called “hot spot” by means of PdV work and the ablation
of the inner side of the DT shell. The remaining kinetic energy
is used to compress the dense DT layer to the high densities
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needed for inertial confinement. In such conventional LDD
target designs [9-15], all the low-Z ablator materials are ab-
lated away before the capsule stagnates. Therefore, during
the stagnation stage, the dense DT shell is pushing on the
hot DT core. This type of DT-push-on-DT target requires
carefully timed shocks to maintain the in-flight shell on a
low-adiabat state (« = P/Pr < ~3, with P being the pressure
of the shell and Pr being the Fermi-degeneracy pressure of
the corresponding electron density). These implosions also
require a high hot-spot convergence (CRps > 25) and a high
implosion velocity (vimp3.7 x 107 cm /s) to reach ignition and
a target gain of G > 1.

These stringent requirements impose great challenges on
LDD fusion using conventional DT-push-on-DT target de-
signs despite the significant milestones and progress made
over the past decade [16-20]. The most daunting task in LDD
is to maintain the in-flight dense DT shell at a low-entropy
state for the needed compression pR during stagnation in
order to provide ample confinement time and a large burn
fraction [f;, = pR/(pR + 7), with pR in units of g/cm?] for
ignition and energy gain. Low-adiabat implosions, however,
are susceptible to Rayleigh-Taylor (RT) instabilities seeded
by perturbations such as laser imprint [21-27], defects [28],
and other nonuniformity (such as fill tube)-induced mixing
[29,30]. Over the past three decades, many ideas have been
proposed to overcome these challenges by decoupling the
assembly of the dense DT shell from the hot-spot formation.
For example, fast ignition [31-33] separates the low-velocity
DT fuel assembly from an additional fast heating to spark the
burn, while shock ignition [34-37] relies on a very strong
shock (P > 300 Mbar) to initiate the burn. Similarly, other
ideas such as shock-augmented ignition [38], double-shell tar-
gets [39-43], and multiple-shell targets [44,45] have also been
recently explored. Specifically, in the double- and multiple-
shell targets for volumetric ignition, a high-Z layer (inner
shell) is used to serve as the high-density pusher to compress
the liquid DT core and to provide the high pR(> 1 g/cm?)
for confinement. Although 1D designs of these volume-burn
targets with high-Z layers are promising, they struggle to
reach a target gain of G > 1 in 2D and 3D simulations,
even though burning plasmas are possible with the direct-drive
double-shell design [43]. These studies have shown that the
high-Z layer in such targets helps reduce heat-conduction loss
and to partially “recycle” or “trap” the radiation loss from the
DT fuel. These benefits enable «-particle bootstrap heating in
double- and multiple-shell targets to occur at a relatively low
ion temperature (7; ~ 3.5 keV) instead of the ~5 keV required
for DT-push-on-DT targets. The small convergence (CR < 10)
of DT fuel, however, adversely limits the ignition margin and
target gain for double- and multiple-shell targets.

Taking into account the benefits of the high-Z layer in
double- and multiple-shell targets and disregarding the draw-
back of their limited convergence, MacLaren et al. [46] have
recently proposed the concept of a pushed-single-shell (PSS)
design as an alternative to the low-Z ablator targets often
considered by the LID scheme. The first room-temperature
PSS target implosions on the NIF, which use a graded metal
shell for LID, demonstrate the desired stability, as evidenced
by the high (~35%) yield-over-simulated measurement [47].
As previously discussed, the LDD scheme can generally

couple more laser energy to the imploding shell, even in
cases where the cross-beam energy transfer (CBET) effect
limits the energy absorption of narrow-band lasers. Given the
advantages (higher hydroefficiency and simple targets) and
disadvantages (imprinting and laser-plasma instability) of the
LDD scheme, we would like to examine whether or not the
high-Z gradient-density pusher-shell (GDPS) design offers a
viable path toward LDD fusion ignition with a target gain of
G > 1 using currently available narrow-band driven lasers.
Studies on such unconventional high-Z pusher targets are
important because typical DT-push-on-DT targets are found
to have little to no margin to ignition and gain in the pres-
ence of the detrimental CBET effect in LDD. Even if CBET
is mitigated by future broadband lasers [48], high-Z GDPS
targets could potentially provide another robust platform for
high-yield applications.

In this paper, we report our studies on GDPS target-design
physics based on both 1D and 2D radiation-hydrodynamic
simulations. Similar to the case of direct-drive, double-
shell design [43], we consider the gradient-density shell of
tungsten-beryllium (W-Be) mixture by the magnetron sput-
tering technique [49] developed at General Atomics. The
same magnetron sputtering technique has recently been used
to produce the gradient-density Cr-Be shell of PSS targets
for LID implosion experiments on NIF [47]. To mitigate
laser-imprinting effects in LDD, we adopt a Au-coating foam
layer that can be manufactured the two-photon polymeriza-
tion (TPP) technique [50-53] with C-H-O-N (CHON) resin.
Overall, our results show that with a certain amount of laser
energy (1.9 to 2.5 MJ) under symmetric direct drive, these
high-adiabat, low-convergence, and low-velocity GDPS tar-
gets can provide ~50-MJ neutron yield in 1D modeling, even
with CBET present. Additionally, 2D simulations with laser
perturbations and ice roughness indicate that these targets
can still reach ignition with moderate gain (up to ~10-MJ
neutron yield). We explore the physics behind the improved
target performance of GDPS implosions over conventional
DT-push-on-DT targets. Finally, we investigate the GDPS
target implosions for the case of no CBET (e.g., using fu-
ture broadband lasers), which produce neutron yields up to
~20 MJ.

The paper is organized as follows: in Sec. II, we outline
general considerations for designing high-Z GDPS targets
for LDD fusion. The 1D simulation results in LILAC [54]
are presented in Sec. III, where we discuss the high-adiabat
benefit of the high-Z pusher shell against the usual RT growth,
which is key for a stable GDPS implosion. Two-dimensional
radiation-hydrodynamic simulations of these GDPS target im-
plosions using DRACO [55] are discussed in Sec. IV, in which
laser perturbations, beam geometry, and DT ice roughness are
considered. The role of the Au-coated foam layer to mitigate
laser perturbations is another crucial factor making such LDD
implosions less susceptible to laser imprint. Finally, we sum-
marize the physics findings of GDPS target designs for LDD
fusion in Sec. V.

II. GENERAL CONSIDERATIONS FOR DESIGNING
GDPS TARGETS FOR LDD FUSION

As demonstrated by the direct-drive, double-shell design
[43] and the recent PSS target implosion on the NIF [47], the
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TABLE I. Composition and mass for each part of typical gradient-density high-Z pusher-shell target design.

Materials p (g/em?) Ruare (um) Rena (um) Mass (mg)
Core DT (gas) 0.000 64 0 1627 0.012
DT layer DT ice 0.25 1627 1672 0.385
Pusher shell ‘W-Be mixture 2.2t0 10.0 1672 1682 0.482
Be layer Be 1.84 1682 1700 1.190
Foam layer CHON 0.08 1700 1900 0.652
Solid CHON CHON 1.20 1900 1901 0.054
Au coating Au 19.3 1901 1901.05 0.044

use of a gradient-density shell of high-Z materials is essen-
tial to reduce the RT growth between the ablator layer and
the pusher shell. Studies on how density gradient can make
an ICF implosion stable have been documented in literature
[56,57]. Similar to our choice for direct-drive, double-shell
targets [43], we take the W-Be mixture as the pusher shell
material, which can be made by the magnetron sputtering
technique [49]. It has been demonstrated in target fabrica-
tion that one can continuously vary the atomic fraction of
tungsten from 0 to 100% in the W-Be mixture. Specifically,
we consider a range of W fractions from 0 to 31%, corre-
sponding to the mass densities of W-Be mixtures varying from
p = 1.84 g/cm? (pure Be)to p = 9.98 g/cm? (W 3:Beg.g9).
Instead of continuously varying the W fraction, the 10- to
12-um-thick W-Be pusher shell is composed of 12 discrete
W fraction steps that are practical in radiation-hydrodynamic
simulations. In addition to the W-Be pusher layer, an 18-
to 22-um pure layer of Be serves as the main part of the
LDD ablator. We chose Be as the main ablator material be-
cause it provides better hydroefficiency due to its high value
of (A)/(Z) =2.25, as evidenced in previous experiments
[58-60].

To mitigate laser-imprinting effects [61-70] for LDD
fusion, we employed a 200-um-thick, low-density (p =
80 mg/cm?) foam layer, which can be made by 3D printing
using the TPP technique with CHON resin [50-53]. Using
low-density foams to reduce laser imprints has been exten-
sively studied in both simulations and experiments [71-74].
Recent experimental results at the Omega Laser Facility in-
deed show a significant reduction, particularly when the foam
layer is coated with a thin (~500—A) gold layer [75-77]. To
make the Au coating possible, a 1-um solid CHON layer is 3D
printed on top of the foam layer. Both the foam and the solid
layer can be 3D printed simultaneously using the TPP tech-
nique [50-53]. The 3D-printed foam layer with the Au coating
can be made with two semishells that can be assembled over
the W-Be pusher shell. [lluminated by a weak laser picket, the
thin Au layer produces an ~100-ps soft x-ray flash, which can
melt the 3D foam structures and create low-density, overcrit-
ical plasmas to prevent direct laser imprints on the solid Be
surface. This mechanism is different from the hybrid scheme
for laser-imprint reduction in recent planar experiments [78]
in which the first shock is produced by laser-generated soft x
rays.

Finally, a 40- to 50-um-thick cryogenic solid DT ice (p =
0.25 g/cm?) layer in the back side of the pusher shell serves
as the fusion fuel. The core is filled with DT gas at its
equilibrium density of p ~0.64 mg/cm?, which is also part

of the total fuel mass. We provide the material composi-
tion, density, mass, and their radial locations in Table I for
a typical GDPS target design. It is evident that the W-Be
pusher shell has a similar mass as to that of DT fuel. The
pusher material, however, is not fusible; it only provides the
needed “piston” to do the PdV work to the DT fuel. Com-
pared to the conventional DT-push-on-DT targets, the use
of a high-density, nonfusible pusher shell is an unavoidable
sacrifice. The inset in Fig. 1 shows such GDPS targets (di-
ameter of ¢ ~3.8 mm), where the on-target laser intensity
is plotted as a function of time. Overall, we limit the peak
laser intensity to ~6 x 10'* W/cm? to reduce the potential
hot-electron preheat through the two-plasmon decay and stim-
ulated Raman-scattering processes [79-82], even though the
high-Z pusher layer can potentially tolerate more electron
preheat than DT. It is noted that the first weak laser picket,
shown in Fig. 1, is applied to generate a soft x-ray flash by the
Au coating in order to melt the 3D foam structure. This goal
has been preliminarily demonstrated in our most recent planar
experiments [77]. The ~3-ns temporal gap between the first
weak picket and the main laser picket allows the melted foam
structures to homogenize before the first shock is launched.
The main pulse consists of a midintensity step pulse in which

CHON foam (80 mg/cm3)
'«<—200 um

Be-W (10 um) + Be (18 um)
;\\ DT ice (45 um)

1627 um

Laser intensity on target (1014 W/cm?2)

LN ] ] ] |
-4 -2 0 2 4 6 8 10 12 14

Time (ns)

FIG. 1. High-adiabat, low-convergence laser pulse shape for
laser-direct-drive, high-Z, GDPS targets. Inset: target dimensions.
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FIG. 2. Lagrangian layer position (radial) as function of time
showing complete dynamics of laser-direct-drive high-Z GDPS im-
plosion predicted by LILAC with state-of-the art models of nonlocal
thermal transport, CBET, and FPEOS.

we intentionally put the pusher shell at a very high adiabat
(¢ = 61to 10) using three shocks to mitigate the RT instability
(discussed below). The total laser energy for this pulse shape
is ~1.9 MJ, even though some of our design studies explore
higher driven laser energies of up to ~2.5 MJ. It is noted
that this range of laser energies is within the current—future
capability of the NIF.

III. ONE-DIMENSIONAL LILAC SIMULATIONS
OF GDPS TARGET IMPLOSIONS

With the GDPS target and laser pulse shape discussed
above, we performed a 1D radiation-hydrodynamic simu-
lation of its implosion by using the 1D Lagrangian code
LILAC [54] (developed for LDD at the Laboratory for
Laser Energetics). State-of-the-art physics models imple-
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mented in our radiation-hydrodynamic simulations include
the first-principles equation-of-state (FPEOS) tables for of DT
[83-85], Be [86], and CHON [87], while W-Be mixtures are
modeled by mixing the Be FPEOS with SESAME-EOS for W
and Au by the SESAME table [88]. For thermal transport, the
improved Schurtz-Nicolai-Busquet (iISNB) nonlocal model
[89] is used; for radiation transport, the 48-group diffusion
model with first-principles opacity table [90] is used for DT,
the astrophysics opacity table [91] is used for Be, and the aver-
aged ion-based nonlocal thermodynamic equilibrium opacity
tables [92] are used for the mid-Z (high-Z) materials of W-
Be, CHON, and Au. Finally, the inverse-bremsstrahlung laser
absorption also invokes the experiment-benchmarked and ray-
based stimulated Brillouin-scattering model to simulate the
CBET effect [93,94]. To partially reduce the CBET effect,
we have optimized the ratio of laser-beam size to the target
size, Rpeam/Riarger = 0.8, resulting in a total laser absorption
of ~80%.

The LILAC simulation results are presented in Figs. 2—4
for the GDPS target design shown in Fig. 1. In Fig. 2, the
Lagrangian layer (radial) positions are plotted as a function
of time. Figure 2 indicates that the first small laser picket
“burns” off the 1-um solid CHON and the 50-nm Au coating,
with a weak shock (~1 Mbar) crushing through the CHON
foam layer before the main picket starts at # =4 ns. Such
preplasmas are therefore formed to help smooth laser per-
turbations. When the main laser picket interacts with the
target, it launches a strong shock (~20 Mbar) into the ho-
mogenized CHON foam at R ~ 1850 um, which is ~150 um
from the solid Be surface. This prevents direct laser perturba-
tions from being imprinted onto the solid target surface and
provides a certain distance for the potential healing of the
shock modulation as it propagates upward in the gradient-
density plasmas. Figure 2 shows that once the CHON foam
is ablated away at ~7.5 ns, the Be layer starts to serve
as the high-hydroefficiency ablator. The efficient ablation
drives the remaining target, consisting of the W-Be pusher
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FIG. 3. (a) LILAC-predicted profiles of density (blue solid curve) and adiabat (red dashed curve) as function of target radius at = 10.8 ns
when shell converges to roughly two-thirds of its initial radius. (b) LILAC-predicted implosion velocity and compression areal density pR are

plotted as function of time.
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FIG. 4. LILAC-predicted profiles of density (blue solid curve) and
ion temperature (red dashed curve) vs radius at (a) stagnation time
(t = 14.5 ns) and (b) time of peak neutron production ( = 14.6 ns),
respectively.

shell and the DT layer, to implode for the rest of ~7 ns. The
W-Be shell pushing on the DT layer stagnates at t ~14.5 ns,
followed by ignition and burn.

To further explore this type of GDPS target implosion, we
plot the in-flight shell profiles of density (blue solid line) and
adiabat (red dashed line) as a function of radius in Fig. 3(a) at
t =10.8 ns, when the shell converges to roughly two-thirds of
its initial radius. A unique feature of this type of LDD target
is that the high-density W-Be pusher shell can be placed at
a very high adiabat («¢ ~8), while the main DT mass can
remain at a low-entropy state (¢ &2 to 3). The reason that
one can keep the pusher shell on high adiabat is due to the
fact that high-Z materials are electron rich so that shock
compression can easily bring them to high-entropy states. This
has also been discussed in double-shell design papers [42,43].
Figure 3(a) shows that the estimated percentage of the DT
mass at low adiabat (¢ < 3) is about ~68% of the total DT
mass. In addition, the Be ablator layer is set at an extremely
high adiabat (o ~ 50), which is beyond the plotting range of
Fig. 3(a). This feature is very important because it allows the
GDPS implosion to be less susceptible to the RT instability
since a higher adiabat at ablation front generally favors the
ablative stabilization of RT growth [95-97]. DRACO simula-
tions (discussed in the next section) demonstrate the benefit
of such an extreme adiabatic “shaping.” Figure 3(b) shows the
implosion velocity versus time, as well as the areal density
(pR) history. It indicates that this type of GDPS target requires
only a relatively low-implosion velocity of vy, 2281 km/s
to reach ignition, which is ~30% lower than the convention
DT-push-on-DT target, which requires a minimum implosion
of vimp ~ 370 km/s. The lower-implosion velocity needed for
GDPS targets can also relax the shell acceleration for a smaller
RT growth rate. The reason GDPS targets require a lower-
implosion velocity to ignite is due to their high initial density
(e.g., po~ 10 g/cm? for the case discussed here), which is
much greater than a typical DT-push-on-DT target. Further-

TABLE II. Summary of 1D target performance for laser-direct-
drive fusion target using high-Z GDPS design, with driven laser
energy of ~1.9 MJ with and without CBET. All quantities in bracket
“(...)” are neutron averaged.

Target performance With CBET Without CBET
Neutron yield 2.08 x 10" (~58 MJ) 2.25 x 10" (~63 MIJ)
Vimp ~281 km/s ~310 km/s
CRps/CRps ~21.7/~17 ~22/~17.5
{(pR)pr 0.644 g/cm? 0.744 g/cm?
{(OR) et 1.11 g/cm? 1.23 g/cm?

(T, 41.1 keV 49.0 keV

(P) 1.85 Thar 2.74 Tbar

more, the ignition-relevant kinetic energy (K > 50kJ) of
the in-flight shell, vaizm , can be attained with a relatively
lower velocity for high-density GDPS targets. At stagnation,
such a slow GDPS implosion can still produce a very high
total compression pR~2 g/cm?, as shown by the dashed
curve in Fig. 3(b). The LILAC-predicted areal density of DT
fuel (including the hot spot and DT shell) can extend over
~600 mg/ cm?, even for simulations with CBET.

Finally, Fig. 4 illustrates the density and ion-temperature
conditions of the GDPS implosion during the stages of stag-
nation [Fig. 4(a)] and peak neutron production [Fig. 4(b)]. It is
evident that during stagnation, the W-Be shell pushes the DT
layer against the hot-spot DT core. This compresses the DT
layer to a relatively high density (p ~300 g/cm?) and causes
PdV work to heat the DT core to a peak ion temperature of
T; ~ 10 keV. The resulting hot spot, with a large core radius
of Ry~ 75 um, is dense (p ~40 g/cm?) and hot enough to
generate bootstrap heating by its DT fusion-produced alpha
particles. Figure 4(b) shows that the initiated burn wave de-
pletes the compressed DT shell, rendering the entire DT fuel
into a burning hot core, which reaches a high temperature of
T, ~ 30 keV, still being confined by the W-Be pusher shell.
An enormous amount of pressure (P ~ 200 Gbar) is produced,
which launches an extremely strong shock that compresses the
W-Be pusher layer to densities over ~4000 g/cm?>. The large
pusher shell pR (~1.1 g/cm?) provides ample confinement
time (~100 ps) for the DT core to burn, generating a high
neutron yield of ¥ = 2.08 x 10" (corresponding to ~58-MJ
energy) from the 1D LILAC simulation. Table II summarizes
the overall performance of the GDPS target from the LILAC
prediction. In contrast to the conventional DT-push-on-DT
targets, these GDPS targets ignite at relatively lower hot-spot
convergence ratios of CRys ~ 22, while the pusher shell needs
only a convergence ratio of CRpg ~ 17. In addition, the LILAC
simulation without CBET for the same GDPS target is also
included in Table II for comparison. Overall, the no-CBET
case does somewhat better than the CBET case; in particular,
the implosion velocity can be increased by ~10%, which
provides more margin for ignition and gain in 2D simulations
(discussed below). For ICF to be successful, implosion ve-
locity and stability need always to be balanced. As long as
certain shell acceleration does not cause the imploding shell to
fall apart, higher implosion velocity can always help to reach
ignition favorably.

035209-5



S. X. HU et al.

PHYSICAL REVIEW E 108, 035209 (2023)

TABLE III. Summary of 1D target performance for laser-direct-
drive fusion target using high-Z GDPS design and driven laser energy
of ~2.5 MJ with and without CBET. All quantities in bracket (.. .)
are neutron averaged.

Target performance With CBET Without CBET
Neutron yield 1.81 x 10" (~51 MJ) 2.06 x 10 (~58 MIJ)
Vimp ~292 km/s ~336 km/s
CRps/CRps ~22.0/~16.3 ~21.8/~16.6
{(oR)pr 0.579 g/cm? 0.673 g/cm?
(OR) et 1.11 g/cm? 1.34 g/cm?

(T); 38.3 keV 50.6 keV

(P) 1.56 Tbar 2.87 Tbar

In addition to the 1.9-MJ design, we also explore possible
outcomes when using a slightly higher driven laser energy.
To this end, we examined a similar target design with 2.5-MJ
laser energy. The target size and composition are very similar
to those of the 1.9-M1J target discussed above, except that the
W-Be pusher layer is slightly thicker (changing from 10 to
12 um); the thickness of Be ablator layer is increased by 4
to 22 um (i.e., the Be-layer thickness changes from 18 wum
in the 1.9-MJ case to 22 um for the 2.5-MJ case); and the
DT-ice layer is reduced from 45- to 40 um thick. In addition,
the laser pulse is extended to a total pulse duration of 13.5 ns.
The LILAC predictions of this GDPS targets are summarized in
Table III. Overall, we saw similar 1D performance as that of
the 1.9-M1J target, while the 2D DRACO simulations of this 2.5-
M]J target show more margin for ignition and gain (discussed
in the next section). The LILAC difference between 2.5- and
1.9-M1J cases was caused by the ~10% difference of (oR)pr
(see Tables II and III). The 10% lower (pR)pr in the 2.5-MJ
case (smaller DT-ice thickness) gives less neutron yield, even
though its implosion velocity is slightly higher. In the 2D case
to be discussed in Sec. IV, the (pR)pr difference is masked
by perturbations. Instead, the slightly higher velocity for the
2.5-MJ case gives more hot-spot energy density leading to
more neutron yield.

IV. TWO-DIMENSIONAL pRACO SIMULATION RESULTS

Given the promising 1D target designs discussed above,
we now examine if such GDPS targets are able to survive
the nominal laser and target perturbations in 2D radiation-
hydrodynamic simulations. For this purpose, we have per-
formed DRACO simulations of GDPS target implosions,
including perturbations from laser port geometry (taking the
60-beam OMEGA configuration as an example), laser-imprint
modes up to £,,,x = 100, and the long-wavelength roughness
of oyms = 1 wm at the rear surface of DT-ice layer. Each laser
beam has a super-Gaussian (SG-5) spatial shape that covers
only 80% of the target diameter. To demonstrate the least-
favorable outcome, we turned off the smoothing by spectral
dispersion. The target is discretized on a 2D grid of 650 x 350
zones on the cylindrical r—z plane while the symmetry axis is
around the z axis. Three-dimensional ray tracing [94] is ap-
plied to model the laser deposition with the choice of whether
or not to invoke CBET. The same state-of-the-art physics

models used in LILAC are also employed in these DRACO sim-
ulations, which use a Lagrangian mode with rezoning. These
results are presented in Figs. 5-8 for the case using 1.9-MJ
laser energy. It is noted that these 2D simulations are done
for a hypothetical direct-drive laser which has the 60-beam
OMEGA port geometry but NIF-scale laser energy. For a
symmetrical and direct-drive laser facility in the future, it is
expected that the number of beams can be significantly larger
than 60, which could provide more beam overlap on target so
as to reduce perturbations induced by port geometry.

Figures 5(a)-5(c) show the density contours during the
acceleration stage of the GDPS target implosion at times of
t =11, 12, and 13 ns with CBET present. It is evident that
the density of the pusher shell is perturbed as the implosion
proceeds, which is caused by the usual RT instability growth
of laser and target perturbations. Since the in-flight pusher
shell is at a very high adiabat [« =~ 8; see Fig. 3(a)], the
RT growth is moderate; therefore, the shell does not break
up, as shown in Fig. 5(c). Figures 5(d)-5(f) illustrate situa-
tions at the corresponding times in the case without CBET,
which provides greater laser absorption that drives the shell
to move ~10% faster than in the CBET simulation. As a
consequence, Figs. 5(d)-5(f) indicate that the target converges
to a smaller radius at the same corresponding times and that
the perturbations grow due to the larger acceleration. This is
further evident in Fig. 6, where the root-mean-square (orms)
of the areal-density (pR) modulation of the imploding tar-
get is plotted as a function of time. The slope of o;ms(oR)
is larger for the no-CBET case. At the end of acceleration
(t = 13 ns), the no-CBET simulation produces double the
modulation of shell’s areal density: oms(oR) =~ 16 mg/cm2
(no-CBET) versus oy,s(pR)~ 8 mg/cm? (CBET). The cor-
responding areal densities are pR = 121 mg/cm? (no-CBET)
and pR = 87 mg/cm? (CBET) at this time, respectively.

After the laser pulse ends at + = 13 ns, the imploding
shell coasts inward with spherical convergence. Once the
return shock from the hot spot reaches the dense shell, the
target starts to decelerate. Two density-contour plots in Fig. 7
show the deceleration phase of the two GDPS implosion
simulations with and without CBET. Instead of plotting them
at the same time, we illustrate the differences between the
simulations as the shell converges to the similar radius. As
shown in Fig. 7, the shell moves faster by 350 to 400 ps in
the no-CBET simulation as compared to the CBET case. The
strong RT growth during the deceleration phase of the final
~500 ps before stagnation is evident by the steep increase
of oums(pR) shown in Fig. 6 (before its peak). Consequently,
density “spikes” from the pusher shell develop, which push
on both the dense DT and the hot spot [see Figs. 7(b) and
7(d)]. Fortunately, this deceleration-phase RT growth does
not completely quench the ignition (burn) in the hot spot.
As shown in Figs. 8(a) and 8(b), the contours of the density
(upper) and ion temperature (lower) are plotted at the start
of the burn-wave propagation for the cases with and without
CBET, respectively. The results show that despite the signifi-
cant deceleration-phase RT growth, the hot spot is dense and
hot enough to initiate the burn, even when CBET is present
in the DRACO simulation. As expected, the ion temperature of
T; ~20 keV in Fig. 8(b) is higher in the no-CBET simulation
due to its ~10% higher implosion velocity of ~310 km/s
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FIG. 5. Density contour plots on (r—z) plane from 2D DRACO simulations of high-Z GDPS implosion during acceleration phase at different
times of (a) t = 11ns, (b) # = 12 ns, and (c) r = 13 ns for simulations with CBET. [(d)—(f)] Another DRACO simulation of same target

without CBET.

(versus ~281 km/s with CBET). Figure 8 also indicates that
for GDPS targets, there is a relatively large and clean vol-
ume of DT fuel (¢ &~ 120 um) for the burn to sustain, even
though the large deceleration-phase RT growth is unavoidable.
The high-Z layer confines the heat and sustains the burn for
~100 ps. Finally, a significant amount of the dense DT layer
is burned off, which leads to moderate neutron production and

energy gain.

The target performance predicted by the two DRACO simu-
lations (with and without CBET) are summarized in Table I'V.

target perturbations

Compared to the 1D performance, the nominal laser and

invoked in DRACO simulations degrade

the GDPS implosions from their 1D predictions. In partic-
ular, these perturbations have reduced the ion temperatures
from the LILAC-predicted values of 40 to 50 keV down to
only 10 to 15 keV. Three effects contribute to the observed
ion-temperature reduction: (1) the density-perturbed pusher

shell does not convert its full kinetic energy to the thermal

energy of the hot spot; instead, some kinetic energy is parti-
tioned into the unwanted residual motion of the DT fuel; (2)

the perturbations increase the surface area between hot DT

— CBET
——No CBET

100

10-1

10-2

103

Opms Of PR (g/cm?2)

10—+

10-5

fuel and the cold high-Z pusher while the cold spikes of the
high-Z pusher cool the DT temperature; and (3) the confine-
ment time is effectively reduced due to the rapid expansion
of the low-density portion (“bubbles”) of the pusher shell.
Nevertheless, these targets can still produce 4- to 10-MJ neu-
tron yield in these DRACO runs. Additional optimizations—for

TABLE IV. Summary of 2D DRACO simulation results for
~1.9-MJ high-Z GDPS target with and without CBET. All quantities
in bracket (.. .) are neutron averaged.

Target performance

With CBET Without CBET

00
o
=
(=)

FIG. 6. Root-mean-square (crms) of areal-density (pR) modula-
tion of the imploding target as function of time, with and without

CBET in DRACO simulations.

11 12

Time (ns)

13

14

—_
W

Neutron yield
(oR)pr

(PR shen
(T);
(

Burn volume)

1.41 x 10" (~4 MJ) 3.28 x 10" (~9.2 MJ)

0.624 g/cm?
0.97 g/cm?
10.7 keV
2.47 x 10* pm?

0.704 g/cm?
1.12 g/cm?
15.1 keV
2.39 x 10* um?
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FIG. 7. Density contour plots on (r—z) plane from 2D DRACO simulations of high-Z GDPS implosion during deceleration phase: [(a),(c)]

with and [(b),(d)] without CBET.

example, increasing the density-gradient scale length of the
pusher shell in the DT-pusher interface—will help to reduce
the deceleration of RT growth for enhancing the GDPS target
performance.

Finally, DRACO simulations for the GDPS target design
with 2.5-MJ driven laser energy (Table III) are shown in
Fig. 9. Similar to Fig. 8, density and ion-temperature con-
tour plots are shown for both CBET and no-CBET -cases,
respectively, in Figs. 9(a) and 9(b) as the burn wave starts

(a) CBET p(g/cm3)  Ti(eV)
150
I 1410 [} 16:000
100 o [ 14000
H 12,000
50 H 1010
z H H 10,000
5810 ||
3 0 H H 8000
H 610 ||
_so B i H 6000
o0 0410 H 4000
hi I 210 I 2000
~15 10
~150 -100 =50 0 50 100 150
z (um)

to propagate. In comparison to the 1.9-MJ case, the ion tem-
peratures are generally higher for the 2.5-MJ drive due to the
availability of more kinetic energy for the hot-spot assembly.
The stronger bootstrap heating increases the neutron-averaged
ion temperatures to 14—18 keV, leading to a greater neutron
yield. As summarized in Table V, DRACO simulations predict
output energies in the range of 10.5 to 17.7 MJ, producing
a higher margin than the 1.9-MJ target. Overall, we find that
GDPS targets are robust to ignition in the direct-drive scheme.

(b) No CBET p(g/cm3)  T;(eV)
1 1 I2000 I
H 18,100
H 1610 [
H 14,100
H 1210 |
R H 10,100
H 810 |
i H 6100
410
I I 2100
10
-150 100 =50 0 50 100 150
z (pm)

FIG. 8. Density (p) and ion-temperature (7;) contour plots on (r—z) plane at DT-plasma burning stage: (a) with CBET at¢ = 14.72 ns and
(b) without CBET at¢ = 14.23 ns for high-Z GDPS target with driven laser energy of ~1.9 MJ.
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FIG. 9. Density (p) and ion-temperature (7;) contour plots on (r—z) plane at DT-plasma burning stage: (a) with CBET at¢ = 14.6 ns and
(b) without CBET att = 14.025 ns, for slightly different high-Z GDPS target with driven laser energy of ~2.5 MJ.

In the meantime, there are opportunities optimizing this type
of GDPS target toward high gain. Optimizing the ratio of the
DT mass to the pusher-shell mass, for instance, is an area that
could be further explored in future studies.

The high-Z GDPS target designs discussed in this paper
have considered a hypothetical NIF-scale laser with symmet-
ric direct drive, which does not exist at the moment. However,
given the prospect of inertial fusion energy being actively pur-
sued around the world, symmetric direct-drive laser facilities
having energies of ~1-3 MJ are expected to become a reality
in the next decade or two. The other pathway is to modify
the indirect-drive geometry of NIF and/or LMJ to symmetric
drive. Regardless of the path forward, our current plan is
to scale down these high-Z GDPS designs to OMEGA-size
targets for experimental tests at the Omega Laser Facility,
in which ~27-kJ lasers can symmetrically illuminate targets
for spherical implosions. We hope these small-scale GDPS
experiments can provide the necessary benchmarks to our
radiation-hydrodynamic simulations, which shall position us
towards demonstrating the potential of such high-Z GDPS
targets on large-scale and direct-drive laser facilities in the
near future.

V. SUMMARY

In summary, we have performed LDD fusion target designs
with a high-Z GDPS in 1D and 2D radiation-hydrodynamic
simulations. These studies show that ignition with moder-
ate gain is feasible with these GDPS targets, even when

TABLE V. Summary of 2D DRACO simulation results for
~2.5-MJ high-Z GDPS target with and without CBET. All quantities
in bracket (. ..) are neutron averaged.

Target performance With CBET Without CBET

Neutron yield 3.74 x 108 6.32 x 108
(~10.5MJ) (~17.7MJ)

(oR)pr 0.590 g/cm? 0.646 g/cm?

(PR ghen 1.06 g/cm? 1.21 g/cm?

(T, 13.7 keV 17.5 keV

(

Burn volume)

3.94 x 10* um?

3.71 x 10* um?

the CBET effect is still present. To put this in perspective,
the hydroequivalent scaleup of the currently best-performed
DT-push-on-DT targets on OMEGA to a hypothetical sym-
metric direct drive with NIF-scale laser energy (~2.15 MJ)
cannot reach a target gain of G > 1 with CBET on. Instead,
such DT-push-on-DT targets might give neutron yields of
Y < ~5.5 x 10" only in the so-called burning plasma regime
[98]. Compared with the conventional DT-push-on-DT tar-
gets, the robustness of such GDPS implosions can be
attributed to the following facts: (1) the high-Z pusher shell
can be maintained at a very high adiabat (¢« =6 to 10)
while the DT fuel is at a low-entropy state; (2) the GDPS
target ignition requires a relatively lower-implosion velocity
of Vimp = 250 to 300 km/s, which is ~30% lower than the
minimum implosion velocity (vimp = 370 km/s) required for
conventional DT-push-on-DT targets; (3) GDPS implosions
only require a relatively smaller convergence (CRys ~ 22 and
CRps ~ 17) to ignite; and (4) the high-Z layer serves as a heat
insulator to reduce thermal conduction loss, in addition to the
possible radiation “recycling (trapping)” by the high-Z pusher.
Two-dimensional DRACO simulations show that ignition that
produces 4- to 10-MJ neutrons could be possible with a
driven laser of 1.9 to 2.5 MJ in symmetric LDD configurations
even with CBET present. Once CBET is mitigated in future
facilities, GDPS targets have the potential for even larger
margins, which can possibly give 10- to 20-MJ neutron yields
for the same laser energy. Optimization through gradient-
density shaping might further reduce the deceleration-phase
RT growth, leading to enhanced target performance.
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