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Effect of a tunnel barrier on time delay statistics
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We develop a semiclassical approach for the statistics of the time delay in quantum chaotic systems in the
presence of a tunnel barrier, for broken time-reversal symmetry. Results are obtained as asymptotic series in
powers of the reflectivity of the barrier, with coefficients that are rational functions of the channel number. Exact
expressions, valid for arbitrary reflectivity and channel number, are conjectured and numerically verified for
specific families of statistical moments.
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I. INTRODUCTION

We consider the problem of quantum scattering in complex
systems such as a cavity with chaotic dynamics, which is con-
nected to the outside by a finite number of scattering channels,
M. The amplitudes of outgoing waves are given in terms of
the incoming waves by multiplication with the M-dimensional
S matrix, which is unitary when there is no dissipation. We
assume that, at any given energy, the classical dynamics is
characterized by a well defined dwell time τD, the average
time spent in the scattering region. We also assume broken
time-reversal symmetry.

The energy derivative of the logarithm of the scattering
matrix, S, is known as the Wigner-Smith matrix [1–4],

Q = −ih̄S† dS

dE
, (1)

where h̄ is Planck’s constant. This is an operator representing
the quantization of the notion of time delay, i.e., the time spent
by quantum particles inside the scattering region. Its normal-
ized trace τW = 1

M Tr(Q) is called the Wigner time delay.
For complex systems, the matrix elements of Q are typ-

ically widely fluctuating functions of the energy and it is
advisable to restrict attention to local averages of observables.
The local average of the Wigner time delay at a given energy,
for example, equals precisely the classical dwell time at that
energy, 〈τW 〉 = τD. More refined statistical information about
the time duration of wave scattering is encoded in other spec-
tral properties of Q.

Central to our approach is the Schur polynomial sλ(Q),
a symmetric polynomial of the eigenvalues of Q, which is
defined in terms of an integer partition λ = (λ1, . . . , λ�(λ) ),
i.e., a nondecreasing sequence of �(λ) positive integers. Of
crucial importance is the fact that every symmetric polynomial
in Q can be written as a linear combination of Schurs. For
example, τW = s(1)(Q) and τ 2

W = 1
2 s(2)(Q) + 1

2 s(1,1)(Q). We
call the local averages 〈sλ(Q)〉 the Schur moments of Q.

Within a random matrix theory (RMT) approach, detailed
characteristics of the system are left aside and Q is instead

treated as a random matrix [5–9]. This is a fruitful point
of view that has led to many interesting results [10–22]. In
particular, when time-reversal symmetry is not present, which
is the case we consider here, an explicit expression can be
found for Schur moments [20],

〈sλ(Q)〉 = (MτD)|λ| dλ[M]λ

|λ|![M]λ
, (2)

in terms of quantities we define later.
We address in this work the effect on the time delay

statistics of introducing an imperfect coupling between the
scattering region and the exterior, such as a tunnel barrier of
reflection probability γ . No effect at all exists on the average
time delay, 〈s(1)(Q)〉(γ ) = 〈s(1)(Q)〉(0), and this can be under-
stood semiclassically as follows: in the presence of the barrier,
an incident particle may be reflected promptly without delay,
with probability γ , or enter the cavity with probability 1 − γ ;
after a time τD, it tries to leave and succeeds with probability
1 − γ or is reflected back inside with probability γ ; and so on.
Summing over all possibilities leads to a total average time
delay, which is

(1 − γ )(τD + 2τDγ + 3τDγ 2 + · · · )(1 − γ ) = τD. (3)

However, the presence of the barrier influences higher statis-
tics, so that in general 〈sλ(Q)〉(γ ) �= 〈sλ(Q)〉(0). For example,
we find that

〈
τ 2

W

〉 = τ 2
D + 2τ 2

D

(1 − γ )2(M2 − 1)
. (4)

In particular, the variance of τW becomes infinite when γ → 1
at finite M, but may attain any value if M scales as (1 − γ )−1.

Tunnel barriers have been considered before in the context
of time delay [5,7], but always under some approximation.
For instance, the number of channels is either taken to be very
small, such as one [23] or two [18], or instead it is taken to
be very large, M � 1 [7,17]. This is moreover compounded
with the assumption that the reflection probability is either
very small or very close to one [21]. In contrast, our results
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are valid for arbitrary values of both these parameters, as can
be appreciated from Eq. (4).

We rely on the semiclassical approach, which has proven
very successful in quantum chaos [24–30]. Specifically we
develop a combination of the approach introduced by Kuipers,
Savin, and Sieber for the time delay [31] and the formulation
in terms of matrix integrals [32–34].

The work is organized as follows. In Sec. II we introduce
the semiclassical approach that leads to an infinite series in
powers of γ for 〈sλ(Q)〉(γ ), the coefficients of which are
rational functions of M. In Sec. III we conjecture closed forms
for some of these functions and present some special cases.
In particular, our results imply that for M(1 − γ ) � 1 the
distribution of τW tends to a Gaussian of mean τD and vari-
ance 2τ 2

D
M2(1−γ )2 . In Sec. IV we validate our conjectures against

simulations of a concrete system, a chaotic quantum map. We
conclude in Sec. V. For simplicity in the following we now set
τD = 1 and measure all times in units of τD.

II. SEMICLASSICAL APPROACH

A. Diagrammatic rules

The first diagrammatical semiclassical approaches to the
time delay relied on energy correlations of the scattering
matrix to derive their results [35–38]. In Ref. [31], a more
efficient semiclassical approach to time delay was developed
in such a way that the calculation of average traces 〈Tr(Qn)〉
requires n trajectories σ and n trajectories σ ′ to enter the
chaotic region, with σk going from scattering channel ik to a
certain end point rk inside the cavity, and σ ′

k going from chan-
nel ik+1 to the same end point rk . These two sets of trajectories
must be correlated, in the sense that they have approximately
the same total action and actually differ from each other
only in the vicinity of a structure called “encounters,” which
have been recognized [24,25] to be the mechanism respon-
sible for systematic constructive interference between sets of
trajectories.

A diagrammatic perturbative theory for time delay mo-
ments then follows with diagrams consisting of initial and
final vertices corresponding to channels and endpoints, to-
gether with internal vertices corresponding to encounters.
These vertices are connected by edges, corresponding to long
stretches of chaotic motion. The contribution of a given di-
agram contains several multiplicative factors: M for each
channel, 1/M for each edge and −M for each vertex that
does not contain an end point; vertices that contain one
end point contribute a factor 1 and those with more than
one end point contribute 0.

These diagrammatic rules were used in Ref. [39] to obtain
all Schur moments of the time delay, in complete agreement
with the RMT prediction in Eq. (2). Here we extend this
model to account for the presence of the tunnel barrier. Di-
agrammatic rules that take a tunnel barrier into account have
already been used for transport moments [35,36,44]; so first
we appropriate them for the time delay.

The contribution of a given diagram is still made up of
multiplicative factors but, if the reflection probability is γ ,
then we have M(1 − γ ) for each channel since there are M
choices and a transmission probability of (1 − γ ). Along the

A

CB

D

FIG. 1. A diagram that contributes to the semiclassical calcula-
tion of 〈[Tr(Q)]2〉. The barrier is represented by the shaded rectangle,
trajectories σ by solid lines, and σ ′ by dashed ones. There is one
encounter inside the cavity, marked C, while encounter marked D
happens at the lead. A and B are endpoints.

trajectories the components should stay inside the cavity, so
that we have a factor of [M(1 − γ )]−1 for each edge, which
includes the reduced probability of transmission due to the
tunnel barriers. Likewise, we have a factor of −M(1 − γ q)
for each vertex of valence 2q that does not contain an end
point nor happen at the lead, which accounts for the corre-
lation between encounter stretches that they all must remain
in the cavity. Finally, we have a factor of γ for each time
an edge reflects off the barrier. Vertices with one end point
still contribute 1 and those with more than one end point still
contribute 0 as in the case without tunnel barriers.

We show an example in Fig. 1, a diagram that contributes
to the semiclassical calculation of 〈[Tr(Q)]2〉. The barrier is
represented by the shaded rectangle, trajectories σ by solid
lines, and σ ′ by dashed ones. The end points are marked A and
B. There is an encounter inside the cavity, grossly magnified
for effect, labeled C. The contribution of C is −M(1 − γ 2)
if it happens far enough from B, otherwise it is 1. Encounter
D happens at the lead with one reflection, so its contribution
is γ . There are five edges, each contributing [M(1 − γ )]−1.
Transmission through the barrier gives (1 − γ )2, so the total
contribution of this diagram, when C and B are far apart, is

− (1 − γ )2γ M(1 − γ 2)

M5(1 − γ )5
= − γ (1 − γ 2)

M4(1 − γ )3
. (5)

We implement such rules by means of an appropriately
designed matrix integral, a method that was introduced in
Refs. [32–34] and applied to several different situations. Be-
fore introducing that integral, let us revise some background
concepts.

B. Permutation groups and unitary groups

In this section we collect several basic facts from combi-
natorics and group theory that are needed for our calculations.
The reader who is familiar with these concepts may skip this.
Standard references for this material are Refs. [40,41].

The power sum symmetric polynomials in Q are products
of traces of powers of Q:

pμ(Q) =
�(μ)∏
i=1

Tr(Qμi ), (6)
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where μ = (μ1, . . . , μ�(μ) ) is an integer partition. We write
μ � n or |μ| = n to denote the fact that

∑
i μi = n. Like

the Schur polynomials, power sums also provide a basis for
the vector space of symmetric polynomials in the eigenvalues
of Q. The transition between these bases is made by the matrix
of irreducible characters of the permutation group Sn, namely
for any μ � n we have

pμ(Q) =
∑
λ�n

χλ(μ)sλ(Q), (7)

where the characters χ satisfy the orthogonality relation

1

n!

∑
β∈Sn

χλ(αβ )χμ(πβ ) = χλ(απ−1)

dλ

δλ,μ, (8)

where α, β, π are permutations and dλ = χλ(1) is the dimen-
sion of the irreducible representation of Sn labeled by λ.

Schur polynomials can be used in infinite series as well,
such as

1∏
i j (1 − xiy j )

=
∑

λ

sλ(X )sλ(Y ), (9)

where we view x1, x2, . . . as eigenvalues of X and y1, y2, . . .

as eigenvalues of Y . The above relation, a generalization of
the geometric series, is known as the Cauchy identity. There
is also the Littlewood identity, involving likewise an infinite
series,

1∏
j>i(1 − xix j )

= det(1 − X )
∑

λ

sλ(X ). (10)

The Schur polynomials in N variables have another
important property: they are the characters of irreducible poly-
nomial representations of the unitary group U (N ). This means
that ∫

U (N )
sλ(U †)sμ(U )dU = δλμ, (11)

where dU is the normalized Haar measure. These polynomials
have a determinantal formula

sλ(U ) = det
(
z

N+λ j− j
i

)
�(U )

, (12)

where z1, ..., zN are the eigenvalues of U and

�(U ) = det
(
zN− j

i

) =
∏
j<k

(zk − z j ) (13)

is called the Vandermonde of U . Using this formula and the
Andréief integration formula [42]∫

d
z det( fi(z j )) det(gk (z j )) = N! det

(∫
dz fi(z)gk (z)

)
,

the orthogonality (8) can be proved.
The orthogonality of course allows Schur expansions can

be computed, i.e., given some symmetric function f (X ), the
coefficients Aρ in f (X ) = ∑

ρ Aρsρ (X ) are given by

Aρ =
∫
U (N )

f (U )sρ (U †)dU . (14)

In particular, the coefficients in

sλ(X )sμ(X ) =
∑

|ν|=|λ|+|μ|
Cν

λμsν (X ) (15)

are called the Littlewood-Richardson coefficients. There are
combinatorial algorithms for computing them, and recurrence
relations [41], but no explicit formula is known.

The last bit of information we need is the Weingarten
functions. The average of a product of matrix elements from
unitary matrices

〈
n∏

t=1

Uit jt U
∗
qt pt

〉
U (N )

, (16)

is given by a sum over all possible permutations that may take

q to 
i and 
p to 
j,

∑
σ,τ∈Sn

δτ (
q,
i)δσ ( 
p, 
j)WgU
N (σ−1τ ), (17)

where δσ (
i, 
j) = ∏n
k=1 δik , jσ (k) and WgU

N are called the Wein-
garten functions. They have a simple character expan-
sion [43],

WgU
N (π ) = n!

∑
λ�n

�(λ)�N

dλχλ(π )

[N]λ
. (18)

In the above formula we have a generalized rising factorial

[N]λ = |λ|!sλ(1N )

dλ

=
�(λ)∏
i=1

(N + λi − i)!

(N − i)!
, (19)

where 1N is the N-dimensional identity. The corresponding
generalized falling factorial is

[N]λ =
�(λ)∏
i=1

(N + i − 1)!

(N − λi + i − 1)!
. (20)

These are the quantities that appear in (2). They satisfy two
symmetry relations

[−N]λ = (−1)|λ|[N]λ (21)

and

[N]λ
′ = [N]λ, (22)

where λ′ is the partition conjugated to λ (obtained by trans-
posing its Ferrer’s diagram). Clearly [x]λ is a polynomial in x
of degree |λ|. Let tλ be the coefficient of the smallest power of
x in this polynomial, so that, when x is small, we have

[x]λ = tλxD(λ) + O(xD+1), (23)

with D(λ) being the number of parts in λ for which λi − i � 0.
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C. Matrix integral

The matrix integral, which encodes the semiclassical ap-
proach to the calculation of 〈pμ(Q)〉, is

∑

i

[M(1 − γ )]n

Z

∫
dZe−M

∑
q�1

1−γ q

q Tr(Z†Z )q

×
n∏

k=1

(
1

1 − Z†Z
Z†

)
ik ,k

(
Z

1

1 − γ Z†Z

)
k,iπ (k)

, (24)

where Z is a complex N-dimensional matrix with a Gaussian
distribution given by e−M(1−γ )Tr(Z†Z ). The normalization is
Z = ∫

e−M(1−γ )Tr(Z†Z ). It bear some resemblance to the inte-
grals used in Refs. [44,45] to compute transport moments in
the presence of tunnel barriers.

The integral is computed using Wick’s rule [46–48], ac-
cording to which each term such as Tr(Z†Z )q is a vertex of
valence 2q and contractions between matrix elements of Z

are represented by edges. The term e−M
∑

q�2
1
q Tr(Z†Z )q

, when
expanded in powers of M, produces all possible vertices
without end points, the ones of valence 2q being accom-
panied by a factor −M(1 − γ q). Likewise, the presence of
M(1 − γ ) in the Gaussian measure leads to the contribution
of [M(1 − γ )]−1 for each edge. The terms therefore exactly
match the semiclassical contributions in Sec. II A.

Besides the exponential term, which is like an internal
part, we have two more terms, which are like channel parts.
The quantity ( 1

1−Z†Z Z†)ik ,k represents trajectories going from
channel ik to end point rk; the geometric series produces all
possible vertices that contain one end point. Analogously,
the quantity (Z 1

1−γ Z†Z )k,iπ (k) represents trajectories going from
channel iπ (k) to end point rk , with π being any permutation
with cycle type μ; the geometric series now produces all
encounters that happen at the lead, in which trajectories may
be reflected (leading to a factor γ for each reflection). This
term already appeared in Ref. [44]. Finally, the sum over
i1, . . . , in takes into account all possible channels through
which a trajectory may enter the chaotic region. On the other
hand, the end points are labeled by a different integer and
hence cannot be equal.

The resulting diagrammatical formulation of this matrix in-
tegral indeed therefore coincides with the semiclassical rules
we discussed in Sec. II A. Except that we must exclude all
diagrams that contain closed cycles, i.e., periodic orbits, since
these are not be present in the semiclassical approach. Closed
cycles give rise to powers of N : the contribution of a diagram
with t closed cycles is proportional to Nt . Therefore, we
consider the part of the result that is constant with respect to
N or, equivalently, we take the limit N → 0.

D. Solution

Introduce the singular value decomposition Z = UDV ,
with U and V in the unitary group U (N ) and D a real and non-
negative diagonal matrix. The Jacobian of this transformation
is dZ = dUdV dX�(X )2 with X = D2 and �(X ) being the
Vandermonde (13).

The channel parts involve

〈VikakV
†

ck ik
〉U (N )〈UkckU

†
akπ (k)〉U (N )

Dak Dck

(1 − Xak )(1 − γ Xck )
.

Using the Weingarten function and character orthogonality,
the angular integration over U and V can be done and this
becomes, after summing over 
i, 
a, 
c,∑

λ�n

χλ(π )sλ

(
X

(1 − X )(1 − γ X )

)
[M]λ

([N]λ)2
. (25)

The Schur function above has a very complicated argu-
ment, so before integrating over X we must expand it in terms
of regular Schur polynomials. First, we write it explicitly
using the determinantal formula (12). Then we use that

�

(
X

(1 − X )(1 − γ X )

)
= �(X )

∏
j>i(1 − γ xix j )

det[(1 − X )(1 − γ X )]N−1
, (26)

and, by the Littlewood identity (10)

1∏
j>i(1 − γ xix j )

= det(1 − √
γ X )

∑
α

sα (
√

γ X ). (27)

So sλ( X
(1−X )(1−γ X ) ) equals det(1 − √

γ X ) times

∑
α

sα (
√

γ X )
1

�(X )
det

(
xN+λi−i

k

[(1 − xk )(1 − γ xk )]λi−i+1

)
.

Now we expand the last two quantities as a linear combina-
tion of Schurs. This is done using the expansion formula (14)
and the Andréief integration formula. Hence, we need to
compute

Fλρ =
∮

zN+λi−i

[(1 − z)(1 − γ z)]λi−i+1
z̄N+ρ j− j, (28)

where the integral is around the unit circle in the complex
plane. Expanding [(1 − z)(1 − γ z)]−(λi−i+1) as

∞∑
k1k2=0

(
λi − i + k1

λi − i

)(
λi − i + k2

λi − i

)
γ k2 zk1+k2 , (29)

and using
∮

zaz̄b = δab we get

Fλρ = det

[∑
k

(
ρ j − j − k

λi − i

)(
λi − i + k

λi − i

)
γ k

]
. (30)

So sλ( X
(1−X )(1−γ X ) ) equals det(1 − √

γ X ) times⎛
⎝∑

ρ

Fλρsρ (X )

⎞
⎠(∑

α

√
γ

|α|sα (X )

)
. (31)

We still need to expand det(1 − √
γ X ) as a sum over Schur

polynomials. This is given by a multinomial theorem,

det(1 − √
γ X ) =

∞∑
r=0

(−√
γ )rs(1r )(X ), (32)

where (1r ) is the partition of r with all parts equal to 1.
Finally, combining products of Schurs as linear combina-

tions of Schurs, by means of the Littlewood-Richardson coef-
ficients, Eq. (15), we arrive at the expansion of sλ( X

(1−X )(1−γ X ) )
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as ∑
r,α,ρ

∑
μν

Cμ
1r ,ρCν

μα (−√
γ )rFλρ

√
γ

|α|sν (X ). (33)

Using

e−M
∑

q�1
1−γ q

q Tr(X q ) = det(1 − X )M

det(1 − γ X )M
, (34)

the integral to be done over the eigenvalues of Z is

lim
N→0

1

([N]λ)2

1

Z

∫
det(1 − X )M

det(1 − γ X )M
|�(X )|2sν (X )dX. (35)

Using the Cauchy identity, Eq. (9), we get

lim
N→0

1

([N]λ)2

∑
ω

sω(γ )
∑

θ

Cθ
ων

Z

×
∫

dX det(1 − X )M |�(X )|2sθ (X ). (36)

This is an integral of the Selberg type [49], and the result is
given by

1

t2
λ

∑
θ,D(θ )=D(λ)

sθ/ν (1M )γ |θ |−|ν| dθ t2
θ

|θ |![M]θ
, (37)

where sθ/ν = ∑
ω sωCθ

ων is called a skew-Schur polynomial,
which when computed at the identity can be written as a
determinant involving binomial coefficients,

sθ/ν (1M ) = det

[(
M + θi − i − ν j + j − 1

θi − i − ν j + j

)]
. (38)

Above we have taken the limit limN→0
[N]θ

[N]λ
= tθ

tλ
, with tλ and

D(λ) as in Eq. (23) [notice that this holds provided D(θ ) =
D(λ), otherwise the limit vanishes].

Putting together the above calculation with (24) and (33),
we therefore arrive at

〈pπ (Q)〉 = (1 − γ )n
∑
λ�n

χλ(π )
∑
ρν

FλρGρν

[M]λ

t2
λ

×
∑

θ,D(θ )=D(λ)

sθ/ν (1M )γ |θ |−|ν| dθ t2
θ

|θ |![M]θ
, (39)

or, equivalently, the Schur moments

〈sλ(Q)〉 = (1 − γ )n [M]λ

t2
λ

∑
ρν

FλρGρν

×
∑

θ,D(θ )=D(λ)

sθ/ν (1M )γ |θ |−|ν| dθ t2
θ

|θ |![M]θ
, (40)

where

Gρν =
∑
r,α,μ

Cμ
1r ,ρCν

μα (−√
γ )r√γ

|α|
. (41)

This is explicit enough to be used in a computer to find
the first few terms in a power series in γ and M−1. The
number of computable terms is limited by our ability to com-
pute Littlewood-Richardson coefficients, a problem, which is
known to be hard [50], in fact #P-complete [51], and also

by the large number of terms involved, since the number of
partitions of n grows exponentially with

√
n.

E. Asymptotic nature

One feature of Eq. (40) is that it seems to have poles at
all values of M because of the [M]θ term in the denominator.
However, these poles are spurious and disappear when all the
infinite sums are performed.

Let us see how this works in the simplest example. Con-
sider the calculation of 〈s(1)〉. If we restrict |θ | � 2, we get
from Eq. (40)

M2 − 2

M2 − 1
− γ 2 + γ

M2 − 1
. (42)

This expression has a pole at M = 1, while its large-M expan-
sion is

1 − γ 2 − 1 − γ

M2
+ O(M−4). (43)

If we go up to |θ | � 3, we get a different approximation, more
cumbersome, with a second pole at M = 2, but whose large-M
expansion is

1 − γ 3 − 3γ (1 − γ )

M2
+ O(M−4). (44)

If we go further to |θ | � 4, we get yet a different approxi-
mation, even more cumbersome, that now has a third pole at
M = 3, but whose large-M expansion is

1 − γ 4 − 6γ 2(1 − γ )

M2
+ O(M−4). (45)

It is clear that when infinitely many terms are taken into
account, for a fixed value of γ < 1 (or at least as long as
1 − γ � 1/M) the partial sum will get arbitrarily close to 1,
in agreement with expectation. The infinite series in Eq. (40)
should be seen as an asymptotic series.

As discussed in Sec. III, we conjecture that the series in
Eq. (40) actually represents a rational function of γ and M,
for any λ.

F. Hook partitions

The simplest kind of partitions are the hooks, λ = (n −
k, 1k ). They can be used to compute the traces, because

pμ(Q) =
∑

λ

χλ(μ)sλ(Q) (46)

and χλ(n) is different from zero if and only if λ is a hook.
When λ is a hook, θ must also be a hook. This means ν

must be a hook and thus also ρ. Let θ = (T, 1t ), ν = (A, 1a),
ρ = (R, 1r ). Then

sθ/ν (1M ) = hT −A(1M )et−a(1M ) (47)

=
(

M + T − A − 1

T − A

)(
M

t − a

)
, (48)

and, writing (M )(n) for the rising factorial and (M )(n) for the
falling factorial,

dθ tθ
|θ |![M]θ

= (T − 1)!t!

(T + t )(M − t )(T +t )
. (49)
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The function Gρ,ν is different from zero if |ν| − |ρ| is even
and ρ1 is either ν1 or ν1 − 1. For example, if ν = (3, 1, 1, 1)
then ρ must belong to {(3, 1, 1, 1), (2, 1, 1), (3, 1), (2)}. Then
we conjecture that Gρν = γ (|ν|−|ρ|)/2. So we end up with the
simpler expression

〈s(n−k,1k )(Q)〉
(1 − γ )n

=
∑

ν

∑
ρ

Fλργ
(|ν|−|ρ|)/2 [(M − k)(n)]2

(n − k − 1)!2k!2

×
∑

T,t,A,a

(
M + T − A − 1

T − A

)(
M

t − a

)

× γ T +t−A−a(T − 1)!t!

(T + t )(M − t )(T +t )
. (50)

Unfortunately, it is still not so simple that would allow for
explicit summation.

III. CONJECTURES

Entering our expression into a computer algebra system
and doing some experimental investigations, we have ar-
rived at some conjectures. Inspection of Eq. (2) shows that
the symmetry relations (21) and (22) imply 〈sλ′ 〉(0, M ) =
(−1)|λ|〈sλ〉(0,−M ). Does this symmetry still hold in the pres-
ence of the tunnel barrier? We conjecture the answer to be yes:

〈sλ′ 〉(γ , M ) = (−1)|λ|〈sλ〉(γ ,−M ). (51)

We also conjecture another symmetry relation, involving reci-
procity in the reflection probability:

〈sλ′ 〉(γ −1, M )[M]λ = 〈sλ〉(γ , M )[M]λ. (52)

These symmetry relations suggest that maybe self-
conjugate partitions (λ = λ′) should be particularly simple.
Indeed, and quite surprisingly, we conjecture that for self-
conjugate partitions the Schur moment 〈sλ〉 is actually
independent of γ and proportional to M |λ|. For example,
〈s(2,1)〉(γ , M ) = M3/3 and 〈s(2,2)〉(γ , M ) = M4/12. So the
fact that 1

M 〈Tr(Q)〉 does not depend on γ and M generalizes
to this whole class of Schur moments.

Investigating the γ series of Schur moments, we have
found evidence that, if these quantities are first multiplied by
(1 − γ )|λ|, the series in fact terminates. So we conjecture that

(1 − γ )|λ|〈sλ〉(γ ) = Tλ(γ ), (53)

where Tλ(γ ) is a polynomial in γ , whose coefficients are
rational functions of M. In the special case of singletons,
λ = (n), we conjecture the explicit form of this polynomial:

Mn

n!(M )(n)

n∑
k=0

(−γ )k

(
n

k

)
(M + k)(n−k)(M − n + k)(k),

where (x)(n) and (x)(n) are the usual rising and falling fac-
torials. Of course, a formula for T(1,...,1)(γ ) then follows
from (51). For example,

T(2)(γ )

M2
= M(M + 1) − 2(M2 − 1)γ + M(M − 1)γ 2

2M(M − 1)
,

T(1,1)(γ )

M2
= M(M − 1) − 2(M2 − 1)γ + M(M + 1)γ 2

2M(M + 1)
.

Here is a more generic example, showing that even hooks
can be complicated:

8M−4(M − 2)(4)T(3,1)(γ )

= (M − 1)(4) − 4(M − 1)2(M + 1)(M + 2)γ

+ 6(M2 − 4)(M2 + 1/3)γ 2

− 4(M − 1)(M − 2)(M + 1)2γ 3 + (M − 2)(4)γ 4.

(54)

The binomial numbers are still there, but a close look at the
coefficient of γ 2 reveals that the dependence on M may not
factorize very nicely.

Finally, we computed 〈p(n)(Q)〉 = 〈Tr(Qn)〉 and
〈p(1,...,1)(Q)〉 = Mn〈τ n

W 〉, for the first few n, from the Schur
moments, according to (7). The resulting exact expressions
are lengthy, so we mention only limiting cases. To that end,
let us define the transmission probability as � = 1 − γ .

When M � 1 and M−2 � �, we are led to conjecture that

1

M
〈p(n)(Q)〉 = (2n − 2)!

(n − 1)!2�n−1

[
1 + O

(
n2

M2�

)]
(55)

for n � M and 〈p(n)(Q)〉 = ∞ for n > M. On the other hand,
when γ is fixed and M� � 1, we conjecture that〈

τ n
W

〉
(γ ) = 1 + n(n − 1)

(M�)2
+ O[(M�)−4] (56)

for n � M and 〈τ n
W 〉 = ∞ for n > M. These are approxi-

mately the moments of a Gaussian distribution

PWigner (τ ) = 1

σ
√

2π
e− 1

2σ2 (τ−τD )2

, (57)

with

σ =
√

2

M�
. (58)

We therefore expect this to be the distribution of the Wigner
time delay in this regime.

IV. NUMERICS FOR A SPECIFIC SYSTEM

Since we have presented some conjectures, we now check
them in comparison to numerical results. We choose the tradi-
tional toy model of quantum maps.

Let U be a unitary matrix, supposed to represent the
quantum dynamics inside the cavity, as if it were closed. Its
dimension, d , must be large in order to simulate the semi-
classical limit. We take a rather modest d = 200. From U ,
a scattering matrix S0 of dimension M can be computed by
introducing coupling to the outside. The ratio M/d must be
small so that the open system is still reasonably similar to the
closed one. We choose M = 5.

The coupling is done by a M × d rectangular matrix W as

S0 = −WUeiε (1d − PUeiε )−1W T , (59)

where P = 1d − W T W is a projector into the inside and ε

plays the role of a quasienergy. The interpretation of this
formula is as follows: the quantum particle enters the cavity
by means of W T , then the geometric series (1d − eiεPU )−1,
which is like a Green’s function, propagates it inside the
cavity, and finally it exists by means of W .
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FIG. 2. Kicked rotor, d = 200, M = 5, first few moments sλ(Q)/(MτD)n, averaged over energy and opening position. The corresponding
partition λ is shown next to each line. Vertical axis is truncated. Agreement is excellent, provided γ is not too large. For γ � 0.7 the average
from the simulations can become unreliable because fluctuations are too strong.

The S0 matrix corresponds to perfect coupling. Tunnel
barriers are introduced by defining a further transformation

S = −R + T S0(1 − RS0)−1T, (60)

where R and T , representing reflection and transmission
amplitudes of the barrier, are both multiples of the M-
dimensional identity, R2 = γ 1M and T 2 = (1 − γ )1M . The
first term, −R, produces prompt reflection, while the second
term is responsible for round trips of the particle inside the
cavity with multiple reflections at the barrier from the inside.

The Wigner-Smith matrix is then obtained as

Q = −iS† dS

dε
. (61)

The derivative is performed analytically, not numerically,
keeping in mind that

d

dε
(1 − X )−1 = (1 − X )−1 dX

dε
(1 − X )−1. (62)

For the closed dynamics operator U we have two choices,
either sample it at random from the unitary group or take it
to be a physical quantum map. We have checked that both
approaches actually result in the same statistics, as is to be
expected.

We have used the kicked rotor, a conservative map on the
torus. The equations of motion are

qn+1 = qn + pn, (63)

pn+1 = pn + K sin(2πqn), (64)

and the dynamics is known to be strongly chaotic if K = 9,
which is the value we use. This map is quantized by the matrix
with elements given by Ujk = 1√

iN
ei� jk , with

� jk = π

N
( j − k)2 − NK

4π
[cos(2π j/N ) + cos(2πk/N )].

(65)

The way we generate statistics is by using 60 differ-
ent values for the quasienergy ε and 20 different positions
for the opening, leading to 1200 different matrices Q. The
result is shown in Fig. 2, where we plot different Schur mo-
ments 〈sλ(Q)〉 as functions of γ , with data from simulations
on the left panel and our conjectured results on the right
panel.

We see that for the self-conjugated partitions λ = (1) and
λ = (2, 1) the corresponding Schur moments indeed come out
approximately independent of γ . The agreement is very good
in all cases, so our conjectures are well validated. There are
some discrepancies for large γ , but this is because in that
regime there are wild fluctuations in the numerical results,
so that much larger samples would be necessary in order
to guarantee convergence of the average. The presence of
factors (1 − γ ) in the denominators of Schur moments show
that observables actually develop infinite variance in the limit
γ → 1, so perhaps such discrepancies are unavoidable. We
have also verified numerically that the estimates (55) and (56)
are indeed accurate (not shown).

V. CONCLUSION

We have developed a semiclassical approach to the statis-
tics of the time delay matrix for quantum systems with
broken time-reversal symmetry and chaotic classical dynam-
ics, in the presence of a tunnel barrier. The approach leads
to results that are expressed as asymptotic series in powers
of the reflectivity of the barrier, γ , with coefficients that
are rational functions of the channel number, M. Based on
calculations using computer algebra systems, we then con-
jectured some exact expressions for special kinds of Schur
moments, valid for arbitrary γ and arbitrary M. These con-
jectures were then validated in comparison with numerical
simulations.

This advance was made possible by combining the deriva-
tion of efficient diagrammatic rules like the ones from
Ref. [31] with the formulation in terms of matrix integrals
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proposed in Refs. [32,44]. Together, these methods are able
to go beyond even what a phenomenological random matrix
theory is capable of delivering.

Computer codes for computing Schur moments from
Eq. (40) are available upon request.
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