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Modeling water transport properties in carbon nanotubes: Interplay between force-field
flexibility and geometrical parameters
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Modeling water and other liquids in computational simulations requires a large set of parameters. Many works
have been devoted to finding new, improved water models, with almost all of them designed for bulk systems.
Here, we use carbon nanotubes as a play model to investigate the effects of introducing flexibility in water force
fields during molecular dynamics simulations of nanoconfined water. We explore six different models to show
that viscosity, diffusion, and dipole orientation are vastly influenced by the flexibility and the family of force
fields used. Particularly, we found the level of confinement (decreasing the nanotube’s diameter) to increase
discrepancies in the description of the dipole alignment. In smaller (10,10) nanotubes, the flexible version of
the transferable intermolecular potential with three points (TIP3P/Fs) features a high directionality, while its
rigid counterpart shows a more distributed dipole orientation. Both viscosity and diffusion are also extremely
dependent on the force-field family, with the flexible version of the simple point charge (SPC/Fw) featuring the
lower confidence interval.

DOI: 10.1103/PhysRevE.108.034116

I. INTRODUCTION

Carbon nanotube (CNT) membranes are known for ex-
hibiting higher water flux with lower energy than current
membranes. The possibility to filter out particles that are too
small for conventional purification systems puts CNT-based
membranes in the spotlight for a new generation of green,
sustainable materials. Several studies have shown that these
highly appreciated mechanisms are closely related to the
superficial water interactions at the solid-liquid interface in
CNTs [1]. The full extent to which we can use these systems
will depend on our ability to explore and predict the physical
and chemical properties driving water transport in such excit-
ing environments.

In recent decades, several experimental efforts have been
made to elucidate the water transport inside CNTs. The highly
reduced geometries, timescales, and other difficulties associ-
ated with nanoscale heterogeneity have made this task far too
challenging. From the grand canonical Monte Carlo (GCMC)
simulations of Maddox and Gubbins [2], to the molecular dy-
namics (MD) study by Hummer et al. [3] and the experimental
work by Naguib et al. [4], many works have been devoted to
fully comprehending the water-filling phenomenon of CNTs.
Remarkably, we can refer to more recent works by Secchi
et al. [5], tracing water molecules emerging from individual
nanotubes, and by Hassan et al. [6], using two-dimensional
nuclear magnetic resonance (NMR) diffusion relaxation to
show how heterogeneous water diffusion is inside CNTs.

Classical MD simulations have often been applied to assess
a plethora of new data regarding the water dynamics and struc-
ture inside nanopores such as CNTs. In the last two decades,
we have advanced our understanding of the mechanisms un-
derlying the superflux of water in CNTs [7], the heterogeneity
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in diffusion [8], the breakdown of classical hydrodynamic
theory at nanoscale [9], and so many other phenomena where
MD simulations have contributed to clarifying the physical
and chemical processes taking place.

These simulations normally employ water force fields that
are actually designed to predict bulk’s water properties. How-
ever, water confined at the nanoscale presents exciting, new
behaviors that can affect our capacity to properly model it.
When modeling water in a MD simulation, we use a set of
parameters to describe their bond length, angles, and van der
Waals (vdW) and Coulomb interaction parameters. Addition-
ally, we can introduce several degrees of freedom (e.g., bond
stretching, angle bending, variations in charge distribution),
allowing the water force field to be either flexible or polar-
izable. Even among rigid force fields, there are remarkable
differences, such as in the number and location of the charge
sites. It is important to note that even at the bulk phase, it
remains a challenge to find a model that accurately reproduces
all of the experimental properties of water simultaneously
[10]. It becomes an important choice, and this choice depends
on the information one wants to collect from the simulation.

Here we use six different force fields to model water
dynamics inside CNTs to show that the choice between
different parameters can impact the prediction of trans-
port behavior. Three of the models are rigid simple point
charge (SPC/E), transferable intermolecular potential with
three points (TIP3P), and with four points (TIP4P/2005) and
the others are flexible (SPC/Fw, TIP3P/Fs, and TIP4P/2005 f ).
We found different confidence intervals (CIs) when calcu-
lating both water viscosity and diffusion inside CNTs with
different lengths. Interestingly, the flexible SPC/Fw presents
higher oscillations in the autocorrelation function (ACF)
calculations, but shows the smaller CI in the viscosity and
diffusion results among all the investigated models. Remark-
ably, we found a radius-dependent dipole alignment in the
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TABLE I. LJ parameters and charge details of each force field.

SPC/E [13] SPC/Fw [14] TIP3P [15] TIP3P/Fs [16] TIP4P/2005 [17] TIP4P/2005 f [18]

Flexible? No Yes No Yes No Yes
εOO (kcal/mol) 0.15535 0.155425 0.1521 0.1522 0.185207 0.185207
σOO (Å) 3.166 3.165492 3.15061 3.1506 3.1589 3.1644
qH (e) 0.4238 0.41 0.417 0.417 0.5564 0.5564
dOM (Å) 0.1546 0.15555
dOH (Å) 1.0 1.012 0.9572 0.96 0.9572 0.9419
θHOH (deg) 109.4667 113.24 104.52 104.5 104.52 107.4
Kb (kcal/mol Å2) ∞ 529.581 ∞ 529.581 ∞ 540.764
Kθ (kcal/mol rad2) ∞ 37.95 ∞ 34.0435 ∞ 87.90

interfacial water for all models, with the flexible TIP3P/Fs ex-
hibiting an anomalous directional dipole orientation in smaller
nanotubes.

II. COMPUTATIONAL DETAILS AND METHODS

A. Modeling water and nanotubes

MD simulations of water confined in CNTs were per-
formed using the LAMMPS package [11]. Initially, we consid-
ered (10,10) CNTs with lengths ranging between 20, 40, 80,
and 160 nm in order to evaluate the impact of the system’s size
and number of particles over the water properties prediction.
Following this, we varied the radius of the nanotube to inves-
tigate the existence of a radius dependence on the transport
properties of the different water models.

The interaction potential is given by Lennard-Jones (LJ)
and Coulomb terms, namely,

Uαβ (r) = 4εαβ

[(
σαβ

r

)12

−
(

σαβ

r

)6]
+ 1

4πε0

qαqβ

r
, (1)

where α and β stand for different atomic species (i.e.,
oxygen, hydrogen, and carbon). In the four-point force fields
(TIP4P/2005 and TIP4P/2005 f ), water is modeled as masses
at the oxygen and hydrogen sites, where positive charges
are placed in the H atoms and the negative charge is placed
in a fictitious site M along the bisector of the HOH an-
gle (θHOH), coplanar with O and H atoms. We used εCC =
0.123 kcal/mol and σCC = 0.326 nm to model the carbon LJ
interaction parameters. LJ parameters and other details for
each water model are shown in Table I. Lorentz-Berthelot
mixing rules were employed for the nonbonded interactions.
Long-range electrostatic interactions were calculated by the
particle-particle particle-mesh method, and the LJ cutoff dis-
tance was set to 1 nm. The SHAKE algorithm [12] was used
to keep the water molecules rigid, while specific harmonic
parameters were implemented to describe bond stretching,
Kb(r − r0)2, and angle bending, Kθ (θ − θ0)2, in the flexible
force fields.

B. Simulation details

The simulations were conducted in the canonical NVT
ensemble with temperature T set to 300 K by a Nosé-Hoover
thermostat [19]. The initial geometry and number of parti-
cles were based on previous works [9,20], where an effective
density ρeff = 0.88 g/cm3 is achieved after the previously

empty cavity of CNT is invaded with water from two reser-
voirs at 0.99 g/cm3, both at ambient conditions of pressure
(1 bar) and temperature (300 K). The number of water
molecules and nanotube details are given in Table II. Periodic
boundary conditions were applied in the axial direction of the
tubes, which results in isolated infinite nanotubes. In order to
keep things as simple as possible, the positions of the carbon
atoms were fixed, i.e., not integrated during the simulations.
The system was equilibrated for 10 ns with the time step set
to 1 fs. Finally, simulations of 10 ns of data accumulation were
performed.

We analyzed the diffusion mechanism of water by the scal-
ing behavior between the mean squared displacement (MSD)
and time,

〈|�r(t ) − �r(0)|2〉 = ADtn, (2)

where the angular brackets denote an average over time ori-
gins and all water molecules, �r(t ) is the displacement of a
molecule during the time interval t , A is a constant that as-
sumes values twice the dimensionality of the system (2, 4, or
6), and D stands for the diffusion coefficient. The n exponent
refers to the diffusion regime: n = 1 for the linear Fickian
diffusion, n > 1 for superdiffusive regime, and n < 1 for
subdiffusive regime. Since the nanopore confinement in the
x and y directions hinders the molecules’ radial displacement,
we only considered the axial diffusion Dz (A = 2).

For the viscosity calculations, we used the Green-Kubo
(GK) relations [21],

η = V

kBT
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0
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〈
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⎞
⎠, (3)

TABLE II. Length (lz) and the respective average amount of
water molecules inside the (10,10) nanotube.

lz (nm) H2O

20 500
40 1000
80 2000
160 4000
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FIG. 1. Normalized autocorrelation functions for rigid and flexible water models inside (10,10) CNTs. We highlight (orange) the plateau
region (at the end of each curve) and, for the flexible models in (b), (d), and (f), we also plot (blue) their moving average.

where Pαβ is the stress tensor, ri j = |�ri − �r j |, fi j = −∂U (ri j )/
∂ri j , and α, β ∈ (x, y, z) denotes Cartesian components. The
stress tensor can be calculated as inside the force calcula-
tion subroutine. In this work, the axial component (Pxy) was
averaged to describe the viscosity of the fluids inside the
nanopores [9]. We have collected the stress tensor compo-
nents at each time step in order to ensure maximum accuracy
with the upper limit of 50 ps. Following this, the converged
autocorrelation functions (ACF) were integrated, as shown in
Fig. 1. Three sets of simulations with different initial thermal
velocity distributions were averaged to build the ACF and
MSD curves.

We used the confidence interval (CI), with a 95% confi-
dence level, to estimate the uncertainty as the properties are
averaged. A CI is a range of estimates for a particular param-
eter in a sample: A larger sample would produce a narrower
CI and a greater variability produces a wider CI. The CI is
obtained through a Student’s probability density function (t)
with n − 1 degrees of freedom as(

x̄ − tn−1
s√
n

, x̄ + tn−1
s√
n

)
, (4)

where the right and left sides represent the upper and the lower
limits, respectively, x̄ is the sample average, n stands for the
number of samples, and s is the sample standard deviation.

III. RESULTS AND DISCUSSION

A. Shear viscosity

In the GK method, the main contribution to the viscosity
calculation comes from the tail of the stress tensor ACF. We
show, in Fig. 1, the normalized ACFs of the nondiagonal
components of the pressure tensor for confined water at 300 K.

For the rigid models, in Figs. 1(a)–1(c), we notice two de-
cay regimes (both monotonically), i.e., one for short times
(fast scale) and another for higher times (slow scale of time).
The first is sharply decaying (faster than 1/t), while the sec-
ond decreases smoothly with time. This is in stark contrast to
the flexible models, in Figs. 1(d)–1(f), where we can notice
higher oscillatory regimes. They can also be divided into fast
and slow decay regimes. However, it is clearly taking a longer
time for the ACFs associated with flexible force fields to
reach convergence. This behavior will, in turn, lead to several
consequences related to the viscosity determination, as will be
discussed throughout the paper.

In order to eliminate some of the data randomness, leaving
a smooth trend as a rigidlike ACF, a moving average was
applied to the flexible models’ ACFs, as shown by the blue
lines in Figs. 1(d)–1(f). The estimated trend T̂ of the time
series yt can be written as

T̂t = 1

q

k∑
i=−k

yt+1, (5)

where q = 2k + 1 is the order of the moving average. In other
words, the estimate of the trend at time t is obtained by
averaging values of the time series within k periods of t . The
difference between the raw ACF and their moving average in
Fig. 1 highlights the impact of flexibility in the force fields. As
the stress tensor components are calculated at each time step,
the presence of additional degrees of freedom in the flexible
models produces additional perturbation in the averaged ACF,
delaying equilibrium and, therefore, convergence of the ACF
curves.

To further elucidate this, we plot, in Fig. 2, a compar-
ison between the rigid force field’s ACFs and the moving
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FIG. 2. Comparison between the rigid force field’s ACF and the
moving average for the flexible force field’s ACF.

average of their respective flexible counterparts. We found
that the moving average for a flexible force field’s ACF fits
perfectly with the rigid force field’s ACF. The conclusion is
that the white noise associated with the additional degrees
of freedom in the flexible models is a direct consequence of
the coupling between the harmonic perturbation introduced in
the flexible force field and the reduced time interval used to
calculate the stress tensor components. This is similar to the
perturbation introduced by the carbon-oxygen interaction in a
previous work, where repulsive LJ terms lead to difficult con-
vergence in the ACF calculation of higher-density water-filled
nanotubes [9].

In Fig. 3, we show the shear viscosity calculated for each
model at different nanotube lengths lz. We also plot the CI
bars as a function of three independent simulations for each
sample. Smaller values of viscosity were obtained for the
TIP3P, both rigid and flexible, for all nanotube lengths. This

trend follows the results obtained for bulk water (see Fig. S1
of the Supplemental Material [22]) and is in accordance with
the work of González and Abascal [23], where rigid TIP4P
viscosity estimations were bigger than those for TIP3P. On
the other hand, the rigid TIP4P/2005 produced larger viscosity
estimations, again in accordance with the bulk trend. In fact,
while the difference between the rigid and flexible counter-
parts of the three-point force fields is small and lies within
the CI bars, we found a larger difference for the four-point
force fields (TIP4P/2005 and TIP4P/2005 f ). This difference
is large enough to overcome the CI estimation and increases
as the nanotube length decreases.

It means that the estimation of the viscosity of confined
water is very sensitive to the families of force fields used in
the simulations. This is a conclusion that can also be drawn by
looking at the standard deviations for η in Tables S3 and S4
of the Supplemental Material [22]. It shows that the standard
deviation of the shear viscosity among different water models
simulated at the same CNT lengths is higher than the deviation
of the same force-field models at different CNT lengths.

B. Water diffusion

To better understand the impact of the investigated models
on the transport of water in carbon nanotubes, we also an-
alyzed the diffusion coefficient. The diffusion coefficient is
computed from the MSD of the water molecules’ center of
mass.

In Fig. 4, we present the MSD as a function of simulation
time for the different water models confined in 40-nm-long
CNTs. Following the trend of low viscosity, the TIP3P family
presents the higher mobility among the force fields tested
here. This is a behavior shared with simulations of bulk water
shown in Fig. S1 of the Supplemental Material [22], and in
accordance with recent theoretical works [10], showing that
TIP3P self-diffusion is overestimated compared to experimen-
tal results.

From Fig. 5 and the data in Table S5 of the Supplemental
Material [22], we can notice that, on average, the CI bars tend
to decrease as we increase lz. This is a direct consequence
of the collective nature of the MSD and how it is calculated.
For longer nanotubes, more particles contribute to the dis-
placement computation and, by taking the mean value, we
increase precision. However, we can see that the difference in
CI estimates of between 80 and 160 nm is almost negligible,
indicating that the length of the nanotube is no longer affecting
the accuracy of diffusion computation. Here, we would like to
mention the outstanding confidence estimate associated with
the flexible SPC/Fw, which highlights their ability to capture
the diffusion of water inside CNTs. Christofferson et al. [10]
showed that for bulk systems, the diffusion coefficient calcu-
lated by this same model obtained a small percentage error of
12% compared to the experimental value. For both bulk and
confined systems, the SPC/Fw model possesses the greatest
precision. Tables S7 and S8 of the Supplemental Material [22]
show the interference of force-field parameters in the self-
diffusion coefficient calculation since the standard deviation
among values obtained from different water models at the
same CNT length is higher than those from the same models
at different CNT lengths.
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(c) (d)

(a) (b)

FIG. 3. Shear viscosity values for each rigid and flexible force field at nanotube lengths of (a) 20, (b) 40, (c) 80, and (d) 160 nm. The bars
show the CI estimation.

Notably, the calculation of both transport coefficients
(diffusion and viscosity) in an MD routine depends on many
parameters and variables. For instance, Krishnan et al. [24]
showed that the selection of thermostats has a considerable

FIG. 4. The mean-squared displacement for the different rigid
and flexible water models inside 40-nm-long CNTs.

influence on the dynamic and structural properties of fluid
molecules confined in small nanochannels. In Fig. S2 of the
Supplemental Material [22], we show the impact of ther-
mostatting on the dynamic properties studied here. We found
higher values for viscosity (and lower diffusion) using the
Langevin [25] thermostat in comparison to the Nosé-Hoover
and Berendsen [26]. We observed the same trend whether we
used the rigid SPC/E or the flexible SPC/Fw. This is consistent
with results by Basconi and Shirts [27] for bulk water sys-
tems. In fact, Langevin thermostatting introduces friction and
noise terms that can impact ACFs and dynamical properties.
This can be observed in a study involving protein dynamics,
where microcanonical dynamic features were not preserved
using Langevin dynamics [28]. On the other hand, there are
systems in which the Langevin dynamics provide a reliable
temperature description, such as in catalytic heterogeneous
interfaces [29]. The difference can be attributed to the way
the thermostats control temperature and represents a very
important aspect in MD simulations.

As an additional parameter, we also performed a paramet-
ric study with shorter 1- and 5-nm-long (16,16) CNTs and
the SPC force-field family. Figure S3 of the Supplemental
Material [22] shows that while viscosity is not significantly
affected, the diffusion of the flexible SPC/Fw increases as the
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(c) (d)

(a) (b)

FIG. 5. Diffusion coefficient for each rigid and flexible force field at nanotube lengths of (a) 20, (b) 40, (c) 80, and (d) 160 nm. The bars
show the CI estimation.

length of the nanotube becomes as small as 1 nm. Although
the periodicity of the system in the axial direction implies
an infinitely long nanotube, in a short unit cell (such as the
1 nm), the additional degrees of freedom of SPC/Fw would
interfere with the thermal and dynamic correlations. It shows
that a careful choice of the unit cell is crucial for an accurate
analysis of the dynamical properties in these systems.

C. The radius factor

The dynamics of water confined in nanotubes is known
to be a property highly affected by geometric parameters.
For instance, Farimani and Aluru [8] found a dependence
of the axial water diffusion on the radius r of the nanotube.
Our group also found a mathematical expression for the
dependence of the viscosity on the same variable [30]. In
this section, we explore the variation of the dynamical and
structural properties of water inside armchair nanotubes with
different radii. We use (n, n) CNTs with n = 10, 12, 16, and
30, each of them containing 1000, 1600, 4500, and 14 500
water molecules, respectively, distributed along a length
lz = 40 nm.

In Fig. 6, we present the variation of both the viscosity
and diffusion as a function of the nanotube radius, repre-

sented by different chiralities, for all the force fields. The
three-point force fields (SPC and TIP3P families) show sim-
ilar results (within the CI bars) for diffusion and viscosity
when compared to their flexible counterparts. The four-point
TIP4P/2005 and TIP4P/2005 f also show good agreement in
the viscosity for all the chiralities [Fig. 6(f)]. However, we
found small differences in Fig. 6(c) regarding the diffusion
estimation for (12,12) and (30,30) nanotubes, r = 0.81 and
2.03 nm, respectively. This can be a consequence of the nar-
row CI intervals found for these models, but also demonstrates
the peculiarities of introducing additional degrees of freedom,
such as flexibility. Markedly, all the force fields predict a rise
in the diffusion (followed by a decrease in the viscosity) for
(30,30) CNTs, in accordance with previous simulations with
different water models [8,20].

One parameter affecting the dynamics of the confined
water is the dipole alignment [31]. Here, we further investigate
the alignment of the water dipole moment vector with the
CNT axial direction, as represented in Fig. 7(a).

Figures 7(b)–7(g) show the dipole alignment for differ-
ent force fields inside (10,10), (12,12), (16,16), and (30,30)
CNTs. Most of the water models show alignment peaks
around 40° and 140° inside the smaller (10,10) nanotube,
while the flexible TIP3P/Fs exhibits only one sharp peak at
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(b)

(c)

(a)

(e)

(f)

(d)

FIG. 6. Diffusion (left panel) and viscosity estimations (right panel) for different nanotube radii (chiralities) and force fields. CI bars are
shown whenever they are bigger than the dots.

150°. It indicates a strong influence of this force field over
the electrostatic properties of confined water. As the diameter
is increased, the average dipole projection angle distribution
becomes random for all force fields, suggesting that the dipole
alignment is a consequence of the confinement level. Interest-

ingly, Hemant et al. [32] showed that equilibrium simulations
with the TIP3P water model produced angle distribution peaks
at the same values found in this paper. It demonstrates that this
is an intrinsic characteristic of the force field. From Fig. 7,
we also found a negligible difference between rigid SPC/E
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(e) (g)

(f)(d)

(c)

(a)

(b)

FIG. 7. Probability distribution of the dipole projection angle for (a) SPC/E, (b) SPC/Fw, (c) TIP3P, (d) TIP3P/Fs, (e) TIP4P/2005, and (f)
TIP4P/2005 f water models. Different color lines represent different CNT chiralities.

and its flexible counterpart SPC/Fw and between TIP4P/2005
and TIP4P/2005 f for all nanotube sizes, so the response of
each force field to the introduction of flexibility is different.
Additionally, in a recent contribution, Liu et al. [33] found
that components of the water dipole moment inside narrow
nanotubes can be very different from each other, highlighting
the directional nature of water molecules inside CNTs.

To better comprehend the dipole alignment of the confined
TIP3P/Fs force field, we divide the inner region of the nan-
otube into two regions, i.e., one at the middle and the other at
the water-wall interface, as shown in Figs. 8(i)–8(l). We also
show, in Figs. 8(e)–8(h), the average density color map of the
confined water.

We can see from Fig. 8(a) that the dipole orientation of
TIP3P/Fs inside the smaller (10,10) nanotube is extremely
directional. Both of the dipole alignments in regions 1 and
2 coincide with a sharp peak around 140°. Interestingly, as we
increase the nanotube diameter, the alignment becomes de-
pendent on the region the water molecule is in: two peaks (at
40° and 140°) are seen at the outer water layer in Figs. 8(b)–
8(d) and a broad (more random) distribution is observed at

the center of the nanotube. In Fig. S4 of the Supplemen-
tal Material [22], we see that the difference between the
two regions is also observed for the rigid TIP3P model.
However, instead of a single preferential dipole orientation
observed for TIP3P/Fs, the rigid TIP3P inside the smaller
(10,10) nanotube reproduces the same behavior as for the
other chiralities, with two peaks at the water-wall interface
and a broad Gaussian-like band at the middle of the nanotube.
This difference between regions tells us that the water-wall
interaction strongly affects the electrostatic properties of wa-
ter models, and this effect is dependent on the size of the
nanotube.

The structure assumed by water molecules inside the CNT
is less susceptible to the flexibility introduced in the water
model. Comparing the radial density color maps of Figs. 8(e)–
8(h) and those in Fig. S4 of the Supplemental Material [22],
we can notice that the structuration of water molecules is
very similar: a single file enclosed by a tubelike interfacial
structure in the smaller (10,10) CNT and, as the diameter is
increased, a bulklike inner region and a dense-packed outer
layer of water inside the (30,30) nanotube, as found elsewhere
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FIG. 8. Probability distribution of the dipole projection angle simulated with the TIP3P/Fs model divided in regions 1 and 2 for (a) (10,10),
(b) (12,12), (c) (16,16), and (d) (20,20) nanotubes. In (e)–(h), we show the respective density color maps, and in (i)–(l), frontal snapshots of
the final configurations, with schematic depictions of how we divided regions 1 and 2.

[30,34]. Therefore, the difference in the dipole alignment be-
tween force fields is restricted to electrostatic effects due to
the charge distribution in each one of them. In Fig. S5 of the
Supplemental Material [22], we also show the radial density
plot for all the force fields to confirm that all of them exhibit
very similar structuration.

D. Conclusions

In summary, we investigated the impact of force-field
flexibility over dynamical and orientational aspects of water
confined in CNTs. Among the six investigated water models,
we found the flexible SPC/Fw to exhibit the smaller CI for
both diffusion and viscosity.

We showed that the introduction of additional degrees of
freedom leads to higher oscillations in the ACF of flexible
water models. On the other hand, by taking their moving
average, we can resume the ACF as in the rigid models. The
viscosity calculation is, in turn, highly dependent on the force-
field family, with lower values for the TIP3P family and higher
values for rigid TIP4P/2005, as in the case of bulk water. This
trend is also observed in the diffusion calculation, where the

TIP3P family exhibits the higher mobility (although with the
higher CI among all the models).

We found the dipole orientation along the nanotube to be
extremely influenced by the force field. As an example of this,
the flexible TIP3P/Fs showed a strong directionality inside
the smaller (10,10) nanotube, with a sharp dipole alignment
at 140°. We showed that the confinement level indeed affects
water electrostatic and structural properties, with each force
field featuring a different behavior as the diameter of the
nanotube is decreased. We also found that the alignment of
water at the interface is different from the alignment at the
middle of the nanotube.

Finally, we showed flexibility to affect the dynamic esti-
mation of confined three-point and four-point nonpolarizable
models. Other degrees of freedom, such as additional charge
points [35] or polarizability [36], and new methods such as
density functional theory (DFT)- and machine learning-based
force fields [10], are in continuous development. Recently, re-
active potentials have also been tested for bulk water [37] and
hydration of carbonate structures [38], with possible applica-
tions in the study of nanoconfined water. They will further
help establish new information and fundamental aspects of
nanofluidics and membrane science.
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