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Dynamic phase transition induced by active molecules in a supercooled liquid
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The purpose of this work is to use active particles to investigate the effect of facilitation on supercooled
liquids. To this end we examine the behavior of a model supercooled liquid that is doped with a mixture of active
particles and slowed particles. To simulate the facilitation mechanism, the activated particles are subjected to a
force that follows the mobility of their most mobile neighboring molecule, while the slowed particles experience
a friction force. Upon activation, we observe a fluidization of the entire medium along with a significant increase
in dynamic heterogeneity. This effect is reminiscent of the fluidization observed experimentally when introducing
molecular motors into soft materials. Interestingly, when the characteristic time τμ, used to define the mobility
in the facilitation mechanism, matches the physical time t∗ that characterizes the spontaneous cooperativity of
the material, we observe a phase transition accompanied by structural aggregation of the active molecules. This
transition is characterized by a sharp increase in fluidization and dynamic heterogeneity.
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I. INTRODUCTION

Media that contain particles capable of self-propulsion,
such as molecular motors or nanomachines [1–19], are called
actives. Active matter is retaining much attention by the sci-
entific community due to its connection with biology and
out-of-equilibrium statistical physics [20]. Active matter also
provides a new route for studying the glass transition problem
[21–30], due to its non equilibrium physical properties and
potential origins. That line of research has already led to
a number of interesting results [15,20,31–57]. It has been
discovered that the glass transition persists in active matter,
albeit at a different transition temperature. Under specific
conditions, a dynamical slowing down appears upon activa-
tion, while in most cases fluidization is observed [32,51–57].
Notably, an interesting study [32] revealed a fluidization of
the medium together with a tendency for active molecules
to form clusters. Induced fluidization has also been reported
experimentally [18,19,58–66] and through simulations when
simple molecular motors [67–76] activate a soft material.

However, for supercooled liquids in their approach to the
glass transition, the mobility replaces the velocity as a relevant
parameter. This is due to the cage effect that erases the de-
pendence of physical mechanisms on instantaneous velocity
direction. Therefore, in this study, we pose the question of
how using mobility rather than velocity inside the activation
force definition affects the results.

Facilitation mechanisms have been proposed as the origin
of the glass transition and the emergence of cooperative
motions, namely dynamic heterogeneity. In that picture, at
low temperatures when motion is scarce, the motion of a
nearby molecule is needed to facilitate the motion of any
molecule. Consequently, facilitation mechanisms promote
cooperative motions. The entanglement of trajectories
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induced by facilitation coupled with the increased scarcity of
excitations at low temperature were also suggested to induce
the glass transition [77].

In our study, we create a facilitation mechanism using a
small number of periodically activated molecules. Each of
these molecules is activated by a propulsive force of con-
stant magnitude, aligned with the mobility of its most mobile
neighbor. This approach allows us to directly examine the ef-
fects of facilitation mechanisms in a supercooled medium. We
find that a phase transition results from these activation laws,
with a large increase of dynamical heterogeneity and a large
modification of transport coefficients. The facilitation induces
an important fluidization of the medium when the mobility
timescale τμ employed in the activation mechanism reaches a
critical value that increases as the temperature decreases.

II. CALCULATION

A. Model

The purpose of our study is to test an out-of-equilibrium
model that mimics the behavior of supercooled liquids. Tra-
ditionally, simulations create active media by applying a
propulsive force to molecules, usually aligned with their ve-
locities. Sometimes, an interaction that induces correlated
displacements of molecules is introduced, to simulate collec-
tive motions resembling those observed in living organisms.
In this work we investigate the effect of forces that better
capture the physics of supercooled liquids. Thus, our propul-
sive force follows the mobility of molecules rather than their
velocity, and correlation in velocities are replaced by correla-
tions in mobilities of molecules. We expect that activating our
medium with relevant parameters will increase (or decrease)
the thermal cooperativity of the medium in its approach to the
glass transition, resulting in a modification of the transition
and physical properties of the medium that we will study.

We employ out-of-equilibrium molecular dynamic
simulations [78–81] to obtain results that are more easily
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comprehensible and comparable to previous studies on
molecular motors [64,66,82–85], particularly regarding
fluidization phenomena observed experimentally and
theoretically [58–65] when molecular motors are dispersed
within soft materials.

We use dumbbell molecules constituted of two rigidly
bonded atoms (i = 1, 2) at the fixed interatomic distance l =
1.73 Å. These atoms interact with atoms of other molecules
with the following Lennard-Jones potentials:

Vi j = 4εi j ((σi j/r)12 − (σi j/r)6), (1)

with the parameters [86] ε11 = ε12 = 0.5 KJ/mol, ε22 =
0.4 KJ/mol, σ11 = σ12 = 3.45 Å, σ22 = 3.28 Å. The mass of
the molecule is m = 80 g/mole (2 atoms with a mass of
40 g/mole each). The length of the molecule is therefore
lm = 5.09 Å and its width Lm = 3.37 Å. Our cubic simulation
boxes contain 1000 molecules and are 32.49 Å large, or 2000
molecules and are 40.9 Å large.

The system is maintained out of equilibrium by the pres-
ence of active molecules releasing energy into it and damped
molecules absorbing energy. As a result our system with
an adequate choice of the damping parameter while out of
equilibrium is approximately in a steady state, the damped
molecules removing the energy released in our system by the
activated molecules. Nonetheless, we include a small thermo-
stat [87] to avoid any possible energy drift.

In our calculations, 10% of the medium molecules are
periodically damped for 10 ps within a 40 ps time interval.
Simultaneously, another 10% of the medium molecules are
periodically activated (for 10 ps within a 40 ps time interval)
in a direction parallel to the mobility of their most mo-
bile neighbors. Therefore, at time t , 2.5% of the molecules
are damped and 2.5% are accelerated, while the other 95%
molecules experience only intermolecular interactions.

We define the mobility μi(t ) of a molecule i as

μi(t ) = ri(t + τμ) − ri(t ), (2)

where τμ represents the characteristic time of the mobility. By
tuning τμ we expect to find a significant response of our liquid
when τμ will match an important characteristic time scale of
the physics of our medium.

Activated molecules are periodically subject to a force fa
i of

constant intensity f0, acting during 10 ps within a time inter-
val T = 40 ps. The forces fa

i are limited to a set of molecules
called active, and begin with a different random time origin
for each molecule, following the law

fa
i (τμ, t ) = f0θi,T,�T (t )uneighbor

i,μmax
(t, τμ). (3)

Here θi,T,�T (t ) is a periodic heaviside function, equal to 1 dur-
ing �T = 10 ps and zero otherwise with a period T = 40 ps.
f0 = 6.02 10−14N is the constant intensity of the force when
activated.

uneighbor
i,μmax

(t, τμ) = μ j (t, τμ)/|μ j (t, τμ)| (4)

is the unit vector of the mobility of the most mobile neighbor
j of molecule i (see Fig. 1 for description).

The damped molecules are subject to a force fd
i

proportional to their velocity

fd
i (t ) = −α. f0θi,T,�T (t )vi(t )/v̄, (5)
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FIG. 1. (a) Description of the facilitation mechanism used for the
2.5% active molecules at an instant t . During its activation period a
force fa

i of constant magnitude is applied to active molecule i (red) in
a direction parallel to the mobility μ j (t ) of the most mobile surround-
ing j molecule. Thus fa

i (τμ, t ) = f0θi,T,�T (t )μ j (t, τμ)/|μ j (t, τμ)|,
where j is the most mobile molecule surrounding i and f0 is a
constant. An equal number of molecules k are periodically damped
(green). The force acts on atoms 1 of the dumbbells only. Each
molecule is displayed as one bead (atoms 1 only) for clarity of the
Figure. The circle shows the first neighbors shell. (b) Description of
the periodic evolution of the force on an active molecule i. The time
origin of the periodic activation or damping is chosen randomly for
each molecule.

where v̄ = √
8RT
πm is the average velocity modulus, m = 80

g/mol is the molar mass of a molecule and the temperature is
T = 500 K. α = 9.1 is a coefficient chosen so that the energy
absorbed by damped molecules approximately compensate
in our system the energy released by active molecules. Our
medium is a minimal model liquid [86] constituted of dumb-
bell diatomic molecules (each atom being of the same mass
m0 = 40g/NA) chosen to hinder crystallization [88,89] and ac-
celerate the simulations. However, due to the use of Lennard-
Jones potentials only, the results can be easily shifted to model
although approximately a large number of real viscous liquids.

B. Statistical functions

In this study, we examine the modification of key
characteristics in supercooled liquids, such as the presence
of dynamic heterogeneity, diffusion properties, and the α

relaxation time related to the viscosity of the medium. Let us
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now define the statistical functions utilized for this purpose.
The most adequate function to measure the strength of the
dynamic heterogeneity [90–93] is the dynamic susceptibility
χ4 defined as [90]

χ4(a, t ) = βV

N2
(〈Ca(t )2〉 − 〈Ca(t )〉2), (6)

with

Ca(t ) =
N∑

i=1

wa(|ri(t ) − ri(0)|). (7)

In these equations, V denotes the volume of the simula-
tion box, N denotes the number of molecules in the box,
and β = (kBT )−1. Also, the symbol wa stands for a discrete
mobility window function wa(r), taking the values wa(r) = 1
for r < a and zero otherwise. We use the value a0 = 1 Å
below the transition [94] or for the nonactivated liquid and
a1 = 2 Å above the transition, values that in these conditions
maximize χ4(a, t ). The non-Gaussian parameter (NGP) α2(t )
is also often used as a measure of dynamic heterogeneity

α2(t ) = d

d + 2

〈r4(t )〉
〈r2(t )〉2

− 1, (8)

where d = 3 is the system dimension. It has the advantage
of being simple to interpret and to have a characteristic
time t∗ directly related to the physics of the liquid. We de-
fine t∗ as the time for which α2(t ) reaches its maximum.
Due to the definition of α2(t ), in most supercooled liquids
t∗ is the characteristic time of cooperative motions (DHs).
Another function of large interest in glass-transition related
phenomena is the intermediate scattering function FS (Q, t )
that represents the autocorrelation of the density fluctuations
at the wave vector Q. This function gives information on the
structural relaxation of the material. We define FS (Q, t ) by the
relation

FS (Q, t ) = 1

NNt0

Re

( ∑
i,t0

eiQ.(ri (t+t0 )−ri (t0 ))

)
. (9)

For physical reasons, Q is chosen as the wave vector (here
Q0 = 2.25 Å−1) corresponding to the maximum of the struc-
ture factor S(Q). FS (Q0, t ) then allows us to calculate the α

relaxation time τα of the medium from the equation

FS (Q0, τα ) = e−1. (10)

Finally, the diffusion coefficient D is obtained from the long-
time limit of the mean square displacement 〈r2(t )〉:

〈r2(t )〉 = 1

NNt0

∑
i,t0

(ri(t + t0) − ri(t0))2 (11)

and

lim
t→∞〈r2(t )〉 = 2dDt . (12)

C. Size effects

As phase transition are usually associated with diverging
correlation lengths, large size effects are expected to take
place around the transition as a signature of a phase transition.
The large increase of cooperative effects above the transition
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FIG. 2. Mean square displacement 〈r2(t )〉 of (a) the 10 percent
intermittently active molecules, (b) the 10 percent intermittently
damped molecules, (c) the 80 percent medium molecules moving
freely. τμ is the characteristic time chosen for the mobility defini-
tion acting in the activation force (see the calculation section for
details). Active molecules are activated during 1/4 of a time period
T = 40 ps that begins randomly for each active molecule. Con-
sequently there are only an average of 2.5 percent of molecules
active at a given time t and similarly 2.5 percent of damped
molecules.
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FIG. 3. Mean square displacement 〈r2(t )〉 for various values of
τμ (the characteristic time chosen for the mobility definition acting in
the activation force). There is not much difference between active and
damped molecules below the transition, while above the transition
active molecules are more mobile due to their aggregation.

also may lead to size effects. It is therefore important to test
our results for size effects. To this aim we varied the simu-
lation boxes sizes from N = 500 molecules (lx = 25.8 Å) to
N = 4000 molecules (lx = 51.5 Å). We didn’t find significant
size effects below the transition for N > 600 molecules, while
above the transition size effects are significant and disappear
totally for N � 2000 molecules only [95]. Results show that
the transition is stronger when the box is made larger (that is,
the diffusion and dynamic heterogeneities increase above the
transition when increasing the box size).

III. RESULTS AND DISCUSSION

A. Medium fluidization

When active and damped molecules are together intro-
duced inside the medium, we observe its fluidization. This
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FIG. 4. Radial distribution function g(r)active−active between the 10
percent intermittently active molecules for different values of the
parameter τμ. We observe the aggregation of the active molecules
at the phase transition, that is when τμ � τ c

μ = 5.6 ps.

FIG. 5. Motion of active molecules on the time scale τμ of their
chosen mobility, above the transition (τμ = 8 ps). Only the larger
atom of the molecule is represented. The location of the atom at
time t0 is plotted in red (small), and at time t0 + τμ in yellow
(large). We observe strings of mobile molecules in their process to
aggregation.

fluidization increases with the choice of mobility’s charac-
teristic time τμ. Figures 2 and 3 illustrate that behavior
displaying the evolution of the mean square displacements
〈r2(t )〉τμ

with τμ of active, inactive, and damped molecules. A
sharp increase appears at the critical value τ c

μ = 5.6 ps [94].
For the same value of τμ � τ c

μ we observe a sharp structural
aggregation of mobile molecules (see Fig. 4) showing a dy-
namic phase transition associated with the mobility [94]. We
thus explain the sharp increase of the displacements as due to
the structural aggregation of active molecules that facilitates
their motion.

Figure 2 shows that not only the active molecules undergo
a transition in mobility, but also the large set of nonac-
tive molecules and even the damped molecules. In Fig. 3
we compare the MSD of the different set of molecules
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FIG. 6. Alpha relaxation time τα as a function of τμ. τα is here
obtained from the relation Fs(Q0, τα ) = e−1 where Q0 = 2.25 Å−1.
The first point (τμ = 0) and the green line correspond to the
nonactivated liquid value.
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FIG. 7. Non-Gaussian parameter α2(t ) characteristic time t∗

versus τμ parameter. τμ = 0 and the green line correspond to the
nonactivated liquid.

(actives, inactives, and damped) for different values of the
characteristic time τμ. For short values of the characteristic
time (τμ = 1 ps on the plot), the activation does not affect
the MSDs, then as the characteristic time increases, the ac-
tive molecules MSD split slightly from the two other curves.
Eventually, when the characteristic time reaches the transition
value, the active molecules curve separates itself importantly
from the two other curves and we observe a factor larger than
10 for τμ = 10 ps, while the damped and nonactive sets of
particles lead unexpectedly to the exact same MSDs.

We will find this behavior, that is a slow drift from
the nonactive liquid values below the transition followed
by a large evolution at the transition, for the whole set
of statistical parameters studied. To show that effect, a
small line emphasizes the nonactive liquid values in most
figures. This behavior suggests that τμ has to reach a
critical value, linked to the physics of the supercooled liq-
uid, for the system to respond to the active molecules
stimulation.
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FIG. 8. Characteristic time τχ of our dynamic susceptibility,
defined as the time for which χ4(a1, t ) reaches its maximum value,
versus τμ. a1 = 2 Å (the optimum above the transition).
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FIG. 9. Diffusion coefficient D versus τμ, where τμ is the charac-
teristic time chosen for the mobility definition acting in the activation
force.

B. Aggregation of active molecules

The structure of the different sets of molecules (i.e., active,
damped, and normal) is similar below the transition [94],
i.e., for τμ � τ c

μ to the structure without activation. Then at
the transition and above the transition, the active molecules
aggregate as shown in Figs. 4 and 5, while the other sets of
molecules do not (not shown). We interpret this aggregation
of the active molecules as the main cause of the acceleration
of the liquid dynamics. In that picture, because the active
molecules are the most mobile, their aggregation facilitates
their motion due to the decrease of their surrounding viscosity.

The characteristics of an aggregation are observed in Fig. 4
for τμ = τ c

μ and 10 ps as the first two peaks that represent
the density probability to have active molecules as first and
second neighbors increase while the density probability at
larger distances decrease. In contrast, below the transition we
observe a radial distribution function very typical for a liquid
and that is identical to the RDF of the liquid without activated
molecules. Below the transition, for r > 10 Å the radial dis-
tribution g(r) ≈ 1 showing the homogeneity of the medium
after the third neighbor correlation, while the depletion above
the transition shows that the active molecules have migrated
to shorter distances.

C. Characteristic times evolution

We observe a transition at τ c
μ = 5.6 ps for the two char-

acteristic times studied, the α relaxation time τα (Fig. 6)
characterizing the liquid local dynamics, and the character-
istic time t∗ that characterizes the heterogeneous dynamics
(Fig. 7), and the characteristic time τχ of the susceptibility
in Fig. 8.

Above the transition [94], we find τα ≈ 2τ c
μ and t∗ ≈ τ c

μ.
If one expects that τα > t∗ as τα corresponds to the complete
relaxation of the medium, while t∗ corresponds to the very
beginning of the cage escaping process that leads eventually
to the relaxation, the fact that t∗ ≈ τ c

μ is however of particular
interest, as it suggests that τμ interacts with the medium’s
cooperativity.
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FIG. 10. Non-Gaussian parameter α2(t ) normalized maximum
value versus τμ parameter. τμ is the characteristic time chosen for the
mobility definition acting in the activation force. The arrow shows the
peak of the dynamical heterogeneity at the transition.

The same transition appears for the diffusion coefficient D
(Fig. 9) and as a result to the associated characteristic time
τD = b2

D where we define the characteristic length b as the
average distance necessary to get outside the cage created by
the surrounding molecules.

When τμ increases, the characteristic times first decrease
continuously then drop to a constant value as τ c

μ = 5.6 ps is
reached. Notice that on the transition we observe for the whole
set of parameters a small peak (Figs. 6–12) corresponding to
an increase of the characteristic times (t∗ and τα), while the
diffusion coefficient unexpectedly increases (τD decreases).
The origin of this slowing down located at the transition,
just before the large fluidization, appears related to a coop-
erativity increase. We observe indeed a similar peak for the
non-Gaussian parameter (Fig. 10) and for the deviation from
the Stokes-Einstein law (Fig. 11) showing that the dynamic
is highly cooperative at that point, as expected for a phase
transition [96–98]. The dynamic susceptibility for nonactive
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FIG. 11. Breaking of the Stokes-Einstein relation versus τμ pa-
rameter. The first point (τμ = 0) and the green line correspond to the
nonactivated liquid value.
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FIG. 12. Dynamic susceptibility maximum value χ4(a1, t )max

normalized by the maximum value in the nonactive liquid
χ4(a0, t )max

0 versus τμ. For clarity, we have chosen here a1 = 2 Å
(the optimum above the transition) and a0 = 1 Å (the optimum value
without activation and below the transition) for the whole set of
points.

molecules displays also a small peak that reaches the active
value in Fig. 12.

D. Increase of dynamical heterogeneity upon activation

Dynamical heterogeneity (DH) [90–93], are together with
a dramatic increase of the medium’s viscosity, a hallmark
of supercooled liquids in their approach to the glass transi-
tion. They are characterized by the spontaneous aggregation
of most mobile molecules on a characteristic time t∗ and
stringlike cooperative motions of these molecules (Fig. 5),
on the same characteristic time. As cooperative mechanisms
are expected with a rising associated susceptibility in any
phase transition, these cooperative mechanisms have long
been suspected to be the fingerprint of a thermodynamic phase
transition explaining the glass transition. Also, the DHs are a
crucial element in facilitation theories [77,99–103].

Below the phase transition [94], i.e., for τμ < τ c
μ after a

small decrease of the dynamic susceptibility for τμ = 1 to
2 ps we observe in Fig. 13(a) a significant increase of the
susceptibility with τμ leading to a value equal to twice the
thermal susceptibility χ4(a0, t )max

0 for τμ = τ c
μ. We also ob-

serve a small decrease of the susceptibility characteristic time.
The maximum value of the susceptibility is shifted to shorter
times, i.e., τχ that maximizes χ4(a, t ) decreases. Figure 13
shows that τχ decreases from 250 ps without activation to
100 ps for τμ = 5 ps just before the transition. Above the tran-
sition, i.e., for τμ > τ c

μ [Fig. 13(b)], the susceptibility behavior
changes drastically and we observe a huge increase of the
susceptibility, leading to a value 25 times larger than the ther-
mal susceptibility. The susceptibility characteristic time also
undergoes a strong evolution above the transition, decreasing
from 250 ps for the thermal susceptibility to values around
10 ps.

Figure 12 resumes that behavior showing an abrupt transi-
tion on the susceptibility for τμ ≈ τ c

μ. This Figure compares
well with Figs. 9 and 6 displaying a similar abrupt transition
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0 versus τμ pa-
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0 is shown for the 80 percent medium
molecules moving freely. (a) Below the transition, (b) above the
transition. The length parameter aα is chosen to optimize the suscep-
tibility [Eqs. (5) and (6)]. (a) aα = a0 = 1 Å and (b) aα = a1 = 2 Å,
which correspond to the optimum respectively below and above the
transition, for the nonactivated liquid. τμ is the characteristic time
chosen for the mobility definition acting in the activation force. Note
that in the vicinity of the transition the susceptibility is much larger.
The plots correspond to the nonactivated liquid. We do not display
the active and damped molecules subsets that lead to quite similar
curves.

for the diffusion coefficient and the alpha relaxation time for
the same value of τμ.

We therefore observe a phase transition controlled by the
mobility time parameter τμ showing a large increase of the
cooperative behavior (DH) associated to the fluidization of the
medium. The association of an increase of dynamic hetero-
geneity with a decrease of the viscosity, while quite unusual,
has been observed in fluidization processes by activation of
materials with molecular motors.

As a tentative picture, in these activated systems the activa-
tion induces the dynamic heterogeneity, cooperative motions
that in turn induce the fluidization (i.e., a decrease of the
viscosity and an increase of the diffusion coefficient).
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FIG. 14. Diffusion coefficient D averaged on the whole set of
molecules versus τμ parameter, at different temperatures. As the tem-
perature drops the transition is shifted to larger times τ c

μ. τ c
μ therefore

follows the nonactivated liquid timescales temperature evolution.

What is the difference in the cooperative behavior of ac-
tive, nonactive, and damped molecules subsets? We found
that below the transition, the maximum difference is observed
for τμ = 5 ps in the vicinity of the transition. We find the
normalized susceptibility to be larger for active molecules
than damped molecules and larger for damped molecules than
nonactive ones. However the difference is relatively small.
While above the transition the difference is even smaller in
relative values. Therefore, the differences observed for active,
nonactive, and damped molecules for the susceptibility are
small, showing that the whole medium’s cooperativity is af-
fected by active molecules motion.

The large increase of the DHs at the transition observed
with the dynamic susceptibility are confirmed with other
measures of the dynamic heterogeneity, as the non-Gaussian
parameter (Figs. 10 and 7) and the breaking of the Stokes-
Einstein law (Fig. 11). To summarize, we observe for all the
statistical functions considered [α2(t ), χ4(t ), D.τα , D, and τα]
an important reaction of the system when the mobility used
for the activation of molecules corresponds to the physical
mobility of the medium.

E. Evolution of the transition with temperature

When the liquid is not activated, a drop in tempera-
ture leads to an increase of the characteristic timescales as
expected for a supercooled liquid [86]. Results show (see
Fig. 14) that the transition follows the same trend. τ c

μ increases
when the temperature drops suggesting a direct link between
the liquid characteristic timescales and the characteristic time
of the transition [95].

IV. INTERPRETATION

Active molecules are expected to induce higher mobility
in their surroundings, while damped molecules impede mo-
tion in their vicinity. In supercooled liquids, this effect is
amplified due to the rise of cooperativity. However, in our
system additional phenomena come into play. Since active
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FIG. 15. Non-Gaussian parameter α2(t ) normalized by its max-
imum value, versus time for the nonactivated liquid (black) and for
the activated liquid above the transition (red). The nonactivated liquid
non-Gaussian parameter reaches approximately half its maximum
value for t = τ c

μ. We also observe that the non-Gaussian parameter
of the liquid above the transition has been shifted to shorter times by
the activation so that its maximum is around τ c

μ.

molecules are generally more mobile, if an active molecule is
close to another one, their mobilities will be after a few time
steps approximately in the same directions due to the force
definition. Consequently, these active molecules have a prob-
ability of remaining in proximity to each other, due to similar
mobilities resulting in similar displacements. Depending on
the lifetime of these clusters it can result in the aggregation
of active molecules and a phase transition accompanied with
fluidization of the medium. However for the transition to oc-
cur, the force has to be in the direction of a physically relevant
mobility, leading to a threshold for τμ ≈ t∗.

If we found actually τ c
μ ≈ t∗, the characteristic time of

cooperative motions t∗ in that relation is the characteristic
time above the transition [94] which is significantly smaller
than below the transition. However, as shown in Fig. 15 the
non-Gaussian parameter (that measures cooperativity) of the

nonactivated liquid (therefore below the transition) reaches
approximately half its maximum value for t = τ c

μ = 5.6 ps.
τ c
μ also corresponds to the physically important plateau time

regime of the nonactivated liquid (see Fig. 2). Around that
time value the activation mobility therefore begins to be
significantly connected to the mobility of spontaneous coop-
erative motions of the supercooled liquid so that it affects
significantly the dynamics of the system. Then, as the medium
fluidization takes place, the characteristic times of the sys-
tem decrease, leading to the decrease of the characteristic
time of cooperative motions (t∗) which eventually reaches
approximately τ c

μ (Figs. 7 and 15).

V. CONCLUSION

The aim of our study was to investigate facilitation mecha-
nisms in supercooled liquids approaching the glass transition
by using activated particles. We achieved this by introduc-
ing a facilitation mechanism through periodic activation of a
small fraction (2.5%) of the molecules, and damping of an
equal number of molecules. The activation involved applying
a constant propulsive force parallel to the mobility of the most
mobile neighbor. We observed that the introduced facilitation
mechanism led to a dynamic phase transition in the entire
liquid when the characteristic time used in defining mobility
reached a critical value τ c

μ. This transition was characterized
by the aggregation of active molecules, a significant increase
in dynamic susceptibility and a decrease in characteristic and
relaxation times indicating fluidization of the medium. Once
the fluidization occurred, the characteristic time of dynamic
heterogeneity (t∗) matched the critical value τ c

μ suggesting a
connection between the natural cooperativity of the medium
and the artificial facilitation by active molecules. In summary,
our study revealed the occurrence of a phase transition result-
ing from our activation laws, accompanied by a substantial
increase in dynamical heterogeneity and significant modifi-
cations in transport coefficients. The facilitation mechanism
induced pronounced fluidization of the medium when the
mobility timescale τμ reached a critical value which increased
as the temperature decreased.
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