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Quantum Lyapunov exponent in dissipative systems
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The out-of-time order correlator (OTOC) has been widely studied in closed quantum systems. However, there
are very few studies for open systems and they are mainly focused on isolating the effects of scrambling from
those of decoherence. Adopting a different point of view, we study the interplay between these two processes.
This proves crucial in order to explain the OTOC behavior when a phase space contracting dissipation is present,
ubiquitous not only in real life quantum devices but in the dynamical systems area. The OTOC decay rate
is closely related to the classical Lyapunov exponent—with some differences—and more sensitive in order to
distinguish the chaotic from the regular behavior than other measures. On the other hand, it is revealed as a
generally simple function of the longest lived eigenvalues of the quantum evolution operator. We find no simple
connection with the Ruelle-Pollicott resonances, but by adding Gaussian noise of 7Zi.g size to the classical system
we recover the OTOC decay rate, which is a consequence of the correspondence principle put forward in Phys.
Rev. Lett. 108, 210605 (2012) and Phys. Rev. E 99, 042214 (2019).

DOI: 10.1103/PhysRevE.108.024208

I. INTRODUCTION

The out-of-time order correlator (OTOC) has been initially
introduced in the context of superconductivity, where expo-
nential growth as a function of time has been associated with
the behavior of chaotic [1] systems. Pioneering work in black
hole theory [2] has led to a resurgence of interest in this
measure in various fields such as many-body physics [3-9],
high energy theory [10], and quantum chaos [11-14].

The OTOC is conceptually related to quantum informa-
tion scrambling and complexity [15-20]. For weakly coupled
strongly chaotic systems, the OTOC has been found to ini-
tially grow in a regime related to intrasubsystem scrambling,
while during a second regime it approaches saturation depend-
ing on the coupling interaction [20]. On the other hand, OTOC
is a good indicator of quantum complexity [21-23]. In this
line, an equivalence between the average OTOC over a full
basis of operators and the linear entropy has been established
through the OTOC-Renyi theorem [24,25]; hence its evalu-
ation allows one to distinguish between regular and chaotic
behavior. This equivalence can be obtained in a restricted set
of meaningful operators [26], which amounts to defining a
preferred OTOC basis.

All these results have been obtained for closed systems,
but notably during the past couple of years a strong inter-
est appeared in the OTOC behavior for open systems [27].
Dissipation and information scrambling interplay has been
found to manifest in the details of the decay of the four-point
out-of-time ordered correlator of local operators [28]. Due to
the information loss induced by the environment, the OTOC
has been considered not capable of distinguishing between
scrambling and decoherence [29]. Instead, mutual information
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has been proposed as a better quantifier of these contributions
to the information flow [30]. It has only recently been shown
that the interplay between information scrambling and de-
coherence can be used to differentiate between chaotic and
regular regimes in dissipative many-body spin chains [31], but
only for bipartite OTOC and in an inherently quantum setting.
On the other hand, given the importance of OTOCs, multiple
measurement protocols have been developed, whose robust-
ness in physically realistic environments remains a subject of
investigation [32].

In the context of open quantum systems with a clear
classical counterpart, is the OTOC capable of distinguishing
between regular or chaotic behavior, as the classical Lyapunov
exponent does? In this article we study the OTOC for generic
systems of this kind, understood as the quantized versions of
typical classical dynamical systems (overwhelmingly studied
in the nonlinear dynamics area), by considering the paradig-
matic dissipative modified kicked rotator map (DMKRM). For
this system and the parameter values explored, we observe
that there is no short time Lyapunov exponential growth.
However, at longer times (¢t > 5) the OTOC decays exponen-
tially at a rate that closely follows the Lyapunov exponent,
regardless of the operators or the initial state. This suggests
that the OTOC rate captures the same information about the
quantum system’s dynamics as the Lyapunov exponent does
in classical ones. This decay depends on the forcing and dissi-
pation strengths (K and y parameters, respectively), which set
the degree of scrambling and environmental effects. The inter-
play between these two processes determines the OTOC decay
regime, quantitatively related to the details of the spectral gap
of the quantum evolution operator. It is worth mentioning
here that the statistical properties of dynamical systems at
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the classical level change across local bifurcations, where
neither the Lyapunov exponents nor the covariant Lyapunov
vectors provide a good criterion for determining the stability
of the attractors. Instead, the decay of correlations or mixing,
which can be estimated from long times series, are related
to the eigenvalues of the generator of the transfer operator
semigroup [33].

II. SYSTEM
The OTOC is usually defined as

C(t) = ([A0), BOIIA0), BO)I'), (D

where A and B are two operators at different times evolved
in the Heisenberg picture. The mean value is taken over a
localized initial state (- --) = (¥yo] ... |¥o). Nevertheless, the
results are the same in the case of considering a thermal initial
state [34]. Our classical model consists of a particle moving in
one dimension subjected to a periodically kicked asymmetric
potential,

o0

Vig,t) = k|:cos (@) + gcos (2q +¢)i| Z 8(t —mrt),

m=—00
2
where k is the strength of the kick and 7 its period. Adding
dissipation, we get [35]

fi=yn+klsin@) +sinQq+¢). g=q+tia ()

where n (71) is the momentum variable conjugate to g (§)
before (after) the kick and y (0 < y < 1) is the dissipation
parameter. With y = 1 we recover the conservative system,
while setting ¥ = 0 corresponds to maximum environmen-
tal strength. Usually, a scaled momentum p = tn and the
quantity K = tk are introduced in order to simplify the ex-
pressions. We take a = 0.5 and ¢ = 7 /2 (these parameters
are related to spatiotemporal symmetries and at these values
provide a rich dynamical landscape suitable for our investiga-
tion).

In order to quantize the model, we follow the standard
procedure ¢ — gandn — it = —i(d/dq) (h = 1). Given that
[g, p] = it (where p = i1), we define the effective Planck con-
stant by means of identifying % = 7. In the classical limit,
fiesf — 0 and K = fi.grk remains constant. On the other hand,
dissipation is treated in the usual way through the Lindblad
master equation [36] to describe the evolution of operators in
the Heisenberg representation,

2
X A 1 i n A FON N
B=iHA, B -=Y {L'L, B LIBL, = £(B), 4
i[Hy, B] ZUEZI{V }+VE=1 y B), &)

where H, = 7> /2 4V (4, t) is the Hamiltonian of the system,
{, } is the anticommutator, and L, are the Lindblad operators
defined as [37]

Li=g) ~n+Tin)(n+1,

)
Ly=g) Vn+T|=-n)(-n-1],
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FIG. 1. OTOC as a function of time ¢ for different values of K
represented by lines with symbols (see legend). The inset shows the
same evolution in log scale. In this case /i, = 0.031, y = 0.200, and
the dimension of Hilbert space is N = 1024.

where |n) are the momentum states withn =0, 1,... and g =

/—Iny [38,39].

III. RESULTS

In the following we compare the OTOC behavior in sev-
eral areas of the parameter space (corresponding to different
dynamical regimes), both with the inverse participation ratio
(IPR) (another widely used quantum complexity measure)
and the (classical) Lyapunov exponent which allows distin-
guishing between regular and chaotic behavior efficiently. We
use the operators A = ¢ and B=P in Eq. (1), where O is
the position operator and P is the momentum operator. The
evolution of B is given by Eq. (4) integrated between 7 and
t 4+ 1, i.e., we are looking at the state of the system between
successive potential kicks. As an initial condition, we have
used a coherent state centered at (pg) = 0 and {(gy) = 7. In
the classical case, we numerically evaluate Eq. (3). Our results
have been shown to be robust against a change in the operators
A, B considered for the calculations (see the Appendix). In
Fig. 1 we observe the OTOC evolution up to a time ¢ = 15
for different values of K. In all cases we have taken a value
of e = 0.031 and y = 0.20. The results for other values of
y and i are presented in the Appendix. The OTOC initially
grows very fast and then decays exponentially (log scale in
the inset). In chaotic closed systems the OTOC growth has
been found to be exponential with a rate given by the Lya-
punov exponent of its classical counterpart. Interestingly, in
our case we do not find that kind of growth, though given
its extremely fast nature we cannot be conclusive about a
general behavior. In Fig. 2 we compare the maximum Lya-
punov exponent (/m.x)u, averaged over M initial conditions,
and (qo, po) distributed with uniform probability in the region
[0,27] x [—m, m].
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FIG. 2. (Red) dark gray solid line with circles shows the growth
rate of the OTOC of Fig. 1 between r = 0 and r = 1, as a function of
K. The black dashed line displays the average maximum Lyapunov
exponent as a function of the same parameter of the classical system
(in all cases y = 0.20).

We have calculated the OTOC decay rate by fitting
In(OTOC) for values of K from 1 to 10 and compared it with

the maximum average Lyapunov exponent /s, = () )5 and

Decay Rate

FIG. 3. (Red) dark gray solid line with circles shows the decay
rate of the OTOC of Fig. 1 between t = 5 and t = 100, as a function
of K. The (green) light gray solid line with squares corresponds to
the quantum IPR values and the black dashed line to the average
maximum Lyapunov exponent of the classical system (in all cases
y = 0.200).
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FIG. 4. Phase space representation of the evolved initial state
for times (a) t = 1, (b) t =3, (¢) t = 8, and (d) + = 20. Lower to
higher values of the distributions go from white to (rainbow colors)
darker grays. In this case K = 1.10, /i, = 0.031, y = 0.200, and the
dimension of Hilbert space is N = 1024.

the IPR defined as

1
IPR = (Z pii) ’
N
with p; being the diagonal elements of the density matrix
of the steady state in the momentum basis. The results are
shown in Fig. 3 where the Lyapunov exponent and IPR were
rescaled according to Duar = 0.55 Lpax + 0.605 and IPR =
3.51PR. The horizontal line at 0.605 corresponds to zero
value for the Lyapunov exponent, i.e., the border between the
chaotic and regular regimes. First, we can observe that for
K > 2 the OTOC decays at a lower rate in regular regions,
which in turn correspond to a Lyapunov exponent of less
than 0.605. However, for K < 2 we see that the behavior
of the OTOC disagrees with that of the Lyapunov exponent.
This can be explained given that the strength of the kick is
not enough for the system to explore a significant portion of
the phase space and therefore the OTOC cannot account for
enough scrambling, decaying before that can happen due to
dissipation. This is clearly seen by looking at the evolution
of the Husimi functions for K = 1.10 displayed in Fig. 4.
At larger values of K, a much greater region of phase space
is explored and the OTOC is able to capture the interplay
between scrambling and decoherence. In the region 2 < K <
7 the system is mainly chaotic, with specific K values for
which regularity is recovered. This can be learned from the
Lyapunov exponent and the bifurcation diagram of Fig. 5. The
larger regular regions in this portion of the parameter space are
detected by the OTOC as can be seen by the decay rate abrupt
changes.  On the other hand, for K > 7, the OTOC detects
very well the beginning and ending of the largest regular
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FIG. 5. Bifurcation diagram for the classical system given by
Eq. (3) for y = 0.200.

region, in agreement with what is shown by the Lyapunov
exponent and the classical bifurcation diagram. In contrast,
the IPR fails to sharply account for both limits, reflecting
an effectively smaller regular window. This is because the
IPR relies only on the equilibrium state distribution, which
suffers from parametric tunneling [40]. The consequences for
our understanding of this phenomenon arising from this dis-
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FIG. 6. 100 largest eigenvalues of the quantum superoperator
A = exp(L) and of the Perron-Frobenius operator with and without
Gaussian noise, for (a) K = 1.10, (b) K = 5.40, (¢) K = 8.20, and
(d) K = 10.00. (Blue) gray squares correspond to the quantum model
and red crosses and black dots to the classical one with and with-
out Gaussian noise, respectively. In this case, h(e':f ) = Bierr = 0.150,
y = 0.200, and the dimension of Hilbert space is N = 512.
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FIG. 7. (Red) dark gray solid line with circles shows the decay
rate of the OTOC between t = 5 and r = 100, as a function of K. The
(blue) gray solid line with empty squares represents —2 In (|A;|) for
the eigenvalue A; of the quantum evolution operator and the (green)
light gray solid line with diamonds and black solid line with crosses
correspond to the same quantity but for the classical system with
and without Gaussian noise, respectively. In all cases Ay’ = fierr =
0.150, y = 0.200, and N = 512.

crepancy will be explored in subsequent work. We underline
here that the OTOC behavior remains essentially unchanged
when considering a thermal instead of a coherent state for
the calculations (see the Appendix). In the classical sys-
tem, the Perron-Frobenius operator determines the evolution
of Liouville distributions, while in its quantum counterpart
this is accomplished by the Lindblad operator £ acting on
the density matrix as p;+; = exp(L)p; = Ap;. Both have an
eigenvalue 1y = 1, whose eigenvector is the attractor to which
the initial conditions decay when t — co. The other leading
eigenvalues of modulus less than one prescribe the decays.
At the classical level, we use Ulam’s method to obtain an
approximation of the Perron-Frobenius operator from the dis-
cretization of the system into cells of size hgf ), Figure 6 shows
the 100 largest quantum and classical eigenvalues for different
values of K; clear differences between the spectra can be
seen (we have used Fzg;fF) = hetr = 0.150 to reduce the basis
size in which the Perron-Frobenius operator is discretized
since this is a computationally demanding task). The spectral
gap is given by A;—the decaying eigenvalue with the largest
modulus. Figure 7 shows the OTOC decay rate together with
—2 In(JA;|) from both the quantum and classical spectra as
a function of K. The agreement between the OTOC and the
quantum spectral decay is generally very good, even for low
K. There are values at which the differences are noticeable
though, for example, at K ~ 3.5. This is due to the fact that
in this parameter region chaotic and regular behavior coexist
as observed in the bifurcation diagram of Fig. 5. On the other
hand, the decay rate associated to the classical spectrum be-
haves very differently, implying that the OTOC is not directly
predicted by the Ruelle-Pollicott resonances in a simple way.
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In [37] these discrepancies proved to be drastically reduced
by adding Gaussian noise & (with (£) =0 and (£)? = i)
only to the classical system. If we do this, the disagreement
between the classical and the OTOC decay rates disappear and
the quantum to classical correspondence is recovered.

IV. CONCLUSIONS

To summarize our findings, we have observed that the
out-of-time-ordered correlator (OTOC) in the quantum dis-
sipative modified kicked rotator model (DMKRM) exhibits
rapid growth at short times, followed by exponential decay
at a rate that closely follows the rescaled Lyapunov expo-
nent of the classical DMKRM. While we do not suggest
that the decay rate can be quantitatively derived from the
Lyapunov exponent, we do find that both metrics provide
similar insights into the distinct dynamical regimes of the
system. As such, we refer to it as the quantum Lyapunov.
This decay depends on the dissipation and forcing strengths
y and K, which determine the chaotic or regular nature of
the dynamics. Moreover, the OTOC revealed itself as much
more sensitive to the dynamical regime type when compared
with other complexity measures based on the eigenstates’
distributions, like the very frequently used IPR. However,
when the distributions are not able to explore a meaningful
portion of phase space the scrambling power of the system is
not sufficiently captured by the OTOC, and consequently it
becomes a poor complexity detector as happens for K < 2 in
our model. All this points towards the fact that capturing the
interplay between scrambling and dissipation is of the essence
at the time to characterize the complexity of quantum dissipa-
tive systems. In the vast majority of the dynamical scenarios
we have looked into, studying the OTOC showed as a very
suitable way to do it. On the other hand, the largest decaying
eigenvalue A; determines in almost the entire range of K the
decay rate of the OTOC, except for a few small regions to
be analyzed in more detail in future work. We recall that
changes in the classical eigenvalue spectrum indicate the loss
or gain of stability of the attractor [33]; therefore, the OTOC
could be a good way to extend this result to the quantum
realm. Finally, by adding /.g-sized Gaussian noise only to the
classical system, we recover the OTOC decay rate as being a
nice example of the quantum to classical correspondence prin-
ciple of quantum dissipative systems [37,41]. Though we have
extensively shown the robustness of our results in a paradig-
matic system, we consider that exploring other scenarios is
an interesting avenue for the future. Deeper theoretical open
questions about the OTOC behavior in dissipative systems,
like the link between its approximate Lyapunov decay and
the spectral features, will surely inspire more work in the
field [42].
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APPENDIX: ADDITIONAL RESULTS

In this Appendix, we provide additional results to sup-
port our findings. Specifically, we show that the decay rate

Decay Rate

FIG. 8. (Red) dark gray solid line with circles shows the decay
rate of the OTOC between t = 5 and ¢ = 100, as a function of K
for a coherent initial state at (¢, p) = (r, 0). The black dashed line
displays the average maximum Lyapunov exponent as a function of
the same parameter of the classical system. In all cases i = 0.068,
y =0.290, and N = 1024.

of the out-of-time-ordered correlator (OTOC) is robustly
related to both the spectral gap and the Lyapunov expo-
nent of its classical counterpart. We also show that this
decay rate is essentially independent of the initial state

Decay Rate

FIG. 9. (Red) dark gray solid line with circles shows the decay
rate of the OTOC between t = 5 and ¢ = 100, as a function of K
for a coherent initial state at (g, p) = (7, 0). The (blue) gray solid
line with triangles corresponds to the initial coherent state placed
at (g, p) = (0, 2m). In these cases we have taken fie = 0.137, y =
0.290, and N = 1024.
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FIG. 10. (Red) dark gray solid line with circles shows the decay
rate of the OTOC between ¢t = 5 and r = 100, as a function of K for
a coherent initial state at (g, p) = (7, 0). The (blue) gray solid line
with triangles corresponds to the thermal initial state. The black solid
line represents —2 In (|A]). In all cases Ziis = 0.031, y = 0.200, and
N =1024.

of the system and the choice of operators A and B in
Eq. (1).

1. Different dissipation parameter y

Previously we considered y = 0.20 and /ier = 0.031—
values at which the system displays a rich diversity of
dynamical behavior as a function of K and the computational
cost is reasonable. This is also the case for y = 0.29 and
hesr = 0.068, where, as shown in Fig. 8, a similar correlation
between the OTOC decay and the Lyapunov exponent can be
verified. As can be observed, a large value of /i ¢ increases the
differences between classical and quantum measures. How-
ever, the correspondence is restored by introducing Gaussian
noise of size Zes into the classical system, as shown in
Fig. 7.

2. Independence on the initial state

Results do not depend on the location of the coherent initial
state. In fact, we have considered a different position than
the one studied in the main text, i.e., (g, p) = (0, 2w). The
comparison can be made by inspecting Fig. 9 (y = 0.290 and

Decay Rate

0.5 |

FIG. 11. (Red) dark gray solid line with circles shows the decay
rate of the OTOC between r = 5 and r = 100, as a function of K,
with A = €€ and B = P. The (blue) gray solid line with triangles
corresponds to A = ¢/¢ and B = ¢2P. The black solid line repre-
sents —2 In (JA{|). In both cases, we considered an initial coherent
state placed at (g, p) = (0, 27) and /i = 0.031, y = 0.200, and
N = 1024.

Bege = 0.137). Moreover, if we take an initial thermal state
p =1/N, the decay of the OTOC is essentially the same;
this can be checked by means of Fig. 10. While underlining
this overwhelming coincidence, we would like to note that
there are some very small differences at around K = 3.50
between the coherent and thermal state scenarios, with this
latter perfectly matching the decay rate values extracted from
the spectral gap. We conjecture that these minor differences
are due to the fact that in this parameter region the attractor
is approached through a simple limit cycle of period 3, which
translates into a more complex spectral behavior. Further in-
vestigation along this line will be carried out elsewhere.

3. Independence on the choice of operators

Finally, in Fig. 11, results are shown for two sets of opera-
tors A and B in Eq. (1). In the first case, we choose AA = ¢'¢ and
B = P and, in the second case, we change B to 9P, Again,
we observe that the OTOC decay rate is the same for both
sets of operators, allowing us to obtain equivalent information
about the dynamics of the system.
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