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Designing a protocol to efficiently drive a stochastic system is an active field of research. Here we extend such
control theory to an active Ornstein-Uhlenbeck particle (AOUP) in a bistable potential, driven by a harmonic
trap. We find that protocols designed to minimize the excess work (up to linear response) perform better than
naive protocols with constant velocity for a wide range of protocol durations.
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I. INTRODUCTION

Active matter is composed of self-propelled units that
convert free energy from the environment into mechanical
motion [1,2]. This intrinsic self-propulsion violates detailed
balance [3,4] and drives the system out of equilibrium [5].
Examples of such active-matter systems include flocking birds
[6], fish schools [7], light-activated colloids [8], synthetic
microswimmers [9], motile cells [10], bacteria [3,11], and
human and animal crowds [12–14]. Researchers have uncov-
ered fascinating behaviors in active-matter systems including
jamming [15], clustering [16], and motility-induced phase
separation [17]. A profusion of experimental and theoretical
investigations have probed their nonequilibrium nature at the
single-particle level [18–25].

Experiments reveal the promise of active systems for sev-
eral applications [26], such as delivering drugs to target organs
[27,28], controlling the spread of infectious microorganisms
[29], and developing microrobots capable of advanced group
behaviors [30,31]. Recently, researchers have focused on de-
veloping optimal schemes to transport such active particles in
complex environments [32–34].

Since active systems constantly dissipate energy into the
environment to sustain nonequilibrium directed operations,
it is of paramount importance to develop efficient driving
strategies (temporal schedules for varying external control pa-
rameters) that reduce the thermodynamic costs of control [35].
Examples of such control parameters include length of a poly-
mer, stiffness and location of a particle-confining trap, and
magnetic fields on spin systems [36]. One way to manipulate
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the dynamics of nonequilibrium systems and to control the
thermodynamic cost is feedback, as has been demonstrated,
e.g., for Brownian ratchet systems [37–43]. Another promis-
ing route is to deliberately design a predetermined protocol
that does not depend on contemporary measurements of the
system. Indeed, researchers have analytically obtained an op-
timal driving schedule (henceforth a protocol) that minimizes
dissipation for a harmonically confined (passive) Brownian
particle for arbitrary protocol duration [44,45]; however, far
from equilibrium there is no general strategy to design a
minimum-dissipation control protocol for a system diffusing
in an arbitrary potential-energy landscape.

Reference [46] formulated a linear-response framework for
such a complicated scenario to design protocols that mini-
mize dissipation near equilibrium. This method has been used
to design protocols that reduce dissipation for biomolecu-
lar systems, such as driving the F1-ATPase molecular motor
to synthesize ATP [47], and driving folding and unfolding
of single DNA hairpins [48]. Moreover, the effectiveness of
this scheme has been demonstrated in numerical simulations
of barrier crossing [49], rotary motors [50], Ising models
[51–53], and several other model systems [54–57].

In contrast to previous works applicable to systems in
thermal equilibrium in the absence of driving [44–57], here
we seek efficient driving protocols that minimize the work
in driving an active particle. Specifically, we drive an active
Ornstein-Uhlenbeck particle (AOUP) in a double-well poten-
tial using a harmonic confinement. The AOUP is a popular
active-particle model that has already been useful in investi-
gating motility-induced phase separation [17], glassy behavior
[58], heat transport [59], and other active nonequilibrium be-
havior [60–63]. For this system, we apply the linear-response
framework [46] to design a driving protocol. We show that this
“designed protocol” performs better than a naive (constant-
velocity) protocol. Our analysis extends the linear-response
framework (originally derived in passive close-to-equilibrium
systems) to AOUPs close to a nonequilibrium stationary state.

The rest of the paper is organized as follows. Section II
introduces the model. Section III presents the linear-response
framework. Section IV discusses the designed protocol and its
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FIG. 1. Model schematic. Potential-energy landscape U (x), trap
potential Utrap(x; λ), and total potential energy Utot (x; λ) ≡ U (x) +
Utrap(x; λ), as functions of particle position x. Trap minimum is
λ = 1.075

√
Dttrap, for trap relaxation time ttrap ≡ kBT/(DE ‡). En-

ergy offset �E = 2 kBT between potential minima at x = ±xm =
±1.414

√
Dttrap. Here and in the following figures, the spring constant

is k = 2 kBT/(Dttrap ), and the trap stiffness is E ‡ = k/2.

effectiveness in driving the particle over the potential-energy
barrier. Section V summarizes the main results. Appendix A
compares the generalized friction obtained using the full-
model defined in Eqs. (3) and (4) (in two extreme limits of
the active particle’s persistence time) with that obtained using
the effective model (A1). Appendix B derives the Kramers
time for a passive Brownian particle. Appendix C discusses
numerical simulation methods.

II. SETUP

We consider an active Ornstein-Uhlenbeck particle
(AOUP) coupled to a heat reservoir at temperature T and
confined in a one-dimensional (1D) double-well potential [49]
(see Fig. 1):

U (x) ≡ −β−1 ln[e− βk
2 (x+xm )2 + e−β�E− βk

2 (x−xm )2
], (1)

for particle position x, inverse temperature β ≡ (kBT )−1,
Boltzmann’s constant kB, and spring constant k. The double-
well minima are located at x = ±xm, and �E is the energy
difference between these minima (see Fig. 1). This double-
well potential models a bistable system (e.g., a DNA hairpin
with folded and unfolded conformations) switching between
its two metastable states (each modeled as a harmonic poten-
tial) on a timescale much faster than all other relevant system
timescales [64].

In this paper, we seek a driving protocol that minimizes the
work required to transport an AOUP [between the two wells
of the double-well U (x)] using a harmonic trap

Utrap(x; λ) ≡ 1
2 E‡[x − λ(t )]2 (2)

with fixed stiffness E‡ and time-dependent minimum λ(t ).
To simplify notation, we henceforth suppress its explicit time
dependence.

In the presence of the trap, the particle position x evolves
according to the Langevin equation

ẋ = −βDU ′
tot (x; λ) +

√
2D η(t ) + y(t ), (3)

where the dot and the prime respectively indicate a time and a
space derivative, and D the diffusion coefficient. The total po-
tential energy Utot (x; λ) ≡ U (x) + Utrap(x; λ) experienced by
the particle is the sum of the underlying landscape U (x) and
the trapping potential Utrap(x; λ) for a given trap minimum λ.
Figure 1 shows schematics of U (x), Utrap(x; λ), and Utot (x; λ).
In Eq. (3) the Ornstein-Uhlenbeck (OU) contribution y(t )
(hereafter the active velocity) to the velocity represents the
fluctuating active self-propulsion and evolves according to
[65,66]

ẏ = − y

ta
+ 1

ta

√
2Da ηa(t ) (4)

for the persistence time ta. We define the Péclet number
Pe = Da/D as a dimensionless parameter characterizing the
strength of the active noise relative to the thermal noise. In
Eqs. (3) and (4), η(t ) is thermal noise and ηa(t ) is “active”
noise, each Gaussian with zero mean, i.e., 〈η(t )〉 = 〈ηa(t )〉 =
0, and delta correlated in time,

〈η(t )η(t ′)〉 = 〈ηa(t )ηa(t ′)〉 = δ(t − t ′). (5)

We further assume that the two noises are independent:

〈η(t )ηa(t ′)〉 = 0. (6)

Angle brackets 〈· · · 〉 denote an average over both noises.
Integrating Eq. (4) up to the long-time limit and averaging

over the active noise ηa(t ) gives y′s stationary-state average,
〈y(t )〉 = 0. In this stationary state, the temporal correlations
of y(t ) decay exponentially [67]:

〈y(t )y(t ′)〉 = D Pe

ta
e−|t−t ′|/ta . (7)

Further, since y(t ) depends linearly on the Gaussian active
noise ηa(t ) [see Eq. (4)], y(t ) is also Gaussian distributed with
stationary-state distribution

pss(y) = 1√
2πD Pe/ta

e− y2

2D Pe/ta . (8)

For our later analysis, it is useful to consider two limiting
cases. First, taking the limit ta → 0 in Eq. (7), y(t ) reduces to
a zero-mean Gaussian white noise [68]:

〈y(t )y(t ′)〉 = 2D Pe δ(t − t ′). (9)

In the opposite limit (ta → ∞ while holding D and Pe fixed),
the distribution of y(t ) becomes a delta function at y = 0,
pss(y) = δ(y) [see Eq. (8)]. To summarize,

y(t ) →
{√

2D Pe ηa(t ) ta → 0,

0 ta → ∞.
(10)

Combining Eq. (10) with Eq. (3), in the stationary state for
appropriate limits of ta, x effectively describes the position of
a passive Brownian particle with noise strength D for ta → ∞
and D(1 + Pe) for ta → 0 [see Eq. (A1)].
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III. THEORY

For a single stochastic trajectory, the excess work wFM
ex is

the difference between the work

wFM ≡ −
∫ tdur

0
dt λ̇ f , (11)

performed on the AOUP [69] in a time-dependent protocol
and its quasistatic value,

Wqs ≡ −
∫ tdur

0
dt λ̇ 〈 f 〉λ. (12)

Here f ≡ −∂λUtrap(x; λ) = E‡(x − λ) is the force conjugate
to the control parameter λ. In Eq. (11), the superscript “FM”
denotes the full model, i.e., Eqs. (3) and (4). In Eq. (12), angle
brackets 〈· · · 〉λ indicate an average at fixed trap minimum λ.
Appendixes C 2 and C 3 respectively detail the computation
of the stationary-state average force 〈 f 〉λ and the quasistatic
work Wqs.

The main quantity of interest is the ensemble-average (over
initial conditions and each noise’s history) excess work

W FM
ex ≡ 〈

wFM
ex

〉 = −
∫ tdur

0
dt λ̇ 〈δ f 〉, (13)

where δ f ≡ f − 〈 f 〉λ is the deviation of the force from its
average for fixed trap minimum λ. Even though the excess
work is an ensemble-average quantity, henceforth for brevity
we drop explicit mention of the average. Notice that in the
absence of active velocity (i.e., y = 0), the quasistatic work
equals the free-energy difference between the initial and fi-
nal control-parameter values (see Appendix C 3 and Fig. 8)
[46,47].

In the absence of the moving harmonic trap (2), the active
system described by Eqs. (3) and (4) approaches a nonequi-
librium stationary state. The presence of the moving harmonic
trap (2) pushes the system farther from equilibrium. In view of
this complicated situation, it seems challenging to find an op-
timal control protocol that minimizes the excess work (13) for
an AOUP. But a linear-response framework [46]—originally
derived for passive systems close to equilibrium—provides a
framework for designing protocols that systematically reduce
dissipation in a variety of systems [44–57]). Here we test
the applicability of this linear-response framework [46] for a
driven AOUP.

In the following, we briefly summarize the linear-response
framework developed in [46]. For a passive system (i.e., no ac-
tive velocity, y = 0) that remains close to its stationary (in this
case equilibrium) state during time-dependent variation of the
control parameter λ, within the linear-response approximation
the instantaneous excess power (exceeding the corresponding
quasistatic power) is

PLR
ex (t ) ≈ ζ (λ)

(
dλ

dt

)2

. (14)

(Here, the superscript “LR” denotes the linear-response ap-
proximation.) The time integral of this quantity over the
protocol duration tdur gives the excess work,

W LR
ex =

∫ tdur

0
dt PLR

ex (t ). (15)

In Eq. (14) the generalized friction coefficient ζ (λ) is the time
integral of the stationary-state force autocovariance:

ζ (λ) ≡ β

∫ ∞

0
dt 〈δ f (0) δ f (t )〉λ. (16)

Appendix C 1 details computation of the force-autocovariance
function at fixed trap minimum λ.

Multiplying and dividing the right-hand side (16) by the
stationary-state force variance 〈(δ f )2〉λ, we rewrite the gener-
alized friction coefficient,

ζ (λ) = β〈(δ f )2〉λ τrelax(λ), (17)

as the product of the force variance 〈(δ f )2〉λ and the force
relaxation time

τrelax(λ) ≡
∫ ∞

0
dt

〈δ f (0) δ f (t )〉λ
〈(δ f )2〉λ . (18)

Following Ref. [46], the rate of change (hereafter velocity)
of the designed protocol λdes(t ) that (near equilibrium) mini-
mizes the excess work is inversely proportional to the square
root of the friction coefficient,

dλdes

dt
= Ades

√
ζ (λ)

, (19)

which differs from the constant-velocity (hereafter naive) pro-
tocol,

dλnaive

dt
= Anaive. (20)

In Eqs. (19) and (20), the protocol’s boundary conditions
λ(0) = λi and λ(tdur ) = λf fix the constants Ades and Anaive.
Substituting (19) in (14) yields (within the linear-response
framework) a constant excess power, whereas for the naive
protocol (20), the excess power (14) is proportional to ζ (λ).

IV. RESULTS

We start by considering the energetic landscape deter-
mining the particle dynamics and the quantities entering the
linear-response framework.

Figure 2(a) shows the total potential energy Utot (x; λ) as a
function of particle position x, for different trap minima λ. For
each examined �E , there is a range of λ for which the total
potential energy Utot (x; λ) has two metastable states (e.g., see
λ = 0 for �E = 0).

Figure 2(b) shows the force autocovariance function [deter-
mining the generalized friction coefficient (16)] as a function
of observation time t/ttrap, for different trap minima λ. The
force autocovariance decays particularly slower when the total
potential Utot (x; λ) displays two metastable states (e.g., for
λ/

√
Dttrap = 0 for �E = 0 kBT ). For �E = 0, Utot (x; λ) and

Utot (x; −λ) are related by a mirror reflection about λ = 0 [see
Fig. 2(a)], thus producing identical (up to numerical sampling)
force autocovariance functions; for �E 
= 0 there is no such
symmetry.

Figures 2(c), 2(d), and 2(e), respectively, display the force
variance, the force relaxation time (18), and their product
yielding the generalized friction (16), each as a function of
trap minimum λ. For �E = 2 kBT , all these functions are
asymmetric about λ = 0 reflecting the asymmetry in the total
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

FIG. 2. (a) Total potential energy as a function of particle
position x. Vertical dashed lines: trap minimum λ. (b) Force auto-
covariance as a function of time, for persistence time ta/ttrap = 104.
(c) Force variance, (d) force relaxation time, (e) generalized friction
coefficient, and (f) protocol velocity, each as a function of trap mini-
mum λ. (g) Protocol as a function of time. [(f), (g)] Red lines: naive
(constant-velocity) protocol; points and curves: designed protocols.
[(c)–(g)] Blue color intensity increases with persistence time ta. Here
and in the following, the Péclet number Pe = 5, and vertical error
bars indicate one standard error of the mean (see Appendix C).

potential energy landscape, Utot (x; λ). For longer persistence
time (ta/ttrap � 1), each of these quantities are maximized
at a trap minimum λ for which the total potential Utot (x; λ)
has two metastable states [see Fig. 2(a)]. However, for short
persistence time (ta/ttrap � 1), they are almost independent of
the trap minimum λ. This is because in this limit the active
velocity y(t ) behaves as Gaussian white noise (9), producing
a higher effective diffusion coefficient D(1 + Pe) than the
passive Brownian particle [see Eq. (A1)]. Thus, at Pe = 5 the
effective temperature experienced by the AOUP is 6 kBT (six
times larger than the passive Brownian particle), dominating
the ∼1 kBT height of the total potential’s barrier [Fig. 2(a)].
Figure 6 shows agreement of the generalized friction coeffi-
cient obtained at extreme values of persistence time with that
obtained using the effective dynamics (A1).

Figure 2(f) shows the designed protocol velocity defined
according to (19), as a function of trap minimum λ. The sys-
tem is driven slower where the generalized friction is higher
in order to harness thermal fluctuations to overcome the total
potential’s barrier between the two metastable states, thereby
reducing the excess work.

Integrating the protocol’s velocity with respect to time
gives the designed protocol, that is, the optimal trajectory of
the trap minimum λ, as a function of time [Fig. 2(g)]. Since
for ta/ttrap � 1 the effect of the total potential’s barrier is
negligible [Figs. 2(c)–2(e)], the naive and designed protocols
are indistinguishable.

In the following, we use the naive and designed protocols
to compute the excess work and normalized flux using the
full model described by dynamics (3) and (4) as functions
of protocol duration (see Appendix C 4 for the numerical
simulation method).

We start by assessing the accuracy of the linear-response
framework by comparing the true excess work (13) using the
full model (3) and (4) and the linear-response approximation
(15) in the slow-driving (long-duration) regime. Figure 3(a)
shows the ratio φ ≡ W FM

ex /W LR
ex , for both naive and designed

protocols, as a function of protocol duration. By definition, φ

quantifies the accuracy of the linear-response approximation
[71]: φ = 1 indicates complete accuracy. For each value of ta,
φ approaches a constant value (up to numerical sampling) in
the limit of long duration. These values appear to be indepen-
dent of the protocol type and the energy shift �E .

Figure 3(b) shows that this linear-response accuracy φ

asymptotes to unity for ta  tK, and to 1/(1 + Pe) for ta � tK,
where tK is an average Kramers time obtained for the pas-
sive Brownian case; see Appendix B for details. In the limit
ta → ∞, the OU contribution y(t ) to the velocity effectively
vanishes and the system can be described by a (passive)
Brownian dynamics with unchanged temperature kBT [see
Eq. (A1) for Pe = 0]. In the opposite limit of ta → 0, y(t )
effectively becomes an additional Gaussian white noise which
combines with the Gaussian thermal white noise η(t ) to give
white noise with total effective strength D(1 + Pe); therefore,
the system can be described by a Brownian dynamics with
effective temperature kBT (1 + Pe) [see Eq. (A1)]. Figure 3(b)
also displays the crossover of φ from 1/(1 + Pe) to 1 as a
function of persistence time ta.

Figure 4(a) shows the full-model naive and designed excess
works (13), each as a function of protocol duration. At long
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FIG. 3. The linear-response accuracy φ ≡ W FM
ex /W LR

ex , the ratio
of the works under the full-model (13) (FM) and the linear-response
(LR) approximation (15) [71], (a) as a function of protocol duration
tdur for various persistence times ta and (b) as a function of persistence
time ta. Panel (b) shows boxed data from panel (a). Vertical gray lines
mark the Kramers time for the passive Brownian particle, tK/ttrap =
4.46 . . . and 7.43 . . . for �E = 0 and 2 kBT , respectively (see Ap-
pendix B). Red: naive; blue: designed. Horizontal green dashed and
pink dot-dashed lines, respectively, show φ = 1 and φ = 1/(1 + Pe).
Color intensity increases with persistence time ta (see Fig. 2).

protocol duration, the system mostly follows the trap and
remains close to its stationary state during the entire protocol,
so the work performed on the AOUP approaches its quasistatic
value, i.e., W FM

ex → 0 as tdur → ∞. We observe that this ex-
cess work (for both naive and designed protocols) decays as
∼t−1

dur .
Figure 4(b) compares the ratio of full-model naive and

designed excess works (13) with its linear-response ap-
proximation [71], as a function of protocol duration. The
linear-response approximation is more accurate at longer pro-
tocol durations. For short persistence time (ta/ttrap � 1), the
effect of the total potential’s barrier on the AOUP is negligi-
ble, so the naive and designed protocols are similar [Fig. 2(g)],
and thus this ratio is approximately unity. Away from this
limit (i.e., ta/ttrap � 1), the designed excess work is lower
than the naive for a considerable range of protocol durations.
We emphasize that in contrast to the absolute value of excess
work (see Fig. 3), the excess-work ratio is independent of the
linear-response accuracy φ, signaling the applicability of the
linear-response framework [46] for the AOUP.

Figure 4(c) shows the difference of the full-model naive
and designed excess works as a function of protocol duration.
For slower protocols, both naive and designed excess works
decay to zero [see Fig. 4(a)]; therefore, their difference also
approaches zero. For vanishing duration, all protocols pro-
duce the same excess work, so this difference again vanishes.

(a)

(b)

(c)

FIG. 4. Excess work Wex as a function of protocol duration tdur.
(a) Full-model (FM) excess work for naive (red) and designed (blue)
protocols. (b) Ratio of naive and designed excess works. Symbols:
full model. Horizontal lines: linear-response (LR) approximation
[71]. (c) The difference of the naive and designed full-model excess
works. Dashed curves are a guide to the eye. Throughout color
intensity increases with persistence time ta (see Fig. 2).

For intermediate durations, this difference attains a maximum
value indicating a protocol duration for which the designed
protocol has greatest advantage over the naive protocol. The
advantage of the designed protocol over the naive one is
expected to be greater for greater range of variation of the
generalized friction coefficient [47,49]; in our model this can
be achieved by a longer persistence time [Fig. 2(e)] or higher
energy barrier [higher k in (1)].

Finally, we calculate the total flux induced by driving,

J̄ ≡ 1

〈x〉|λf − 〈x〉|λi

∫ tdur

0
dt 〈ẋ〉, (21)

normalized by a prefactor quantifying the distance between
the mean particle positions at the control-parameter endpoints.

Figures 5(a) and 5(b) show that J̄ increases with proto-
col duration, reaching unity for longer durations (with only
minor differences between protocol types), indicating suc-
cessful transport over the potential-energy barrier. At shorter
protocol durations, both designed and naive fluxes increase
with decreasing persistence time ta: the higher effective
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(a)

(b)

(c)

FIG. 5. Normalized flux J̄ as a function of protocol duration, for
(a) designed protocols, (b) naive protocols, and (c) their ratio. Dashed
lines are a guide to the eye. Color intensity increases with persistence
time ta (see Fig. 2).

temperature kBT (1 + Pe) in this limit makes it easier to cross
the barrier.

Figure 5(c) displays the ratio of designed flux to naive flux.
For longer protocol durations, this ratio asymptotes to unity.
For shorter durations, the designed flux is higher than naive
for �E = 2 kBT , and vice versa for �E = 0.

V. DISCUSSION

In this paper we designed a driving protocol to transport an
AOUP in a 1D nonlinear potential-energy landscape using a
harmonic trap. Our analysis reveals that the designed protocol
obtained using the linear-response framework [46] requires
less work than the naive protocol for a considerable range
of protocol durations. Moreover, at intermediate duration the
work savings are maximized. Thus the linear-response result
in [46] (previously applied to systems without intrinsic activ-
ity) can be usefully extended to an AOUP.

This study opens a new research avenue investigating
the applicability of the linear-response framework to con-
struct analogous minimum-dissipation control protocol for

FIG. 6. Generalized friction coefficient ζ (λ), as a function of trap
minimum λ. Blue: full model (3) from Fig. 2(e) for two extreme
values of persistence times, ta/ttrap = 10−2 and 104. Red: effective
dynamics (A1) obtained from combining Eqs. (10) and (3).

other active-particle systems, such as active Brownian par-
ticles [70,72,73] and run-and-tumble particles [21,74]. We
expect that our methodology can also be extended to an ac-
tive system [75] involving a periodic potential, such as the
F1-ATPase molecular motor [47]. An interesting question for
future studies (but beyond the scope of this paper) is how
the linear-response results, including the generalized friction
coefficient ζ (λ), depend on Péclet number Pe. Further, we
emphasize that our results can be tested in an experiment
driving the extension of single DNA hairpins [48], but now the
beads attached to the hairpin’s ends experience an additional
OU noise generated by electrodes coupled to a resistor and an
amplifier [43] (see Refs. [65,66] for other methods to generate
OU noise).
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APPENDIX A: GENERALIZED FRICTION COEFFICIENT:
COMPARISON WITH EFFECTIVE DYNAMICS

Figure 6 shows the agreement of the generalized friction
coefficient ζ (λ) for two extreme values of persistence time,
ta/ttrap = 10−2 and 104, at fixed Péclet number Pe = 5 [see
Fig. 2(e)], with that obtained from the effective dynamics
[substituting Eq. (10) in (3)]:

ẋ = −βDU ′
tot (x; λ) +

√
2D(1 + Pe) ηeff (t ), (A1)

at Pe = 5 and 0 [corresponding respectively to the first and
second lines of Eq. (10)]. Notice that in Eq. (A1) ηeff (t ) =
η(t ) (3) and Pe = 0 for the second line of Eq. (10). ηeff (t )
is Gaussian noise with zero mean, 〈ηeff (t )〉 = 0, and delta
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correlation in time:

〈ηeff (t )ηeff (t ′)〉 = δ(t − t ′). (A2)

As expected, the effective dynamics reproduce the generalized
friction coefficient of the full dynamics in both limits.

APPENDIX B: KRAMERS TIME FOR PASSIVE
BROWNIAN PARTICLE

Here we calculate the Kramers time for the passive Brow-
nian particle, namely, the characteristic time for the passive
Brownian particle to transition from one well to another. This
gives the vertical lines in Fig. 3(b).

The Kramers rate for the diffusion of the passive Brownian
particle [dynamically evolving according to (A1) with Pe =
0] to the location 〈x〉λf , starting from 〈x〉λi is [77]

κ (λ) ≡
[

1

D

∫ 〈x〉λf

〈x〉λi

dy eβUtot (y;λ)
∫ y

−∞
dz e−βUtot (z;λ)

]−1

,

(B1)

for fixed trap minimum λ. This gives the mean number of
such transitions [〈x〉λi → 〈x〉λi ] per unit time. We define the
Kramers time for the passive Brownian particle as the inverse
of the average of this Kramers rate over all fixed trap minima
from λi to λf :

tK ≡
[

1

N + 1

N∑
=0

κ (λ)

]−1

, (B2)

for λ0 ≡ λi, λN ≡ λf , N ≡ λf −λi
�λ

and trap-minimum bin width
�λ.

So when ta  tK, the AOUP experiences an OU velocity
that is relatively constant on the characteristic timescale for a
transition (of the passive Brownian particle); conversely, when
ta � tK, the effect of the OU velocity on barrier crossing is
effectively that of white noise.

APPENDIX C: NUMERICAL SIMULATION METHODS

1. Force autocovariance

To compute the force autocovariance [Fig. 2(b)], we dis-
cretize the Langevin equations (3) and (4) (for each fixed λ) to
first order in the discretization time �t and evolve the dynam-
ics iteratively for 1 � j � t/�t , where t is the observation
time:

x j = x j−1 − βDU ′
tot (x j−1|λ)�t

+
√

2D�t η j−1 + y j−1�t, (C1a)

yi = y j−1 − y j−1

ta
�t + 1

ta

√
2D Pe �t ηa, j−1 . (C1b)

η j and ηa, j are standard independent Gaussian random
variables at the jth time increment, with zero mean and co-
variances

〈η j ηk〉 = 〈ηa, j ηa,k〉 = δ j,k, (C2)

〈η j ηa,k〉 = 0, (C3)

for Kronecker delta δ j,k . For a given initial condition x0 and
y0, we generate a time series of the force f j = (x j − λ)E‡ at

FIG. 7. Stationary-state average force 〈 f 〉λ as a function of trap
minimum λ. Color intensity increases with persistence time ta (see
Fig. 2). Error bars corresponding to one standard error of mean are
smaller than the symbol.

fixed trap minimum λ. To remove any dependence on initial
condition, we discard the initial portion of the trajectory (∼8
times the largest force relaxation time τrelax [see Fig. 2(d)],
∼80 times the trap relaxation time ttrap), and use the remaining
time series to compute the force autocovariance 〈δ f0 δ f j〉λ.
We generate three independent force trajectories, each of
length t/ttrap = 1.6 × 104, and average over the three resulting
force autocovariances.

2. Stationary-state average force

We evolve the discretized Langevin equations (C1a) and
(C1b) from a fixed initial condition (x0 = λ, y0 = 0) up to
time t/ttrap = 8 × 102 (ensuring the stationarity of the joint
probability density function of x and y) and compute the force
experienced by the particle,

f = (x − λ)E‡, (C4)

using the particle’s position x at the final time step. Fig-
ure 7 displays the stationary-state average force computed
by averaging over NR = 105 realizations for each fixed trap
minimum λ. For the smallest ta, the force decreases linearly
as λ increases, and appears unaffected by the barrier of the
total potential Utot (x; λ).

3. Quasistatic work

We compute the discretized version of the quasistatic work
[see Eq. (12)]:

Wqs = −
∑

i

〈 f 〉λi�λ, (C5)

where Fig. 7 shows the average force 〈 f 〉λ.
Figure 8 displays the difference of quasistatic work and

equilibrium free-energy difference, as a function of per-
sistence time. For longer persistence time, this difference
decreases, since the system can be approximated by the ef-
fective dynamics (A1) for Pe = 0, reproducing the system’s
passive behavior.
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FIG. 8. Difference of quasistatic work Wqs and equilibrium free-
energy difference �Feq = �E (for no active velocity, y = 0), as a
function of persistence time ta. Dashed lines are a guide to the eye.
Error bars indicating one standard error of the mean are smaller than
the symbol.

4. Excess work

We use the discretized Langevin equations (C1a) and
(C1b), interleaved with substeps that discretely update λ

according to either a naive or designed protocol [Fig. 2(g)].

For each trajectory, we compute the external work as the
energy change due to changes of λ:

wFM =
tprot/�t∑

j=1

[Utrap(x j−1|λ j ) − Utrap(x j−1|λ j−1)]. (C6)

The initial condition (x0, y0) is drawn from the (numerically
computed) stationary-state distribution ρss(x0, y0) for λi ≡
λ0 = −2.824

√
Dttrap. We simulate a range of protocol dura-

tions, with the shortest duration of ttrap ∼ 5 times the smallest
force relaxation time τrelax [Fig. 2(d)].

To calculate the excess work wFM
ex ≡ wFM − Wqs for

each trajectory, we subtract the discretized version of the
quasistatic work (C5) from the external work wFM (C6).
Averaging over NR = 106 independent realizations gives the
average excess work W FM

ex (Figs. 3 and 4). We compute the
normalized flux (Fig. 5) similarly.

5. Simulation parameters

For each numerical simulation, we choose discretization
time �t/ttrap = 8 × 10−4 (8 × 10−2 times the smallest value
of ta) and set inverse temperature β = 1 and diffusion constant
D = 1.
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