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Understanding diffusion-controlled bubble growth in porous media
using experiments and simulations
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Nucleation and subsequent expansion of gas bubbles in porous media is relevant to many applications,
including oil recovery, carbon storage, and boiling. We have built an experimental setup using microfluidic
chips to study the dynamics of bubble growth in porous media. Visualization experiments of the growth of
carbon dioxide bubbles in a supersaturated dodecane solution were conducted. We show that bubbles grow as
dissolved gas molecules inside the oversaturated liquid diffuse to the gas-liquid interface. Bubbles expanding
inside a porous medium displace the liquid phase until the cluster of the gas-filled pores becomes connected
to the outlet at the critical gas saturation, which is used as a measure for the total liquid displacement. Our
experiments uniquely focus on the growth of a single bubble and show that larger pressure drops lead to faster
bubble growth while resulting in lower critical gas saturations. A nonlinear pore-network model is implemented
to simulate bubble growth. We compare model predictions for bubble growth dynamics to our experimental
results and present the need for further theoretical development to capture deviations from invasion-percolation

when a large pressure drop is applied.
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I. INTRODUCTION

Bubbles growing in porous media, as other transport phe-
nomena away from equilibrium, tend to form complex spatial
patterns. Familiar examples include diffusion-limited aggre-
gation [1], invasion percolation [2,3], and viscous fingering
[4]. While the stability of immiscible displacement between
two fluids has been studied extensively in the literature [5-7],
pattern formation of a growing bubble inside a supersaturated
liquid phase has not been fully understood. This problem
gets complicated as nucleation and growth dynamics of the
immiscible vapor phase depend on the saturation of the liquid
phase along with the characteristics of the porous medium.

Bubble nucleation and growth in porous media are im-
portant problems encountered in oil recovery [8], carbon
storage [9], enhanced boiling heat transfer [10], and geother-
mal energy processes [11]. This problem has attracted various
experimental and modeling studies directed to understanding
the underlying physics. Visualization techniques such as mi-
cromodels [12] and x-ray tomography [13,14] have been used,
while pore-network models [15,16] and continuum models
[17] have been used for modeling purposes. In this study, we
focus on the bubble growth in relevance to oil recovery from
tight oil reservoirs.

Unconventional resources have significantly changed the
landscape of the oil and gas industry. Tight oil reservoirs,
accessible through hydraulic fracturing, have accounted for
more than 50% of the total oil production in the United States
in recent years [18]. In tight oil reservoirs, where initial pres-
sure is above saturation pressure, hydrocarbons are in liquid
phase before production [19]. Oil in these pores consists of
a mixture of light and heavy molecules. For example, lighter
molecules such as methane and ethane, which are in vapor
phase at ambient conditions, are dissolved in the liquid phase
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in the reservoir prior to production. Pure expansion drive
occurs while the fluid is above the bubble point pressure and
exits the rock matrix as a single-phase liquid. Oil recovery in
this stage depends on the composite system compressibility
of the rock and liquid. As the pressure drops, the density of
the liquid phase drops as well, resulting in expansion and
subsequent expulsion of the liquid phase from the pore space.
Following pure expansion drive, solution-gas-drive (SGD) is
initiated after the pressure drops below the bubble point. SGD
is thought to be one of the main recovery mechanisms for
tight oil during primary production [20,21]. Below the bubble
point, gas molecules such as methane and ethane start to
nucleate bubbles inside the pores. A vapor phase forms inside
the porous medium displaces the liquid phase gradually. The
nucleated gas bubbles grow as pressure is depleted. At this
stage, the principal drive mechanism for production is the
expulsion of liquid due to expansion of bubbles inside the
pores. Figure 1 presents a simplified representation of pro-
duction from hydraulically fractured tight rocks. The time to
fall below bubble point varies from one well to another while
the reported times range from only the first few months of
operation [20] to more than a year [22]. Considering that most
of the wells continue primary production over at least three
years [23], we believe understanding and improving SGD
can yield significant improvements in oil recovery, which is
estimated to be about 10% for primary production from tight
oil wells [22].

Bubble nucleation and growth inside porous media during
SGD have been studied in the literature before for heavy oil
production and CO, storage applications, etc. An important
parameter identified in these studies is the critical gas satu-
ration, Sy, defined as the volume fraction of the vapor phase
where gas flow becomes continuous through a porous medium
[24]. After Sqc is reached, the gas-oil-ratio of the produced
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FIG. 1. A simplified representation of production from a tight
oil reservoir. Depleting bottom-hole pressure causes hydrocarbons to
leave the hydraulically fractured rock. Initial production takes place
through pure expansion drive, during which the hydrocarbons are in
the liquid phase. After the reservoir pressure drops below the bubble
point, solution-gas-drive starts with the nucleation and expansion
of gas bubbles. The reservoir eventually reaches the critical gas
saturation, Sy, where the gas flow becomes continuous and the liquid
production practically stops.

hydrocarbons increase dramatically and the liquid production
practically stops. Therefore, doubling S, typically doubles
the recovery from primary production [25]. Reported S, val-
ues for conventional core samples range from 1% to 40%
for various experiments [26], and the pressure depletion rate
used in experiments is a key factor along with porous media
characteristics for the wide spread in the reported values.

Transparent micromodels have been used before in the
literature to study SGD [28-35]. Unlike the experiments con-
ducted using cores, transparent microfluidic chips allow for
direct visualization of the governing physics such as Ostwald
ripening [35], temperature-dependent relative permeability
[34], bubble breakup [32], and three-phase flow of gas, oil,
and aqueous phases [31,33]. S, has also been studied using
micromodels [28,29] where different pressure decline rates
are applied to nucleate and grow bubbles.

The impact of pressure drop with respect to initial satura-
tion pressure, Py, and pressure decline rate on S is crucial
to understand, as bottom-hole pressure is likely a controllable
parameter during oil production. Some studies performed with
microfluidic chips [28,29] have observed S to decrease with
higher pressure decline rate, i.e., lower pressure decline rates
result in larger Sy.. This result does not match the outcome of
various other studies performed using core scale experiments
[26,37], where S, is measured to be larger for higher pressure
decline rates and becomes practically decline rate independent
for lower decline rates. In addition to this discrepancy be-
tween different studies, two separate explanations [38] have
been proposed for the nucleation mechanism behind SGD:
(1) instantaneous nucleation [37], where all nucleation sites

are activated at once so that S becomes pressure decline rate
independent; (2) sequential nucleation [39], where the nucle-
ation sites are activated progressively so that higher pressure
decline rates result in larger S.

A major complication for these previous studies is the
combined effect of coupled dynamics of nucleation and bub-
ble growth on Sg.. Nucleation is related to the number and
the location of the dissolved bubbles while bubble growth is
related to how fast the volume of these bubbles expand and
the resulting pattern formation. While pressure decline results
in increase in bubble volume due to the equation of state,
diffusion of dissolved gas molecules inside the solution to
the gas-liquid interface also plays a significant role in bubble
growth. These two effects take place over two different time
scales: Volume increases from pressure drops is governed by
hydraulic diffusivity [40], D, = k/pc¢, which depends on the
rock porosity, ¢, permeability, k, fluid compressibility, ¢, and
viscosity, u, whereas changes from diffusion depend on the
diffusivity of gas, D,,, in the solution. D, is larger than D,, in
most cases, and therefore bubble growth due to pressure drop
is faster than diffusive growth. These two growth mechanisms
should be captured while modeling these systems.

Various pore-network models [15,29] have been developed
to simulate bubble growth in porous media. Invasion perco-
lation has been assumed to be the governing mechanism for
the bubble growth in these models. Inside a liquid solution
with pressure P, a gas bubble would start to grow and reach
the boundaries of the pores that it spans with pressure P,. The
bubble would keep getting pressurized as gas molecules in the
liquid phase diffuse to the gas phase and eventually reaches
sufficient pressure to grow into an additional pore. Accord-
ing to invasion percolation, the gas bubble would grow into
the neighboring pore with the smallest capillary resistance
(P, — P, > P.). The process starts over again and this pore-
by-pore invasion scheme continues until the bubble reaches
the outlet of the porous medium at Sg.

It has been reported [29] that nucleation is not easily
reproducible during experiments since bubbles tend to het-
erogeneously nucleate around dye particles in solution or dirt
stuck on pore walls in microfluidic chips. Our study focuses
on the growth dynamics of a single bubble. We study the effect
of Py, on bubble growth and critical gas saturation, and elim-
inate the complication resulting from the nucleation step by
initiating bubble growth from a single seed bubble inside the
microfluidic chip. Using image processing, we measure the
bubble growth rate as a function of Py, and also S, when the
bubble reaches the chip outlet. Using the experimental data,
we calculate the capillary number (Ca) observed during bub-
ble growth experiments. We show that high P, (large pressure
declines), or high Ca, lead to deviations from the proposed
invasion percolation regime. We also implement a numerical
model explained in the literature [29] to model the bubble
growth inside a digitized version of our microfluidic chip, and
demonstrate the differences between the experiments and the
model results to make the case for a more advanced model.

II. EXPERIMENTS

A schematic of the experimental setup and an image of
the porous medium inside the microfluidic chip are presented
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FIG. 2. Experimental setup for microfluidic chip pressurization. (a) Schematic of the flow circuit around the microfluidic chip. Live (gas-
saturated) liquid is prepared inside a reactor (autoclave) by pressurizing dodecane with CO,. Pressure is measured using pressure transducers
located upstream and downstream of the chip. The flow path is flushed with CO, [27] before the live liquid front gate valve is opened to fill the
chip. The imaging system consists of a custom-built microscope with a Nikon 60 mm objective lens and a USB camera. (b) Snapshot of the
microfluidic chip consisting of a random network of rectangular channels with 20 um depth. The channel width varies between 50 and 130 um.
The total volume of the porous medium is 1.6 ul. The porosity is 0.4 while the permeability is 1.6 D. Left and right sides of the chip (marked

as inlet/outlet) are accessible while top and bottom sides are blocked.

in Figs. 2(a) and 2(b), respectively. We prepared live (gas-
saturated) liquid inside a stainless steel reactor (autoclave) by
adding dry ice (CO,) to liquid dodecane. After the autoclave
is sealed, excess CO; is purged out of the reactor through a
needle valve until the desired initial saturation pressure, Py,
is reached. The autoclave is placed on a magnetic stirrer for at
least 24 h before an experiment is conducted to enhance mix-
ing. Microfluidic chips used in this study are commercially
available chips through Micronit Microfluidics eV. The chip
is made of borosilicate glass, and the geometry consists of a
structured network of 7222 rectangular channels with 20 um
depth. The rectangular channel widths are either 50, 70, 90,
110, or 130 wm, with approximately equal number of channels
for each width. As shown in Fig. 2(b), each throat connecting
the pores consists of two halves with mostly different widths.
Image processing shows that approximately 25% of these
half throats are not etched during the manufacturing process,
which leads to dead-ends. The lattice length, the distance
between the centers of adjacent channels, is about 330 um, and
the total width and length of the porous region are 1 cm and
2 cm, respectively. The total internal volume of the rectangular
channels is 1.6 ul. The porosity is 0.4 while the permeability is
1.6 D as supplied by the manufacturer and validated in the lab-
oratory. Before the start of each experiment, the microfluidic
chip and the flow circuit around the chip are flushed with CO,
to get rid of the air in the system. Then, the liquid front gate
valve is opened and the microfluidic chip is pressurized with
the live (gas-saturated) liquid. Two pressure gauges located in
front of the inlet and behind the outlet measure the pressure
in the flow circuit. We continued flooding the live liquid until
the pressure on both sides of the chip equilibrates and all of
the bubbles and CO, pockets dissolved in the liquid except for
one last bubble, which is used as the seed bubble for bubble
growth. We waited until this last bubble becomes smaller
than a single pore volume, and depleted the pressure to the
atmoshpheric pressure by opening both valves at each end of
the microfluidic chip.

Bubble growth starts with the expansion of the pressurized
gas bubble as the pressure is depleted to the atmospheric

pressure. In our microfluidic chip, the pressure equilibrium,
whose time scale depends on D, as explained above, takes
place within the first milliseconds of the depletion. Consid-
ering the volume increase at this stage depends on the ratio
of the initial pressure with the ambient pressure, we observe
that bubbles can grow up to approximately five times for
the largest pressure drop we apply in our experiments. This
is still not significant as the initial bubble size is smaller
than a single channel size. Most of the growth is due to the
diffusion of dissolved molecules to the gas phase. A typi-
cal bubble shape is shown in Fig. 3(a). The liquid phase is
transparent, and the intensity difference between the gas and
the liquid phases allows for the detection of the gas phase.
Image processing is done using MATLAB software. Bubble
volumes are extracted using an image threshold filter followed
by segmentation and image dilation. The bubble segmentation
is performed with a flood fill by introducing a seed point.
Image dilation is performed to fill the holes in the bubble
image after the application of the segmentation. We measure
the bubble volume, V}, as a function of time for various Py,
values. This data is presented in Fig. 3(b). The bubble volume
increases linearly as a function of time. This linear form is
expected and has been reported before in the literature for
two-dimensional systems [39,41]. The slope of the curves,
which corresponds to the bubble growth rate, increases as Py
increases. The experimental data presented in Fig. 3 b also
allow for the calculation of the capillary number for these
experiments using the formula

Ca = pyltpupble/ ¥ s ()

where p; = 1.36 x 1073 Pa s [42], upuwbie is the effective
bubble velocity obtained from the experiments, and y = 24.7
mN/m is the surface tension between CO, and dodecane [43].
The bubble velocity is calculated by fitting a linear line to
the experimental data presented in Fig. 3(b) using the for-
mula upypple = dV,/A,dt, where A, = hL, is the characteristic
cross-sectional area while 2 = 20 um is the channel depth and
L, =330 um is the lattice length. For our experiments, we
calculate the limits of Ca as 6.3 x 1078 < Ca < 5.2 x 107>,
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FIG. 3. Bubble growth over time is measured through image processing. (a) Bubble growth pattern for P, = 23.6 psig at t ~ 1950 s. The
visible phase is the gas phase, while the liquid phase appears transparent. The image obtained using the microscope is post-processed to extract
bubble volume at a given time. See the Supplemental Material for the complete video (Video S1 [36]). (b) Bubble volume V}, as a function of
time for a subset of our experiments with various supersaturations. The bubble volume growth is approximately linear in time and faster for
higher supersaturations. The bubble velocity, uppble, and the corresponding capillary number, Ca = @ upywblie /Y, can be calculated by linear fits
to these curves. To calculate the corresponding capillary numbers, we use 1; = 1.36 x 1073 Pa s as the liquid viscosity, and y = 24.7 mN/m
as the surface tension. The resulting capillary numbers for the complete set of experiments are presented in Fig. 6(d).

The resulting capillary numbers for the complete set of ex-
periments are presented later in Fig. 6(d). A complete bubble
growth sequence from the seed to the outlet is presented in
Video S2 in the Supplemental Material [36].

In our experiments, one connected bubble continues to
invade neighboring pores until it reaches the outlet. When
the bubble reaches the outlet, bubble growth takes place in
the tubes connecting the chip to the rest of the flow circuit. We
measure Sy as the fraction of the pores that is covered by the
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bubble when the bubble reaches the outlet. Figure 4 a shows
how S, changes as a function of Ca. The two plotting symbols
represent two different relative positions of the seed location
to the outlet. In our experimental setup, bubbles consistently
grow towards the left hand side as shown in Fig. 4(b). We
believe this happens because of the small difference in the
hydrostatic pressure between the left and the right hand side of
the setup, so that it is easier for the bubbles to push the liquid
and grow towards left than right. Data points indicated with

FIG. 4. Critical gas saturation (Sy) is a function of initial bubble location and Ca, which depends on initial saturation Py. (a) Sg. decreases
with increasing Ca for both near (s) and far (o) initial bubble locations. The resulting S, values are larger for the far location because the
growing bubble can sweep more liquid until it reaches the outlet. (b) Snapshots of four cases after bubbles reach S,.. Bubbles in higher Ca
cases (ii) and (iv) span less volume compared to corresponding lower Ca cases (i) and (iii). Arrows in (i) and (iii) show the locations for the
initial bubble for bottom and top cases, respectively. Both sides of the chip connect to a straight channel that extends across the whole width

of the chip and acts as outlet.
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the Near label represent cases where the seed bubble location
is closer to the left hand side than those indicated with the Far
label. The location of the initial seed bubble is indicated by
arrows for each case, shown in Figs. 4(b-I) and 4(b-III). Both
set of experiments were performed with the same chip layout
while one version is the 180° flipped version of the other one.
Because the initial seed bubble location is not at the center of
the chip, flipping the chip puts the initial seed bubble location
to a different distance from the outlet. As Fig. 4(a) shows, Sg¢
strongly depends on the location of the seed bubble, i.e., bub-
bles starting from the Far location result in higher Sq. values.
This figure also shows that S, decreases with increasing Ca.
As will be discussed shortly, we believe this is due to a devi-
ation from the invasion percolation regime during the bubble
growth. For regular drainage processes where a nonwetting
fluid displaces a wetting fluid, it has been shown that higher
invading fluid velocities (or higher Capillary numbers) lead to
less efficient displacement profiles [44]. Here, we show that
higher Ca results in less efficient sweep, and growth patterns
deviating from invasion percolation are possible during SGD.

III. SIMULATIONS

We have built a pore-by-pore invasion model based on
previous work and compared the model and the experiments,
which we have shown to deviate from invasion-percolation.
The full details of this pore-network model can be found in
the literature [28,29]. We will describe the physics captured
by the model, and present an overview of the algorithm.

The model handles pore pressurization and pore filling
steps separately, as shown in Fig. 5. The transient diffusion
equation is solved during the pore pressurization step to cal-
culate the solute flux into the gas phase. The diffusivity of the
gas is assumed to be D,, = 5 x 1071 m?/s [45]. In this stage,
we assume that the bubble volume stays constant, and gas
pressure increases due to incoming mass flux. This increase
in pressure is calculated using the ideal gas law. When the
gas pressure exceeds the sum of the pressure in the liquid
and the lowest capillary pressure at the neighboring pores,
P, > P, + P,, the pore filling step is initiated. The pore filling
step is iterative and starts with an initial guess for the gas
pressure after pore filling. During the pore filling step, the
bubble expands into the neighboring pore with the lowest
capillary pressure. The algorithm also checks if a neighboring
pore is part of a dead end with no connection to the outlets
and, if so, does not consider these pores for invasion. The
Stokes’ flow equation is solved to calculate the velocity and
the time of filling at the throat connecting the bubble to
the neighboring pore to be invaded. The convection-diffusion
equation is solved using the Stokes velocity to calculate the
influx of molecules during the filling stage. The boundary
equation for the convection-diffusion equation is derived from
the linear solubility condition [29], C = P,/K, where C is
the gas molecule concentration, and K is Henry’s constant.
To evaluate this concentration value, we calculate the CO,
molar fraction in the liquid phase as a function of pressure
using the commercial PRO/II thermodynamics solver pack-
age. Therefore, the estimated pressure also has an effect on the
resulting diffusive flux into the gas phase. For the algorithm
to converge, the difference between the guessed pressure and
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FIG. 5. Numerical algorithm implemented for pore-network sim-
ulations. Pore pressurization and pore filling steps are handled
separately. The diffusion equation is solved during pore pressur-
ization, and the increase in gas pressure is calculated. This step
continues until the gas pressure exceeds the sum of the capillary
and the liquid pressure, P, > P, + P;. The pore filling step starts by
guessing the gas pressure after the bubble invades the neighboring
pore with the lowest capillary pressure. A trust-region algorithm
is implemented to guess the pressure correctly. The Stokes’ flow
equation is solved, velocities at the throats are calculated, and the
convection-diffusion equation is solved to calculate the increase in
gas molecules in the gas phase, and the increase in pressure. If
this increase also satisfies the ideal gas equation, the algorithm has
converged at this time step, and the process starts again.

the pressure calculated using the ideal gas law with the influx
of molecules should be minimized. The guessed pressure is
updated using a trust-region algorithm [46]. This process is
repeated until the pressure converges and the pore pressuriza-
tion step is restarted again.

We quantify the compactness of the growth patterns using
fractal dimensions, as performed before in the literature for
diffusion-limited aggregation [47] and conventional drainage
and imbibition experiments [44,48-50]. Figure 6 a shows the
total bubble volume normalized by the average single site
volume, V},/V;, as a function of the growth radius normalized
by the lattice length, Ry /l. The growth radius is measured as
the diagonal of the smallest square encapsulating the grow-
ing bubble at a given time, so that the dimensionless bubble
volume would have the functional form

Vo/Vs = 0.5(R; /1), )

where d is the fractal dimension. We note that for the most
efficient displacement the fractal dimension would be d = 2.
We performed a fit for data obtained for Ry /I < 30 in Fig. 6
a, and obtained the fractal dimensions plotted in Fig. 6(b). We
picked the condition R¢/I < 30 due to practical limits as the
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FIG. 6. Fractal dimension analysis quantifies the compactness of the bubble growth pattern and shows deviations from the expected
inversion percolation pattern, which is the basis of the numerical model. (a) Dimensionless bubble volume V,/V;, where V; is the average
site volume, as a function of dimensionless fractal radius Ry /I, where R/ is evaluated as shown in (c) and / = 330 um is the porous medium
lattice length, obtained from experiments. An expanded view of the data in the dashed red box is presented in the Supplemental Material [36].
(b) A power-law fit [V;,/V, = 0.5(R;/1 )¥]is applied at the early stages (Ry/1 < 30) of the data presented in (a) and the fractal dimension d is
calculated. d is decreasing as a function of Ca, which implies that bubbles are less compact at larger initial saturations. Uncertainty associated
with the determination of the fractal dimension is less than 0.02 within 95% confidence bounds. Fractal dimension limits for random percolation
(1.896) [51], invasion percolation with trapping (1.82) [2], and diffusion-limited aggregation (1.62) [52] are shown on the figure with horizontal
lines. Simulations also result in a fractal dimension d = 1.81 (1.79, 1.83) with 95% confidence bounds. (c) Experimental image showing initial
stages of the bubble growth. Fractal radius is calculated by assuming a square pattern growth at early stages. The microfluidic chip is digitized to
have an accurate simulation domain for the numerical model. Simulations can capture the pattern of the growth at early stages. (d) Comparison
of the numerical model results with the experiments. Experimental bubble growth rates are evaluated using the data presented in Fig. 3(b).

Numerical results are evaluated without any fitting parameters.

bubbles at the Near location get very close to the outlet. We
see that d decreases with Ca, from values near that of inva-
sion percolation towards lower values. Thus, larger saturations
result in less compact growth patterns, and therefore less
efficient displacement of the liquid inside the porous medium.
Figure 6(b) also shows the limits for random percolation [51],
invasion percolation with trapping [2], and diffusion-limited
aggregation [52].

For our simulations, we digitized our random-network mi-
crofluidic chip consisting of rectangular channels connected
to pores through rectangular throats. Cylindrical pores are
assumed in the simulations, and the volume of each pore is
calculated as the sum of the volumes of the channels con-
nected to it using image processing. In practice, the shape
of the pores does not play a role in any of the calculation
steps. The pore-network model represents the porous medium
consisting of pores, for which the pore volume is relevant,
and throats, for which the capillary pressure information is
relevant. Pores are represented as cylinders as previous exam-
ples from the literature, but throats have the correct capillary
pressure information which scales with their depth and width

for a rectangular cross-section. Therefore, the digitalization
process may seem to produce pore-networks that look differ-
ent than the original domain, but it includes the information
required for the model to work properly. As explained above,
most of the throats consist of two different widths, and we use
the smaller width to define the throat size. Figure 6(c) shows
side-by-side an experimental snapshot and a bubble growth
pattern obtained through numerical simulations. For these
two snapshots, the numerical pattern looks very similar to
the experimental one. This similarity breaks down eventually
and this deviation takes place at smaller R;/! for higher Ca.
Simulations yield the invasion percolation fractal dimension,
1.81 (1.79, 1.83) with 95% confidence bounds, as expected.
Numerical model also gives us the expected bubble growth
rate, Ca as a function of Py,;. We also calculated the bubble
growth rate experimentally by evaluating the slopes of the
data presented in Fig. 3(b). The comparison is presented in
Fig. 6(d). We note that there are no fitting parameters used
for the numerical model to match the experimental data. The
experimentally observed values for the bubble growth rate
are not exactly obtained by the numerical model, while the
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FIG. 7. Snapshots of bubble growth for Py, = 65.4 psig at a
small section of the porous medium. Frame (a) shows the bubble pat-
tern 172 s after pressure depletion starts. Time between each snapshot
is 1 s. Arrows point out the channels that are invaded between each
frame. We see multiple pores are invaded at each snapshot.

upward trend of bubble growth rate as a function of Py is
captured.

IV. DISCUSSION

The deviation from invasion percolation, and therefore
the mismatch between the experiments and simulations is
interesting and deserves further investigation. We performed
experiments with a high-speed camera to study if Py, affects
the pore-by-pore invasion at early times. Bubble growth for
a low pressure case, Ps; = 15 psig, and for a high pressure
case, Pse = 58 psig, can be found in Video S3 and Video S4 in
the Supplemental Material [36]. These videos show that early
stages of bubble growth in both cases follow a pore-by-pore
invasion pattern, and deviation from invasion percolation does
not seem to take place during very early stages.

However, especially after the bubble reaches a certain size
for high Py, values, we observe that multiple pores are invaded
at the same time. Figure 7 shows snapshots of bubble growth
for Py, = 65.4 psig at a small section of the chip. We observe
that multiple channels can be invaded at the same time at this
stage. We believe the deviation from pore-by-pore invasion

takes place at this later stage. This may be happening because
the increase in bubble volume also results with a larger surface
area, which allows for a high flux of gas molecules into the va-
por phase. We also note that our chip consists of channels with
five different widths, therefore, the bubble is surrounded with
many same-sized channels when it reaches a certain size. The
bubble can grow into any of the largest size throats, and the ex-
pected invasion percolation path could be different depending
on which throat is selected by the bubble. We observe that, at
high Py, cases, the bubble is more likely to select the throats
in the direction that it already invaded, which results in the
decrease of the fractal dimension for higher supersaturations.
Pore-network simulations assume that the bubble grows pore-
by-pore, CO, concentration at every location of the interface
is always uniform, and the experimentally observed tendency
of the bubble to invade the throats in the direction that it had
already invaded is not captured.

V. CONCLUSION

Our study shows the effect of supersaturation on bubble
growth dynamics through microfluidics experiments. Starting
with seed bubbles at the same location every experiment, we
demonstrate that bubble growth is faster with larger initial
gas saturation in the liquid phase; however, we sweep less
of the volume resulting in a lower liquid recovery. Single
bubble growth during SGD has been assumed to be taking
place through the invasion percolation mechanism in the lit-
erature. We show, to our knowledge for the first time, that the
bubble growth pattern can deviate from invasion percolation,
and this deviation is enhanced for higher Ca. While bubble
growth relies on diffusion and pressure drop to increase vol-
ume compared with the conventional drainage, the sweeping
efficiency increases with lower Ca, as previously reported in
the literature for conventional drainage experiments [44,53].
We also demonstrate that pore-network models developed for
bubble growth in porous media have limited applicability to
experiments where the deviation from invasion percolation
is apparent. More insights can be obtained with a direct nu-
merical simulation approach, where the compressible mass
and momentum conservation equations are solved with an
equation of state at pore scale.

While insights from this study are relevant for tight oil re-
covery, it should be kept in mind that porosities, length scales
and the resulting permeability values are orders of magnitude
different for tight oil systems. In addition to the confine-
ment effects such as bubble point suppression [54,55], liquid
slippage [56], and enhanced capillary forces [57], nanometer
scale pore sizes also result in smaller advection and diffusion
time scales [58,59]. The interplay between governing physics
of bubble growth becomes more challenging to understand
when the heterogeneous wettability of shale rocks [60-62]
and three-phase flow of oil, gas, and water are brought into
the picture. Therefore, a systematic study where the insights
valid for micrometer-scale porous media are compared with
the phenomena observed at nanometer-scale is essential to
obtain an overall understanding of SGD relevant to tight oil
recovery.
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