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Physics of automated-driving vehicular traffic
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We have found that phase transitions occurring between three traffic phases [free flow (F), synchronized flow
(S), and wide moving jam (J)] determine the spatiotemporal dynamics of traffic consisting of 100% automated-
driving vehicles moving on a two-lane road with an on-ramp bottleneck. This means that three-phase traffic
theory is a common framework for the description of traffic states independent of whether human-driving or
automated-driving vehicles move in vehicular traffic. To prove this, we have studied automated-driving vehicular
traffic with the use of classical Helly’s model [Proceedings of the Symposium on Theory of Traffic Flow (Elsevier,
Amsterdam, 1959), pp. 207–238] widely applied for automated vehicle motion. Although dynamic rules of the
motion of automated-driving vehicles in a road lane are qualitatively different from those of human-driving
vehicles, we have revealed that traffic breakdown (F → S transition) at the bottleneck exhibits the nucleation
nature, which was observed in empirical field data measured in traffic consisting of 100% human-driving
vehicles. The physics of the nucleation nature of the F → S transition in automated-driving traffic is associated
with a discontinuity in the rate of lane-changing that causes the discontinuity in the rate of over-acceleration. This
discontinuous character of over-acceleration leads to both the existence and self-maintaining of synchronized
flow at the bottleneck in automated-driving vehicular traffic as well as to the existence at any time instant of a
range of highway capacities between some minimum and maximum capacities. Within the capacity range, an
F → S transition can be induced; however, when the maximum capacity is exceeded, then after some time-delay
a spontaneous F → S transition occurs at the bottleneck. The phases F, S, and J can coexist each other in space
and time.

DOI: 10.1103/PhysRevE.108.014302

I. INTRODUCTION

In traffic of human-driving vehicles, traffic breakdown that
is a transition from free flow to congested traffic occurs mostly
at bottlenecks. Already in 1950s–1960s two classes of models
for traffic breakdown were introduced:

(i) In the classical Lighthill-Whitham-Richards (LWR)
model [1,2], it is assumed that there is a fundamental dia-
gram for traffic flow at a highway bottleneck; the maximum
flow rate at the fundamental diagram is equal to highway
capacity: If the flow rate upstream of a bottleneck exceeds the
capacity, then traffic breakdown occurs; otherwise, no traffic
breakdown can occur at the bottleneck (see, e.g., Refs. [3–7]).

(ii) In 1958, Herman, Gazis, Montroll, Potts, Rothery, and
Chandler from General Motors (GM) Company [8–11] as
well as by Kometani and Sasaki [12–15] assumed that traffic
breakdown occurs due to traffic flow instability in vehicular
traffic. This classical traffic instability was incorporated into
a number of traffic flow models (e.g., papers, reviews, and
books [6,7,16–33]). As found in Ref. [34], the classic traffic
instability leads to a phase transition from free flow (F) to a
wide moving jam (J) called an F → J transition.

It is commonly assumed that in future vehicular traffic
automated-driving vehicles [automated vehicle (AV)] will
play a decisive role (see, e.g., Refs. [35–49]). Automated-
driving is realized through the use of an automated system
in a vehicle that controls over the vehicle in traffic flow as
well as through the use of cooperative driving realized through

vehicle-to-vehicle communication or/and through vehicle-
to-infrastructure communication (see, e.g., Refs. [50–54]).
Currently, there are many different scientific directions in
which a variety of theoretical questions about mixed traffic
consisting of a random distribution of automated-driving and
human-driving vehicles should be answered. To the ques-
tions belong, for example, the question about the effect of
automated vehicles on highway capacity, traffic breakdown
as well as other traffic characteristics (e.g., Refs. [55–96]),
what environmental impacts of automated vehicles on mixed
traffic can be expected (e.g., see a review in Ref. [97]), or
how different social dilemmas arising in mixed traffic can be
solved (e.g., Refs. [98,99]).

It should be noted that in most theoretical studies of
the effect of automated vehicles on mixed traffic (e.g., see
Refs. [55–94]), motion of human-driving vehicles is described
with the use of the above-mentioned standard traffic flow
models [1–33].

However, from a study of empirical field traffic data it was
found that real traffic breakdown is a transition from free
flow (F) to synchronized flow (S) called an F → S transi-
tion that occurs in metastable free flow with respect to the
F → S transition at a bottleneck [100–102] (see, for a review,
Refs. [103–107]): The F → S transition (traffic breakdown)
exhibits the empirical nucleation nature (Fig. 1). The LWR
theory [1–7] cannot explain the nucleation nature of real
traffic breakdown. The classical traffic instability [6–34] that
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leads to the F → J transition [21–24,27,34] cannot also ex-
plain real traffic breakdown at highway bottlenecks.1

To explain the empirical nucleation nature of traffic break-
down (F → S transition), the author introduced three-phase
traffic theory [100–107]). The three-phase traffic theory is
a framework for the description of empirical traffic data in
three phases: Free flow (F), synchronized flow (S) and wide
moving jam (J); the traffic phases S and J belong to con-
gested traffic. The first implementations of the three-phase
traffic theory in mathematical traffic flow models have been
made in [110,111]. These stochastic models have been further
developed for different applications (see, e.g., Ref. [112]).
Over time, other traffic flow models, which incorporate hy-
potheses of the three-phases traffic theory, have also been
developed (see, e.g., Refs. [113–135]). With the use of a
microscopic three-phase traffic model for human-driving ve-
hicles, the effect of a small share of automated vehicles on
traffic breakdown in mixed traffic at bottlenecks has been
studied in Ref. [136].

A basic hypothesis of the three-phase traffic theory is that
in some traffic situations vehicle acceleration called over-
acceleration exhibits a discontinuous character (Fig. 2): In
synchronized flow, the probability of over-acceleration is con-
siderably lower than it is in free flow [100,101,103].2 It
has been shown that the discontinuous character of over-
acceleration causes a metastability of free flow with respect to
the F → S transition; in its turn, this metastability explains the
empirical nucleation nature of traffic breakdown observed in
measured field traffic data. The three-phase traffic theory has
been initially created for the description of empirical human-
driving vehicular traffic [100–106].

The objective of this paper is to show that the spatiotempo-
ral dynamics of traffic consisting of 100% automated-driving
vehicles is described in the framework of three-phase traffic
theory. It should be emphasized that dynamic rules of motion
of automated vehicles in a road lane can be developed that are
totally different from the real dynamic behavior of human-
driving vehicles. Therefore, a question can arise:

– Why should the three-phase traffic theory describe spa-
tiotemporal phase transitions in traffic flow consisting of
100% of automated vehicles whose dynamics rules of motion
in road lane can be totally different from the real dynamic
behavior of human-driving vehicles?

To answer this question, we should recall that one of the
mechanisms of over-acceleration exhibiting the discontinuous
character (Fig. 2) is vehicle acceleration through lane-
changing to a faster lane on a multi-lane road [100,101,103].3

Either a human-driving or automated-driving vehicle changes
to a neighborhood target lane if (i) some incentive conditions
for lane-changing (like the vehicle can pass the preceding

1In more details, this criticism of standard traffic models can
be found in books [103–106]; in particular, see Appendix C in
Ref. [106].

2See explanations of the term over-acceleration in Sec. 8.1.5 of
Ref. [106].

3In Refs. [100,101,103], the probability of over-acceleration shown
in Fig. 2(a) has been called “probability of passing” (see Fig. 5.7(b)
of Ref. [103]).
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FIG. 1. Empirical nucleation nature of traffic breakdown (F → S
transition) at bottlenecks in human-driving vehicular traffic; traffic
data were measured with road detectors installed along road sec-
tions [100,101,103,108]: (a) Speed data in space and time presented
with averaging method of [109]: A moving synchronized flow pat-
tern (MSP) that has emerged at downstream bottleneck (B-down)
while propagating upstream induces F → S transition (induced traf-
fic breakdown) at upstream on-ramp bottleneck (B). (b) One of
the empirical waves (black colored waves) of decrease in the av-
erage speed caused by slow moving vehicles (moving bottleneck)
while propagating downstream in free flow acts as a nucleus for
spontaneous F → S transition (spontaneous traffic breakdown) at
bottleneck (B) when the speed wave propagates through the bottle-
neck. Adapted from Ref. [106].

vehicle or/and move faster in the target lane) and (ii) some
safety conditions for lane-changing are satisfied, at which no
collisions between vehicles can occur. Thus, if the discontin-
uous character of over-acceleration due to lane-changing to
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FIG. 2. Discontinuous character of over-acceleration
[100,101,103]: (a) Qualitative presentation of over-acceleration
probability during a given time interval. Equivalent presentation
of (a) as a discontinuous dependence of the mean time delay in
over-acceleration on the flow rate; F and S are states of free flow and
synchronized flow, respectively. Adapted from Refs. [103,106].

a faster lane (Fig. 2) is realized for human-driving vehicles,
it should be also for automated vehicles: The discontinuous
character of over-acceleration can be assumed to be an uni-
versal physical feature of vehicular traffic.

The paper is organized as follows: In Sec. II, we consider a
microscopic model of automated-driving vehicular traffic on
a two-lane road and study the physics of the nucleation nature
of the F → S transition at a bottleneck. The existence of a
range of highway capacities at any time instant is the subject
of Sec. III. In Sec. IV, a generalization of nucleation features
of the F → S transition in automated-driving traffic is made.
Transitions between the three phases F, S, and J in automated-
driving traffic are studied in Sec. V. In Discussion (Sec. VI),
we show that the basic result about the nucleation nature of the
F → S transition at the bottleneck remains for string-unstable
automated-driving traffic and even if a different model for
automated-driving vehicles is used.

II. PHYSICS OF METASTABILITY
OF AUTOMATED-DRIVING VEHICULAR TRAFFIC AT

BOTTLENECK WITH RESPECT TO F → S TRANSITION

A. Model of automated-driving vehicular traffic on two-lane
road with on-ramp bottleneck

We study a model of vehicular traffic consisting of 100%
identical automated vehicles moving on a two-lane road with
an on-ramp bottleneck. We assume that the control over an
automated vehicle moving in a road lane is realized through
an adaptive cruise control system (ACC) that is described by
a classical model in which the acceleration (deceleration) a
of the automated vehicle is determined by the space gap to the
preceding vehicle g = x� − x − d and the relative speed �v =
v� − v measured by the automated vehicle as well as by some
optimal space gap gopt between the automated vehicle and the
preceding automated vehicle (see, e.g., Refs. [36–40,46–48]):

a = K1(g − gopt ) + K2�v, (1)

where x and v are the coordinate and the speed of the au-
tomated vehicle, x� and v� are the coordinate and the speed
of the preceding automated vehicle, d is the vehicle length;
here and below v, v�, and g are time-functions; K1 and K2 are

constant coefficients of automated vehicle adaptation;

gopt = vτd, (2)

τd is a desired time headway of the automated vehicle to the
preceding automated vehicle. The classical model (1), (2) that
is currently used in most studied of automated-driving in a
road lane [36–40,46–48] is related to Helly’s car-following
model [137]. The motion of the automated vehicle in a road
lane is found under conditions 0 � v � vfree from the solution
of equations4 dv/dt = a, dx/dt = v, where the maximum
speed (in free flow) vfree is a constant. There can be string
instability of a long enough platoon of automated vehicles
(1), (2) [36–40,46–48]. As found by Liang and Peng [38],
coefficients K2 and K1 in Eq. (1) can be chosen to satisfy
condition for string stability

K2 >
(
2 − K1τ

2
d

)
/2τd. (3)

In the main text of the paper (Secs. II–V), we consider only
automated vehicles whose parameters satisfy condition (3) for
string stability.5

We use incentive lane changing rules from the right to
left lane R → L (4) and from the left to right lane L → R
(5) as well as safety conditions (6) known for human-driving
vehicles (see, e.g., Ref. [138])

R → L : v+(t ) � v�(t ) + δ1 and v(t ) � v�(t ), (4)

L → R : v+(t ) � v�(t ) + δ2 or v+(t ) � v(t ) + δ2, (5)

g+(t ) � v(t )τ2, g−(t ) � v−(t )τ1, (6)

at which the automated vehicle changes to the faster target
lane with the objective to pass a slower automated vehicle in
the current lane if time headway to preceding and following
vehicles in the target lane are not shorter than some given
safety time headway τ1 and τ2. In Eqs. (4)–(6), superscripts
+ and − denote, respectively, the preceding and the fol-
lowing vehicles in the target lane; τ1, τ2, δ1, δ2 are positive
constants.6

Open boundary conditions are applied. At the beginning
of the two-lane road x = 0 vehicles are generated one after
another in each of the lanes of the road at time instants
t (k) = kτin, k = 1, 2, . . ., where τin = 1/qin, qin is a given

4These equations are solved with the second-order Runge-Kutta
method with time step 10−2. No noticeable changes in simulation
results have been found when time step of calculation has been
reduced to 10−3 s.

5The exception is a discussion in Sec. VI A, in which we compare
traffic phenomena at the bottleneck under string-stability condition
(3) studied in Secs. II–V with traffic phenomena occurring in free
flow at the same bottleneck, when automated vehicles do not satisfy
condition for string stability (3).

6It should be noted that in Eqs. (4) and (5) the value v+ at g+ > La

and the value v� at g > La are replaced by ∞, where La is a look-
ahead distance; in simulations, we have used La = 80 m. However,
due to large flow rates used in simulations both condition g+ > La

and condition g > La are not satisfied. The exception is the case of a
moving bottleneck (MB) in automated-driving vehicular traffic that
is considered in Sec. II F.
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FIG. 3. Simulations with model of Sec. II A of the occurrence
of local speed decrease in free flow on two-lane road at bottleneck:
Speed in space and time in the right lane (a) and left lane (b).
qin = 2571 (vehicles/h)/lane, qon = 720 vehicles/h. Parameters of
automated vehicles: τd = 1 s, K1 = 0.3 s−2, K2 = 0.9 s−1, vfree =
120 km/h, d = 7.5 m. Lane-changing parameters: δ1 = 1 m/s, δ2 =
5 m/s, τ1 = 0.6 s, τ2 = 0.2 s. Road and on-ramp parameters: road
length L = 8 km, xon = 6 km, Lm = 0.3 km, λb = 0.3 s.

time-independent flow rate per road lane. The initial vehicle
speed is equal to vfree. After a vehicle has reached the end of
the road x = L it is removed. Before this occurs, the farthest
downstream vehicle maintains its speed and lane.

In the on-ramp model, there is a merging region of length
Lm in the right road lane that begins at road location x = xon

within which automated vehicles can merge from the on-
ramp. Vehicles are generated at the on-ramp one after another
at time instants t (m) = mτon, m = 1, 2, . . ., where τon = 1/qon,
qon is the on-ramp inflow rate. To reduce a local speed de-
crease occurring through the vehicle merging at the on-ramp
bottleneck, as assumed for many known cooperative auto-
mated driving scenarios, automated vehicles merge with the
speed of the preceding vehicle v+ at a middle location x =
(x+ + x−)/2 between the preceding and following vehicles in
the right lane, when the space gap between the vehicles ex-
ceeds some safety value g(min)

target = λbv
+ + d , i.e., some safety

condition x+ − x− − d > g(min)
target should be satisfied. In accor-

dance with these merging conditions, the space gap for a
vehicle merging between each pair of consecutive vehicles
in the right road lane is checked, starting from the upstream
boundary of the merging region. If there is such a pair of
consecutive vehicles, the vehicle merges onto the right road
lane; if there is no pair of consecutive vehicles, for which
the safety condition is satisfied at the current time step, the
procedure is repeated at the next time step, and so on.

When free flow is realized at the bottleneck, we have found
a known result that due to R → L lane-changing the on-ramp
inflow is distributed between two lanes that causes the occur-
rence of local speed decrease in both the right and left road
lanes at the bottleneck (Fig. 3).7

7To explain the occurrence of local speed decrease in free flow
in the both road lanes (Fig. 3), we should note that there is an
asymmetry between the lanes. The physical cause of the asymmetry
between the left and right lanes on the road is the on-ramp bottleneck.
Indeed, in free-flow vehicles that merge from the on-ramp onto the
right lane cause a local speed decrease in the right lane. Vehicles
moving in the right lane should decelerate while approaching the
local speed decrease. For this reason, these vehicles try to change

B. Free flow metastability at bottleneck

As mentioned, rules of vehicle motion of Sec. II A as well
as the occurrence of local speed decrease in both road lanes
at the bottleneck in free flow are known in vehicular traffic
theory. Nevertheless, we have revealed that the free-flow state
at the bottleneck shown in Fig. 3 is in a metastable state with
respect to an F → S transition.

To prove this result, at a time instant Tind we have disturbed
the free-flow state at the bottleneck shown in Fig. 3 through
the application of a time-limited on-ramp inflow impulse �qon

of some duration �t (Fig. 4): (i) At time interval 0 � t < Tind,
the on-ramp inflow rate qon is the same as that in Fig. 3
and, therefore, the same free-flow state is realized; (ii) dur-
ing the impulse Tind � t � Tind + �t the on-ramp inflow rate
has increased to a large enough value qon + �qon at which
traffic congestion is realized at the bottleneck; (iii) at time
t > Tind + �t , although the on-ramp inflow rate has reduced
to its initial value qon, rather the free-flow state returns at the
bottleneck, congested traffic persists at the bottleneck. The
downstream front of induced congested traffic is fixed at the
bottleneck while the upstream front of congested traffic is
continuously propagate upstream (Fig. 4). In accordance with
the phase definitions made in three-phase traffic theory [103],
the induced congested traffic belongs to the synchronized flow
phase of automated-driving vehicular traffic. Thus, at the same
on-ramp inflow rate qon there can be either a free-flow state or
a synchronized flow state at the bottleneck, i.e., free flow in
Fig. 3 is indeed in a metastable state with respect to an F → S
transition at the bottleneck.

C. Discontinuity in the rate of over-acceleration
through lane-changing

To explain the physics of the free-flow metastability with
respect to the F → S transition (Sec. II D), we should first
explain here that there is a discontinuity in the rate of R → L
lane-changing denoted by8 RRL. The discontinuity in the rate

to the left lane in which the speed is higher. Rule (4) determines
conditions for this R → L lane-changing. Contrary to the local speed
decrease in the right lane that occurs due to the bottleneck, without
R → L lane-changing there is no local speed decrease in free flow
in the left lane. The R → L lane-changing ensures a distribution of
the on-ramp inflow between road lanes and, therefore, the R → L
lane-changing results in the occurrence of a local speed decrease in
the left lane, as shown in Fig. 3(b). As found in simulations presented
in the paper below, due to the above-mentioned asymmetry between
the left and right lanes, within the local speed decrease the minimum
vehicle speed in the left lane is higher than in the right lane. For this
reason, a return L → R lane-changing from the left lane to the right
lane governed by rule (5) does not occur even if in (4) and (5) values
δ1 = δ2 [see Fig. 23(a)]. The exception is the model of a moving
bottleneck (MB) in automated-driving vehicular traffic: downstream
of the MB a return L → R lane-changing can occur, as shown in
Figs. 14(a) and 14(b).

8RRL is the number of automated vehicles that change from the right
lane to the left lane during a time unit within the road region xon −
LRL � x � xon + Lm, where parameter LRL = 0.06–0.1 km used
in simulations should guarantee that R → L lane-changing at the
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FIG. 4. Proof of the metastability of free-flow state shown in
Fig. 3 in automated-driving vehicular traffic moving on two-lane
road with bottleneck: Speed in space and time in the right lane
(a) and left lane (b). Parameters of on-ramp inflow-rate impulse
inducing F → S transition at bottleneck: Tind = 30 min, �qon = 180
vehicles/h, �t = 2 min. Other model parameters are the same as
those in Fig. 3.

of R → L lane-changing is realized due to the F → S transi-
tion, i.e., when free flow transforms into synchronized flow.
Examples of R → L lane-changing in free flow and synchro-
nized flow are shown, respectively, in Figs. 5 and 6 through the
use of dashed vertical lines R → L.9 In free flow occurring

upstream front of synchronized flow (after the F → S transition has
occurred) does not come in the calculation of RRL. Indeed, when syn-
chronized flow is at the bottleneck, then only R → L lane-changing
at the downstream front of synchronized flow are responsible for
the discontinuous character of over-acceleration that leads to the
nucleation natures of the F → S transition at the bottleneck. Con-
trarily, as we show in Sec. II E 1, there is another effect of R → L
lane-changing occurring at the upstream front of synchronized flow.
This effect of R → L lane-changing causes the synchronization of
the velocities of the upstream fronts of synchronized flow in the right
and left lanes.

9We should note that the on-ramp merging region in Figs. 5 and 6
exists in the right lane only [labeled by “merging region” in Figs. 5(a)
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FIG. 5. Continuation of Figs. 3 and 4. (a), (b) Simulated vehicle
trajectories within local speed decrease in free flow at bottleneck in
the right lane (a) and left lane (b) at time t < Tind. (c), (d) Location-
functions of speed of vehicle 2 labeled by “2-right” in the right lane
(c) and by “2-left” in left lane (d) in panels (a), (b). R → L lane-
changing of vehicle 2 is marked by dashed vertical lines R → L.

during time 0 � t < Tind, we have found RRL ≈ 6.1 min−1,
whereas in synchronized flow that occurs at the bottleneck at
t � Tind, we have found that R → L lane-changing rate RRL

reduces sharply to RRL ≈ 2.8 min−1 [Fig. 7(a)]. To explain
the abrupt reduction of the rate of R → L lane-changing RRL

occurring due to the F → S transition, we mention that in
synchronized flow the mean time headway between vehicles
τ

(syn)
mean reduces while becoming close to τd = 1 s. At this short

and 6(a)]. The use of labels “xon” and “Lm” in Figs. 5(b) and 6(b)
(as well as in some other figures below) for the left lane should
emphasize that R → L lane-changing resulting in the discontinuous
character of over-acceleration occurs in the vicinity of the on-ramp
merging region.
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vehicle 6 labeled by “6-right” in the right lane (c) and by “6-left” in
left lane (d) in panels (a), (b). R → L lane-changing of vehicle 6 is
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time headway, safety conditions for lane-changing (6) is more
difficult to satisfy in comparison with free flow for which10

τ (free)
mean ≈ 1.175 s. The difference in values of RRL in free flow

and synchronized flow shown in Fig. 7(a) can already be seen
from a comparison of two fragments of vehicle trajectories in
the vicinity of the on-ramp merging region shown for free flow
in Fig. 5(b)11 and for synchronized flow in Fig. 6(b).

10The mean time headway between vehicles in free flow is equal to
τ (free)

mean = (3600/qin ) − (d/vfree ) ≈ 1.175 s.
11It should be emphasized that the free-flow state at the bottleneck

shown in Fig. 4 during time interval 0 � t < Tind is identical with the
free-flow state at the bottleneck in Fig. 3. Therefore, parameters of
trajectories shown in Fig. 5 are related to both Fig. 3 and to Fig. 4 for
time interval 0 � t < Tind.
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FIG. 7. Continuation of Fig. 4. Induced traffic breakdown
(induced F → S transition): (a), (b) Time-dependencies of the over-
acceleration rate ROA that is equal to the lane-changing rate RRL (7)
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1/ROA (b). Values ROA (a) and TOA (b) have been averaged in free
flow (during time interval 0 � t < 30 min) and in synchronized flow
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R → L lane-changing of a vehicle that has initially de-
celerated in the right lane [for example, vehicle 2-right in
Figs. 5(a) and 5(c) and vehicle 6-right in Figs. 6(a) and
6(c) have decelerated before R → L lane-changing] leads to
the acceleration of the vehicle in the left lane. Indeed, in
free flow, vehicle 2-left in Figs. 5(b) and 5(d) accelerates
after R → L lane-changing. In synchronized flow, vehicle
6-left in Figs. 6(b) and 6(d) also accelerates after R → L
lane-changing. The vehicle acceleration under consideration
is solely determined by R → L lane-changing of the vehicle.
Therefore, the rate of the vehicle acceleration denoted by ROA,
which is caused by R → L lane-changing, is given by formula

ROA = RRL. (7)

Thus, vehicle acceleration caused by R → L lane-changing
exhibits the discontinuous character: In accordance with
Eq. (7), there is the discontinuity in the rate of vehicle ac-
celeration ROA when free flow transforms into synchronized
flow [Fig. 7(a)].

In next Sec. II D, we explain that the discontinuity in
the rate of vehicle acceleration ROA caused by R → L lane-
changing leads to the free-flow metastability with respect to
the F → S transition (Fig. 4); in three-phase traffic theory,
such vehicle acceleration has been called over-acceleration
[103,106]. Therefore, the acceleration of vehicle 2-left in free
flow in Figs. 5(b) and 5(d) as well as the acceleration of
vehicle 6-left in synchronized flow [Figs. 6(b) and 6(d)] are
examples of over-acceleration; this explains the use of the
term over-acceleration in Figs. 5–7. We consider also the
mean time delay in over-acceleration denoted by TOA that
is equal to 1/ROA; in free flow TOA ≈ 9.84 s, whereas in
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synchronized flow TOA ≈ 21.4 s [Fig. 7(b)]. The discon-
tinuities in the rate ROA and mean time delay TOA of
over-acceleration, i.e., the discontinuous character of over-
acceleration found here for automated-driving vehicular
traffic is in agreement with three-phase traffic theory for
human-driving traffic (Fig. 2).

D. Spatiotemporal competition of speed adaptation
with over-acceleration

There is a spatiotemporal competition between over-
acceleration and speed adaptation. In this competition, there
are a tendency to free flow and the opposite tendency to
synchronized flow. The tendency to free flow is through over-
acceleration. The opposite tendency to synchronized flow is
through speed adaptation.

Speed adaptation is vehicle deceleration occurring when
a vehicle approaches a slower moving preceding vehicle and
the following vehicle cannot pass it. We should distinguish
speed adaptation in the right lane and speed adaptation in the
left lane. This is because speed adaptation in the left lane is
caused by a dual role of R → L lane-changing.

1. Tendency to free flow through over-acceleration

In free flow (Fig. 5) and synchronized flow (Fig. 6), the
tendency to free flow through over-acceleration is as follows:
A vehicle that changes from the right lane to the left lane
permits the following vehicle remaining in the right lane to
accelerate. When free flow is currently at the bottleneck,
the tendency to free flow through over-acceleration main-
tains the free-flow state. Indeed, due to over-acceleration of
vehicle 2 through its changing to the left lane [“2-left (over-
acceleration)” in Fig. 8(a)], the following vehicle 3 remaining
in the right lane that trajectory is shown in Fig. 5(a) accelerates
[labeled by “3, acceleration” in Fig. 8(a)]. When synchro-
nized flow is currently at the bottleneck, the tendency caused
by over-acceleration tries to transform synchronized flow to
a free-flow state. For example, due to over-acceleration of
vehicle 6 through its changing to the left lane [“6-left (over-
acceleration)” in Fig. 8(b)] the following vehicle 7 remaining
in the right lane that trajectory is shown in Fig. 6(a) accelerates
[labeled by “7, acceleration” in Fig. 8(b)].

2. Tendency to synchronized flow through speed adaptation
in the right lane

When free flow is at the bottleneck, the tendency caused by
speed adaptation tries to transform free flow to synchronized
flow [Fig. 8(c)]. A vehicle merging from the on-ramp [vehicle
“on” in Figs. 5(a) and 8(c)] forces the following vehicle 1 that
trajectory is shown in Fig. 5(a) to decelerate [“1, speed adap-
tation” in Fig. 8(c)] while adapting the speed to the slower
merging vehicle “on.”

If synchronized flow is at the bottleneck, the tendency
caused by speed adaptation tries to maintain the synchronized
flow state [Fig. 8(d)]. A vehicle merging from the on-ramp
[vehicle “on-2” in Figs. 6(a) and 8(d)] forces the following
vehicle 5 that trajectory is shown in Fig. 6(a) to decelerate
[labeled by “5, speed adaptation” in Fig. 8(d)].
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FIG. 8. Simulations of spatiotemporal competition between
over-acceleration and speed adaptation. Time-functions of speed for
vehicle trajectories presented in Figs. 5(a), 5(b) and 6(a), 6(b) labeled
by the same numbers, respectively: (a), (b) Tendency to free flow.
(c), (d) Tendency to synchronized flow.

3. Tendency to synchronized flow through speed adaptation
in the left lane: Dual role of lane-changing

There is a dual role of lane-changing that is as follows. In
free flow, R → L lane-changing of vehicle 2 leads to over-
acceleration [“2-left (over-acceleration)” in Figs. 5(a) and
5(d)]. Contrarily, the same lane-changing of vehicle 2 causes
speed adaptation in the left lane. Indeed, the following vehicle
4 in the left lane that trajectory is shown in Fig. 5(b) must
decelerate [“4, speed adaptation” in Fig. 8(c)], while adapting
its speed to the speed of slower vehicle 2 that has just changed
from the right lane to the left lane.

Speed adaptation caused by a dual role of lane-changing
occurs also in synchronized flow. An example is R → L
lane-changing of vehicle 6 [“6-left (over-acceleration)” in
Fig. 8(d)]: This vehicle forces the following vehicle 9 in the
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left lane that trajectory is shown in Fig. 6(b) to decelerate [“9,
speed adaptation” in Fig. 8(d)].

4. Two possible results of competition between
over-acceleration and speed adaptation

In Fig. 5, free flow persists at the bottleneck. This
means that at the over-acceleration rate ROA ≈ 6.1 min−1 the
tendency to free flow through over-acceleration overcomes the
tendency to synchronized flow through speed adaptation. The
result of the competition between over-acceleration and speed
adaptation is the occurrence of the local speed decrease at
the bottleneck without the emergence of synchronized flow
[Figs. 3 and 4 (at t < Tind)].

Contrarily, in Fig. 6 synchronized flow persists at the
bottleneck (labeled by “synchronized flow” in Fig. 4). This
means that the tendency to synchronized flow through speed
adaptation overcomes the tendency to free flow through over-
acceleration. This is because the over-acceleration rate ROA ≈
2.8 min−1 becomes too small in synchronized flow: Due to
the small rate of over-acceleration in synchronized flow the
competition between speed adaptation and over-acceleration
cannot cause a return transition from synchronized flow to free
flow. The competition between speed adaptation and over-
acceleration determines the speed in synchronized flow.

Thus, the cause of the free-flow metastability with re-
spect to the F → S transition (Fig. 4) is a spatiotemporal
competition between over-acceleration, which exhibits the
discontinuous character, and speed adaptation.

E. Synchronized flow characteristics

1. Synchronization of velocities of upstream fronts
of synchronized flow in road lanes

The speed in synchronized flow in the right lane (vehicle 10
in Fig. 9) is less than the speed in synchronized flow in the left
lane (vehicle 11). However, this speed difference does not lead
to different velocities of the upstream fronts of synchronized
flow in the left and right lanes: These upstream front velocities
are synchronized [upstream fronts of synchronized flow are
labeled by dashed curves “S-up” in Figs. 9(a) and 9(b)].

The physics of this synchronization effect is associated
with R → L lane-changing that occurs in the vicinity of the
upstream synchronized flow front in the right lane (Fig. 10).
While approaching the upstream front of synchronized flow
in the right lane, vehicles decelerate [e.g., vehicle 12 in
Figs. 10(a) and 10(c)]. When the upstream front of synchro-
nized flow in the left lane comes even slightly downstream of
the upstream front of synchronized flow in the right lane, free
flow is realized in the left lane between these upstream syn-
chronized flow fronts; then, between the fronts lane-changing
rate RRL increases. This causes R → L lane-changing of a ve-
hicle decelerating to a synchronized flow speed in the vicinity
of the upstream front of synchronized flow in the right lane
(example of R → L lane-changing for vehicle 13 is marked
by dashed vertical lines labeled by R → L in Fig. 10). Due
to the lane-changing of a slow moving vehicle 13-right to
the left lane (vehicle 13-left), the following vehicle 11 in the
left lane begins to decelerate stronger than it has been before
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FIG. 9. Continuation of Fig. 6. Features of synchronized flow:
(a), (b) Vehicle trajectories at t > Tind + �t , i.e., after F → S tran-
sition has occurred at the bottleneck. (c), (d) Location-functions of
speeds for vehicles 10 and 11 in panels (a), (b).

lane-changing [Fig. 10(d)]. This leads to the synchronization
of the upstream front velocities.

2. Effect of discontinuity in lane-changing rate on flow-rate
distribution

In the initial free-flow state existing at the bottleneck at 0 �
t < Tind (Fig. 4), R → L lane-changing leads to the nearly
fully equalization of the flow rates and densities between
the road lanes downstream of the bottleneck (left column
in Fig. 11 at t < Tind = 30 min). After the F → S transition
has occurred, the lane-changing rate in synchronized flow at
the bottleneck decreases sharply (discontinuity in the lane-
changing rate) and, therefore, the flow rates and densities
between lanes cannot be equalized.12 This explains why in
free flow downstream of the bottleneck both the density and

12Note that when synchronized flow is at the bottleneck, the flow
rate in the left lane depends on both the rate of R → L lane-changing
RRL in the vicinity of the downstream front of synchronized flow
(Figs. 5–7, Sec. II C) and the rate of R → L lane-changing at the
upstream front of synchronized flow (Fig. 10, Sec. II E). For this
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flow rate are smaller in the left lane than they are, respectively,
in the right lane (left column in Fig. 11 at t � Tind).

The discontinuity in the lane-changing rate is also respon-
sible for differences in the averaged speeds, densities, and
flow rates in synchronized flow in the right and left lanes up-
stream of the bottleneck (right column in Fig. 11 at t � Tind).

reason, the flow-rate difference in the left and right lanes downstream
of the bottleneck is less than it would be related to the difference
between values RRL = 6.1 min−1 for free flow and RRL = 2.8 min−1

for synchronized flow [Fig. 7(a)].
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F. Three-phase traffic theory as a common framework
for human-driving and automated-driving traffic

Simulations of automated-driving vehicular traffic
[Figs. 12(a) and 12(b)] show the empirical nucleation
features of the F → S transition found in measurements
of real human-driving traffic [Figs. 1(a) and 1(b)]. Thus,
three-phase traffic theory can indeed be considered a common
framework for the analysis of the dynamics of human-driving
and automated-driving traffic.

A moving synchronized flow pattern (MSP) in Fig. 12(a)
has been induced through the use of an on-ramp inflow im-
pulse at a downstream bottleneck (B-down in Fig. 13). While
propagating upstream, the MSP induces the F → S transition
at the upstream bottleneck.

To simulate a moving bottleneck (MB) in Fig. 12(b), we
have assumed that there is a single automated vehicle moving
in the right lane at a maximum free-flow speed vMB that
is less than vfree. Already at vMB = 110 km/h that is only
10 km/h less than vfree, the slower vehicle acts as the MB
[Figs. 12(b) and 14]. We have also assumed that through
the use of cooperative-driving automated vehicles receive the
information about the location and speed of the MB. Within a
MB merging region of length LM, each vehicle moving in the
right lane changes to the left lane to pass the MB if safety con-
ditions (6) are satisfied [e.g., see vehicle 1 in Figs. 14(a) and
14(b)]; lane-changing rules (4), (5) are not applied within the
MB merging region.13 Other vehicles for which conditions (6)

13This MB model is the same as that in Ref. [139] used in a
stochastic discrete microscopic model for human-driving traffic. In
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are not satisfied have to move at the velocity vMB behind the
MB [trajectories of these vehicles are within a region between
the MB trajectory and a dashed-dotted line in Fig. 14(a)].
Some vehicles moving in the left lane, after they have passed

accordance with the MB model, lane-changing rules (4), (5) are used
only outside the MB merging region.
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Other model parameters are the same as those in Fig. 3.

the MB location, change back to the right lane where they can
move at the speed vfree [vehicle 2 in Figs. 14(a) and 14(b)].

The MB causes a speed decrease localized at the MB that
moves at the speed vMB [Fig. 14(c)]. As in human-driving
traffic [Fig. 1(b)], when the local speed decrease at the MB
reaches other local speed decrease at road bottleneck (B),
an additional short-time local speed decrease occurs at the
bottleneck; this acts as a nucleus for traffic breakdown (F → S
transition) at the bottleneck [Figs. 12(b) and 14].

III. RANGE OF HIGHWAY CAPACITIES
AT ANY TIME INSTANT

A. Minimum and maximum highway capacities

We have found that at any time instant the metastability of
free flow in automated-driving vehicular traffic on two-lane
road with the bottleneck is realized within a flow rate range

Cmin � qsum < Cmax, (8)

where qsum = 2qin + qon is the total flow rate across the road
in free flow; Cmin and Cmax are, respectively, minimum and
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FIG. 16. Simulations of spontaneous F → S transition at bottle-

neck. Speed in space and time in the right lane (left column) and
left lane (right column) at different qon at the same value qin = 2571
(vehicles/h)/lane as that in Fig. 3: (a) qon = 729 vehicles/h, T (B) =
51 min. (b) qon = 740 vehicles/h, T (B) = 19.8 min. (c) qon = 760
vehicles/h, T (B) = 10 min. (d) qon = 780 vehicles/h, T (B) = 5 min.
Other model parameters are the same as those in Fig. 3.

maximum highway capacities. The physics of the capacity
range (8) is that within this capacity range an F → S transition
can be induced at the bottleneck. This result is in accordance
with the three-phase traffic theory of human-driving traffic.

The minimum capacity Cmin is explained in Fig. 15: At a
given qin, there is a minimum on-ramp inflow rate denoted
by qon = qon,min at which in an initial free flow at the bot-
tleneck [Fig. 15(a)] an F → S transition can still be induced
[Fig. 15(b)]; the minimum capacity is equal to Cmin = 2qin +
qon,min. At the model parameters, the F → S transition leads to
the formation of a localized synchronized flow pattern (LSP)
at the bottleneck [Fig. 15(b)]. Contrarily, if

qsum < Cmin, (9)

then no F → S transition can be induced at the bottle-
neck: Synchronized flow induced at the bottleneck dissolves
over time [labeled by “dissolving synchronized flow” in
Fig. 15(c)].

When the flow rate qsum increases, a maximum highway
capacity Cmax can be reached. The maximum capacity Cmax is
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a total flow rate qsum that separates two qualitatively different
phenomena: (i) When condition (8) is satisfied, then free flow
is in a metastable state with respect to the F → S transition at
the bottleneck [Figs. 4 and 15(b)]. (ii) When condition

qsum > Cmax (10)

is satisfied, then free flow is in an unstable state with respect
to a spontaneous F → S transition at the bottleneck (Fig. 16).
At a given flow rate qin, the increase in qsum is achieved
through the increase in qon. In this case, the maximum
capacity Cmax is reached, when the on-ramp inflow rate qon

is equal to some critical value denoted by qon = qon,max, i.e.,
Cmax = 2qin + qon,max.

B. Time delay of spontaneous traffic breakdown (spontaneous
F → S transition)

There is a time delay of the spontaneous F → S transition
at the bottleneck denoted by T (B) (Figs. 16 and 17): Under
condition (10), it has been found that the less the difference
qsum − Cmax, the longer the time delay T (B) is (Fig. 17). In
the time-delay–flow-rate plane, condition qsum = Cmax deter-
mines an asymptote (dashed vertical line in Fig. 17) that
separates metastable free flow (left of the asymptote) and
unstable free flow with respect to the F → S transition (right
of the asymptote).14

14It must be emphasized that we study a deterministic model of
automated-driving vehicular traffic of Sec. II A, in which no random
local disturbances of speed, flow rate, or/and density occur. Rather
than through random effects, in such a “deterministic limit” of the
three-phase traffic theory, local disturbances appear only through
vehicle interactions with each other. In particular, such vehicle in-
teractions are caused by vehicle merging at the on-ramp bottleneck
as well as by the lane-changing behavior. For this reason, if qsum =
Cmax, then the traffic system is in a “intermediate” free-flow state
in which even a very small additional local speed decrease at the
bottleneck causes an F → S transition at the bottleneck. It has been
proven that the smaller the additional local speed decrease at the
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acceleration rate ROA that is equal to the lane-changing rate RRL (7)
(a) and in mean time-delay in over-acceleration TOA that is equal to
1/ROA (b) as functions of the on-ramp inflow rate qon at given flow
rate qin = 2571 (vehicles/h)/lane: Z characteristics of the F → S
transition in automated-driving vehicular traffic on two-lane road
with bottleneck. Other model parameters are the same as those in
Fig. 3.

C. Range of discontinuity of over-acceleration rate

Within the flow-rate range (8) there can be either a free-
flow state or a synchronized flow state at the bottleneck. Under
condition qin =const, the range (8) is equivalent to the on-
ramp inflow-rate range (Fig. 18)

qon,min � qon < qon,max. (11)

When the initial state is free flow and qon increases, then at
qon > qon,max a spontaneous F → S transition occurs with a
delay time T (B) (Figs. 16 and 17). The emergent synchronized
flow persists due to the discontinuity in the over-acceleration
rate (Sec. II D): The over-acceleration rate decreases sharply
[down-arrow in Fig. 18(a)], respectively, the mean time
delay in over-acceleration increases sharply [up-arrow in
Fig. 18(b)].

When qon decreases, synchronized flow exists in the range
(11). Only when qon becomes less than qon,min, a return sponta-
neous S → F transition occurs at the bottleneck; respectively,
free flow recovers at the bottleneck. Thus, there is a Z char-
acteristic for traffic breakdown at the bottleneck that shows
stable, metastable, and unstable states of free flow with respect
to the F → S transition at the bottleneck (Fig. 18).

bottleneck is, the longer the time delay T (B) of the F → S transition
at the bottleneck.
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FIG. 19. Continuation of Fig. 16(b). Features of spontaneous
traffic breakdown: (a), (b) Vehicle trajectories in the right lane (a) and
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ROA that is equal to the lane-changing rate RRL (7) (c) and the mean
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interval T (B) � t � 30 min, where T (B) = 19.8 min), respectively.

D. Physics of spontaneous traffic breakdown

The spontaneous F → S transition occurs at t = T (B)

(Sec. III B) when a sequence of two R → L lane-changing
occurs: One of them is realized at the downstream front of
the local speed decrease [vehicle 1 in Figs. 19(a) and 19(b)]
and another occurs at the upstream front of the local speed
decrease [vehicle 2 in Figs. 19(a) and 19(b)]. Simultaneously,
a drop in the over-acceleration rate ROA [Fig. 19(c)] and, re-
spectively, a jump in the mean time delay in over-acceleration
TOA are realized [Fig. 19(d)]. As explained in Sec. II D, this
discontinuous behavior of over-acceleration causes the abrupt
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FIG. 20. Continuation of Fig. 16(b): Vehicle trajectories in free
flow at the bottleneck at t � T (B) in the right lane (a) and left
lane (b).

transformation of the local speed decrease in free flow at the
bottleneck into synchronized flow. The boundaries of synchro-
nized flow are given by the downstream synchronized flow
front (dashed curves “S-down”) fixed at the bottleneck and
the upstream synchronized flow front propagating upstream
(dashed-dotted curves “S-up” in Figs. 19(a) and 19(b)].

The physics of the maximum capacity Cmax and time delay
T (B) of spontaneous traffic breakdown is as follows. As found,
at qon < qon,max the minimum speed within the local speed
decrease in free flow at the bottleneck does not almost depend
on time (Fig. 3). Contrarily, at qon > qon,max (Fig. 16) the
minimum speed within the local speed decrease in free flow
grows continuously over time [Figs. 20 and 21(a), 21(b) (at
t < T (B))]. Indeed, at t � T (B) (Fig. 20) minimum speeds of
vehicles 3 and 4 are considerably larger than minimum speeds,
respectively, of vehicles 5 and 7 moving in free flow at time
that is only about 30 s less than t = T (B) [Figs. 21(c) and
21(d)]. Thus, the maximum capacity Cmax separates free-flow
states at qon < qon,max, in which the local speed decrease at
the bottleneck does not growth over time, from free-flow
states at qon > qon,max, in which the local speed decrease does
continuously grow over time.15

The continuous reduction of the minimum speed within the
local speed decrease in free flow at the bottleneck over time
has to have a limit that can be considered a critical minimum
speed: After vehicle “on-3” has merged from the on-ramp,
minimum speeds of vehicles 8 and 9 moving in the right

15Note that during the growth of the local speed decrease in free
flow at the bottleneck, locations of R → L lane-changing move
slowly upstream while remaining in the vicinity of location x = xon

[compare locations of R → L lane-changing in Fig. 20(b) with loca-
tions of R → L lane-changing in Fig. 21(b) (at t < T (B))].
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in free flow at time that is about 30 s less than t = T (B); trajectories
“on-3,” 8–12 are related to the time of traffic breakdown (F → S tran-
sition) t = T (B). (c), (d) Comparison of location-functions of speeds
for vehicles 3 and 4 taken from Fig. 20 with speeds on trajectories
5 and 7 from (a), (b). Vehicles 1 and 2 are, respectively, the same as
that in Figs. 19(a) and 19(b). Sequence of two R → L lane-changing
effects of vehicles 1 and 2 that causes spontaneous traffic breakdown
are labeled by R → L-down and R → L-up, respectively.

lane become low enough [Figs. 21(a) and 22(a), 22(b)]. This
causes the sequence of two R → L lane-changing of vehicles
1 and 2 [Figs. 21(a), 21(b) and 22(a), 22(b)]. Slow vehicles
1-left and 2-left [Figs. 22(c) and 22(d)] force, respectively,
the following vehicles 11 and 12 moving in the left lane
to decelerate strongly. At so low speed in the left lane the
over-acceleration rate ROA drops and, respectively, the mean
time delay in over-acceleration increases sharply [Figs. 19(c)
and 19(d)]; as a result, the speed adaptation overcomes the
over-acceleration.
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FIG. 22. Continuation of Fig. 21: Location-functions of speed
for some vehicles whose numbers are the same as that in Fig. 21,
respectively; vehicles 1 and 2 are, respectively, the same as that in
Figs. 19(a) and 19(b).

It takes some time for the continuous reduction of the
minimum speed within the local speed decrease to the critical
speed in free flow at which traffic breakdown occurs at the
bottleneck. This time interval determines time delay T (B) of
traffic breakdown (F → S transition). We have found that the
more the on-ramp inflow rate qon exceeds the critical value
qon,max, the quicker the critical minimum speed in free flow
at the bottleneck is reached. This explains the decreasing
character of function T (B)(qon) (Fig. 17).

IV. GENERALIZATION OF NUCLEATION FEATURES OF
F → S TRANSITION IN AUTOMATED-DRIVING TRAFFIC

Up to now we have used only one chosen set of model
parameters, to demonstrate that automated-driving vehicular
traffic does exhibit the basic feature of the three-phase traf-
fic theory—the nucleation character of an F → S transition
(traffic breakdown) at the bottleneck. To disclose the physics
of this F → S transition, we have studied its features under
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FIG. 23. Speed in space and time in the right lane (left col-
umn) and left lane (right column) at the same flow rate qin = 2571
(vehicles/h)/lane as that in Fig. 3. (a), (b) Induced F → S transition
that has been simulated as that in Fig. 4. (a) Symmetric lane-changing
parameters δ1 = δ2 = 1 m/s in Eqs. (4), (5), qon = 720 vehicles/h,
�qon = 180 vehicles/h. (b) Symmetric safety parameters τ1 = τ2 =
0.4 s in Eq. (6), qon = 700 vehicles/h, �qon = 200 vehicles/h. Tind =
30 min, �t = 2 min. Other model parameters are the same as those
in Fig. 3.

a change in the on-ramp inflow rate qon at the bottleneck
(Secs. II and III). However, do basic results of this paper
about the nucleation character of the F → S transition at the
bottleneck and the existence of a range of highway capacities
remain in automated-driving vehicular traffic, when model
parameters are changed?

A. Effect of lane-changing model parameters
on F → S transition

We have found that as long as model parameters in lane-
changing rules (4)–(6) enable a distribution of on-ramp inflow
between road lanes in free flow, all qualitative results pre-
sented above remain the same ones. Examples are shown in
Fig. 23 for symmetric lane-changing parameters δ1 = δ2 in
Eqs. (4), (5) [Fig. 23(a)] and for symmetric safety parameters
τ1 = τ2 in Eq. (6).

B. Diagrams of F → S transition at bottleneck

To understand the nucleation nature of the F → S tran-
sition in automated-driving traffic, up to now we have used
only one given flow rate in free flow upstream of the bottle-
neck qin = 2571 (vehicles/h)/lane. We have found that the
nucleation nature of the F → S transition at the bottleneck
remains when qin changes (Fig. 24). In particular, maximum
capacity Cmax does not almost depend on qon, whereas mini-
mum capacity Cmin is a decreasing function of qon: the larger
the on-ramp inflow rate qon, the larger the capacity range
Cmax − Cmin [Fig. 24(c)]. When the flow rate qon increases,
the flow-rate range qon,max − qon,min, within which free flow is
metastable with respect to the F → S transition at the bottle-
neck, increases [Fig. 24(d)].
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FIG. 24. Simulations of the nucleation nature of the F → S
transition at the bottleneck for different values qin: (a), (b) Speed
in space and time in the right lane (left column) and left lane
(right column) for spontaneous F → S transition: (a) qin = 2449
(vehicles/h)/lane, qon = 980 vehicles/h, T (B) = 26 min. (b) qin =
2769 (vehicles/h)/lane, qon = 340 vehicles/h, T (B) = 24 min.
(c) Dependencies of minimum highway capacity Cmin and maximum
highway capacity Cmax on qon. (d) Dependencies qin (qon ) related to
Cmin(qon ) (curve denoted by qon,min) and to Cmax(qon ) (curve denoted
by qon,max), respectively. Other model parameters are the same as
those in Fig. 3.

At any value qin, at which the F → S transition can occur,
the physics of the F → S transition is qualitatively the same
as that disclosed in Secs. II and III. In particular, the nature of
the F → S transition is caused by the discontinuous character
of over-acceleration [Figs. 25(a) and 25(b)] as well as its
competition with speed adaptation. Features of synchronized
flow occurring due to the F → S transition (Sec. II E) remain
also the same when qin changes. The speeds in synchronized
flow in the right and left lanes at the bottleneck are decreasing
functions of the on-ramp inflow rate [Fig. 25(c)].

C. Lane-asymmetric nucleation of F → S transition

Because the nucleation nature of F → S transition in
automated-driving traffic at the bottleneck is determined by
the existence of the discontinuity in R → L lane-changing
rate (Sec. II), a question can arise: Does the nucleation nature

014302-15



BORIS S. KERNER PHYSICAL REVIEW E 108, 014302 (2023)

(b)

(a)

(c)

h/
mk

deeps
)

(

on-ramp inflow rate q      (vehicles/h)

on-ramp inflow rate q      (vehicles/h)
on

0
2
4
6
8

120 320 520 720 920

0

40

80

120 320 520 720 920

0

40

80

120

120 320 520 720 920

on-ramp inflow rate q      (vehicles/h)
on

fo yaled e
mit n ae

m
)s(

T
noitarelecca-revo

A
O

noit arelecca-revo
etar

)ni
m/1(     

R
A

O

free flow

synchonized flow

free flow

synchonized flow

right lane

left lane

on

FIG. 25. Characteristics of spontaneous F → S transition at dif-
ferent flow rates qin in free flow upstream of bottleneck. (a), (b)
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rate dependencies of the over-acceleration rate ROA that is equal
to the lane-changing rate RRL (7) (a) and the mean time delay in
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flow”) that has occurred due to F → S transition. (c) Synchronized
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ROA(qon ) and TOA(qon ) as those in Figs. 19(c) and 19(d) for qin =
2571 (vehicles/h)/lane. Other model parameters are the same as
those in Fig. 3.

of F → S transition remain if the lane-changing rules are
changed qualitatively? Indeed, as known, cooperative driv-
ing in automated-driving traffic could permit the realization
of different lane-changing rules that enable a distribution
of on-ramp inflow between road lanes in free flow as done
through lane-changing rules (4)–(6). In Eqs. (4)–(6), at a large
speed difference between lanes no speed limitation for lane-
changing has been assumed. When a vehicle moving at a slow
speed v(t ) changes from the right lane to the left lane, the ve-
hicle can force the following vehicle moving at a larger speed
v−(t ) to decelerate strongly. This can considerably decrease
comfortable driving and sometimes traffic safety.
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FIG. 26. Simulations of lane-asymmetric F → S transition at
bottleneck that occurs in model of Sec. II A, when, in addition to
safety conditions (6), condition (12) is used. Speed in space and
time in the right lane (left column) and left lane (right column)
at different qon at the same flow rate qin = 2571 (vehicles/h)/lane
as that in Fig. 3: (a) Local speed decrease at bottleneck in free
flow, qon = 720 vehicles/h. (b) Induced F → S transition in free
flow of (a); parameters of on-ramp inflow impulse: Tind = 10 min,
�qon = 180 vehicles/h, �t = 1 min. (c) Induced F → S transi-
tion at qon = qon,min = 360 vehicles/h; Tind = 10 min, �qon = 540
vehicles/h, �t = 2 min. (d) Dissolving synchronized flow at qon =
350 vehicles/h that is less than qon,min; Tind = 10 min, �qon = 550
vehicles/h, �t = 2 min. (e) Spontaneous F → S transition at qon =
727 vehicles/h that is larger than qon,max = 724 vehicles/h; T (B) =
11.5 min. In Eq. (12), Tp = 3.3 s, gp = 2 m. Other model parameters
are the same as those in Fig. 3.

Cooperative driving can solve this problem through some
safety condition

g−(t ) + [v(t ) − v−(t )]Tp > gp (12)

used in addition to Eq. (6). Safety condition (12), in which Tp

and gp are constant parameters, limits R → L lane-changing,
when speed difference v−(t ) − v(t ) is large enough, whereas
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0 � t < T (B), where T (B) = 11.5 min.

the space gap g−(t ) between these vehicles is not large enough
for comfortable driving.16

1. Characteristics of lane-asymmetric nucleation
of F → S transition

Condition (12) does not affect on R → L lane-changing
in free flow [Fig. 26(a)]: The same lane-changing rate is
realized and the same local speed decrease appears at the bot-
tleneck as that in Fig. 3. There is free-flow metastability with
respect to the F → S transition at the bottleneck as found in
Secs. II and III; condition (8) is also valid. Moreover, values

16To show the effect of the limitation of the speed difference dur-
ing R → L lane-changing on phase transitions in automated-driving
vehicular traffic, we have used a simple formulation (12). A study
of more detailed dynamic models of lane-changing that incorporate
reactions on lane-changing of the following vehicles moving in the
left lane is out of the scope of this paper; this could be a very
interesting task for further traffic studies.
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FIG. 28. Simulated characteristics of lane-asymmetric F → S
transition on two-lane road with bottleneck at the same value qin =
2571 (vehicles/h)/lane as that in Figs. 3–11. (a) Dependence of time
delay T (B) of spontaneous traffic breakdown on qon; qon,max = 724
vehicles/h, Cmax = 2qin + qon,max = 5868 vehicles/h. (b), (c) Sim-
ulated Z characteristics of the lane-asymmetric F → S transition:
The discontinuity in over-acceleration rate ROA that is equal to the
lane-changing rate RRL (7) (b) and speed (c) as functions of qon;
qon,min = 360 vehicles/h, Cmin = 2qin + qon,min = 5502 vehicles/h.
(d) A small part of panel (b) in a large scale in vicinity of qon =
qon,min; q(1−lane)

on,max = 365.2 vehicles/h. Other model parameters are the
same as those in Fig. 26.

qon,max and, respectively, Cmax = 2qin + qon,max, which sepa-
rate metastable free flow from unstable free flow with respect
to the F → S transition at the bottleneck, remain almost the
same (Figs. 26–28).

However, the use of condition (12) changes basically the
result of the F → S transition at the bottleneck: In Sec. II, after
the F → S transition has occurred, synchronized flow emerges
both in the right and left lanes (Figs. 4 and 16). Contrarily,
under condition (12) the F → S transition causes synchro-
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FIG. 29. Continuation of Fig. 26(b): Time-functions of auto-
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(left column) and road location x = 5.4 km [upstream of the bot-
tleneck] (right column); curves 1—right lane, curves 2—left lane.
10 min averaging time interval at virtual detectors.

nized flow emergence in the right lane only [Figs. 26(b)–
26(e)]. For this reason, we can call the F → S transition as
a lane-asymmetric F → S transition at the bottleneck.

Moreover, after the lane-asymmetric F → S transition
has occurred no local speed decrease remains in free
flow in the left lane at the bottleneck [right column in
Figs. 26(b)–26(e)]. The disappearance of the local speed
decrease in free flow in the left lane at the bottleneck
is explained by the drop in the R → L lane-changing
rate to zero during the lane-asymmetric F → S transition
(Fig. 27): No R → L lane-changing is realized at t >

T (B), i.e., after the lane-asymmetric F → S transition has
occurred at t = T (B) [Figs. 27(a) and 27(b)]. Respectively,
there is a drop in the over-acceleration rate ROA from the rate
ROA in free flow to ROA = 0 in synchronized flow [Fig. 27(c);
one of these R → L lane-changing in free flow at t < T (B)

is marked by dashed vertical line R → L in Figs. 27(a) and
27(b)].17 The physics of this effect is as follows. When syn-
chronized flow begins to emerge in the right lane, the speed
difference v−(t ) − v(t ) in Eq. (12) becomes large enough.
This prevents the R → L lane-changing.

We have found that as in Fig. 17, time delay T (B) of
spontaneous lane-asymmetric F → S transition that occurs at
qon > qon,max is also a strongly falling on-ramp inflow-rate
function [Fig. 28(a)]. However, under the lane-asymmetric
F → S transition there is a considerable reduction in values
qon,min and, respectively, Cmin = 2qin + qon,min [Figs. 28(b)

17The rate ROA in free flow is nearly the same as that when condition
(12) is not used (Secs. II–IV B).
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FIG. 30. Simulations of F → S transition on single-lane road
with bottleneck model of Sec. II A. Speed in space and time at
different qon at the same value qin = 2571 vehicles/h as that in
Fig. 3: (a) Induced traffic breakdown in metastable free flow at
qon = 365 vehicles/h, Tind = 60 min, �qon = 135 vehicles/h, �t =
1 min; (b) Induced traffic breakdown in metastable free flow at
qon = 360 vehicles/h, Tind = 60 min, �qon = 540 vehicles/h, �t =
2 min; (c) Dissolving synchronized flow at qon = 350 vehicles/h,
Tind = 60 min, �qon = 550 vehicles/h, �t = 2 min; (d) Time-
delayed spontaneous traffic breakdown at qon = 366 vehicles/h,
T (B) = 30 min. Other model parameters are the same as those in
Fig. 3.

and 28(c)] in comparison with these values found in Sec. III
(Fig. 15). Other peculiarities of the lane-asymmetric F → S
transition have been found when qon decreases: (i) The value
ROA decreases strongly [Fig. 28(b)]. (ii) The discontinuity in
the over-acceleration rate ROA remains until some inflow-rate
denoted by q(1−lane)

on,max that slightly exceeds qon,min [Fig. 28(d)].
(iii) Although within the range qon,min � qon < q(1−lane)

on,max free
flow is still metastable with respect to the lane-asymmetric
F → S transition, nevertheless, the discontinuity in the over-
acceleration rate ROA does not exist any more: there is no
lane-changing within the inflow-rate range qon,min � qon <

q(1−lane)
on,max at all. To understand this result, we consider in

Sec. IV C 2 automated-driving traffic on a single-lane road
with the same bottleneck.

As in Fig. 11, in the initial free-flow state existing at the
bottleneck at 0 � t < Tind [Fig. 26(b)], R → L lane-changing
leads to the nearly fully equalization of the flow rates and
densities between the road lanes downstream of the bottle-
neck (left column in Fig. 29 at t < Tind = 10 min). After
the lane-asymmetric F → S transition has occurred, the rate
of R → L lane-changing RRL = 0, i.e., there is no R → L
lane-changing at all. For this reason, contrary to the case
shown in Fig. 11 at t � Tind = 30 min (when synchronized
flow is at the bottleneck), in the case of the lane-asymmetric
F→ transition under consideration the flow-rate difference in
the left and right lanes downstream of the bottleneck is fully
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FIG. 31. Simulations of the effect of the increase in desired time
headway τd of automated vehicles on nucleation features of F → S
transition with the model of Sec. II A on two-lane road with bottle-
neck: Speed in space and time in the right lane (left) and left lane
(right). Induced traffic breakdown under condition (8). τd = 1.5 s,
K1 = 0.3 s−2, K2 = 0.6 s−1 in Eqs. (1), (2), τ1 = τ2 = 0.9 s in Eq. (6),
qin = 1714 (vehicles/h)/lane, qon = 710 vehicles/h, Tind = 30 min,
�qon = 190 vehicles/h, �t = 2 min. Other model parameters are the
same as those in Fig. 3.

determined by the difference between values RRL ≈ 6 min−1

for free flow and RRL = 0 for synchronized flow: Downstream
of the bottleneck (left column in Fig. 29 at t > Tind) the flow
rate in the left lane reduces over time to the value qin. Because
after the lane-asymmetric F → S transition has occurred the
rate RRL = 0, the averaged speed, density, and flow rate in the
left lane upstream of the bottleneck (right column in Fig. 29)
do not depend on time.

2. Over-acceleration in automated-driving traffic
on single-lane road

As emphasized above, after the lane-asymmetric F → S
transition has occurred, no effect of the bottleneck on the
vehicle motion in the left lane is realized any more [right
column in Figs. 26(b)–26(e)]. Therefore, each of the road
lanes could be considered as two different (and not connected)
single-lane roads.

We have found that although no R → L lane-changing is
possible on the single-lane road, within the range qon,min �
qon < q(1−lane)

on,max free flow is indeed in a metastable state
with respect to the F → S transition at the bottleneck
[Figs. 30(a)–30(c)]. At a given qin, the maximum on-ramp
inflow-rate q(1−lane)

on,max determines the maximum capacity of
automated-driving traffic on the single-lane road with the
bottleneck: Cmax = qin + q(1−lane)

on,max . When qon > q(1−lane)
on,max , then

after a time delay T (B), which is a decreasing on-ramp inflow-
rate function, the F → S transition occurs spontaneously at
the bottleneck [Fig. 30(d)].

Thus, the minimum on-ramp inflow-rate qon,min of free-
flow metastability with respect to the lane-asymmetric F → S
transition at the bottleneck on two-lane road is determined
by the minimum on-ramp inflow-rate qon,min of free-flow
metastability on single-lane road with the same bottleneck.
To explain this result, we should recall that in three-phase
traffic theory [103–105], the term over-acceleration deter-
mines driver acceleration behaviors associated with a time
delay in acceleration that causes free-flow metastability with
respect to an F → S transition at a bottleneck. In Helly’s
model (1), (2) there is a time delay in acceleration. For this
reason, it is not surprising that Helly’s model (1), (2) shows

over-acceleration on the single-lane road. However, the ef-
fect of this over-acceleration is practically insignificant: the
range of the free-flow metastability on single-lane road is only
q(1−lane)

on,max − qon,min ≈ 5 vehicles/h [Fig. 28(d)].18

D. Effect of desired time headway of automated vehicles

The basic result about the metastability of free flow with
respect to the F → S transition at the bottleneck remains un-
der a wide range of the desired time headway τd of automated
vehicles. However, as shown in Fig. 31, the increase in τd to
1.5 s leads to a considerable decrease in the flow rate qin at
which the metastability of free flow is realized.

V. TRANSITIONS BETWEEN THE THREE PHASES
IN AUTOMATED-DRIVING VEHICULAR TRAFFIC

Wide moving jams can emerge in synchronized flow. We
have found that features of the jams are qualitatively almost
the same as well-known for human-driving traffic. Thus, we
present a simplified analysis of wide moving jams for model
of Sec. IV C, when due to the use of condition (12) synchro-
nized flow and wide moving jams can emerge in the right road
lane only.

For a study of very low speed states in automated-driving
vehicular traffic, we should note that in Eq. (1), when the
speed v → 0, the optimal gap between vehicles gopt (2) tends
also to zero: gopt → 0. However, even when all vehicles are
in standstill, the space gap between vehicles should be larger
than zero. Therefore, when the vehicle speed decreases below
some low speed denoted by vmin, in formula (2) we should
add some additional space gap denoted by gmin to which the
space gap g between automated vehicles tends when the speed
v → 0; therefore, formula (2) is replaced by a known formula

gopt =
{

vτd at v � vmin,

gmin + v(τd − τmin) at v < vmin,
(13)

where τmin = gmin/vmin; gmin and vmin are constants.
We have found that in automated-driving traffic either a

spontaneous S → J transition (Fig. 32) or induced S → J
transition (Fig. 33) can be realized. Vehicle trajectories 1, 2,
and 3 in Figs. 32(c) and 32(d) show a typical example of a
time-development of an emergent wide moving jam (marked
by “jam1”) during the spontaneous S → J transition. The
dynamics of the induced S → J transition [Figs. 33(a) and
33(b)] as well as a time-dependence of the speed of vehicle
4 propagating through the induced wide moving jam (marked
by “jam2”) show a possible coexistence of all three phases
F, S, and J in automated-driving traffic [Fig. 33(c)] that is
qualitatively very similar to that known for human-driving
traffic. In addition with S → J transitions, a wide moving
jam can be induced in free flow (induced F → J transition)
(Fig. 34).

As in human-driving traffic, there are characteristic param-
eters of the downstream front propagation of a wide moving
jam in automated-driving traffic that do not depend on initial

18Note that for Helly’s model (1), (2) with τd = 1.5 s, we have
found q(1−lane)

on,max − qon,min ≈ 10 vehicles/h.
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FIG. 32. Simulations of spontaneous S → J transition in model
of Sec. IV C with the use of Eq. (13). Speed in space and time in
the right lane (left column) and left lane (right column) at different
qon at the same flow rate qin = 2571 (vehicles/h)/lane as that in
Fig. 3: (a) qon = 900 vehicles/h. (b) qon = 940 vehicles/h. (c) Ve-
hicle trajectories in the right lane for a part of (b). (d) Time-functions
of speeds of vehicles 1, 2, and 3 shown in panel (c). In Eq. (13),
vmin = 36 km/h, gmin = 3 m. In panels (a), (b), first after a very
short time delay T (B) [see Fig. 28(a)] a spontaneous F → S transition
occurs; later in synchronized flow after a time delay denoted by
TJ spontaneous emerge of wide moving jams (S → J transition) is
realized. Other model parameters are the same as those in Fig. 26.

conditions. The characteristic jam parameters presented by a
line J in Fig. 35 are: (i) the velocity of the upstream propa-
gation of the downstream jam front vg, (ii) the flow rate qout

and (iii) the density ρmin in the jam outflow (when free flow is
built in this jam outflow) as well as (iv) the density within the
jam ρmax.

States of free flow, synchronized flow, and wide moving
jams build together a double-Z (2Z) characteristic for phase
transitions in automated-driving vehicular traffic (Fig. 36).
At a given qin, there is some maximum on-ramp inflow-rate
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FIG. 33. Simulations of coexistence of the three phases F, S,
and J with the use of a sequence of induced F → S and S → J
transitions in model of Sec. IV C with the use of Eq. (13) at the same
flow rate qin = 2571 (vehicles/h)/lane as that in Fig. 3. (a) Speed
data in space and time in the right lane presented by regions with
variable shades of gray [shades of gray vary from white to black
when the speed decreases from 120 km/h (white) to 0 km/h (black)].
qon = 400 vehicles/h; for induced F → S transition, Tind = 3 min,
�qon = 500 vehicles/h, �t = 1 min; for induced S → J transition,
Tind = 120 min, �qon = 800 vehicles/h, �t = 2 min. (b) Vehicle tra-
jectories in the right lane for a part of (a). (c) Time-function of speed
of vehicle 4 in panel (b). Wide moving jam (J) is marked by “jam2”,
F—free flow, S—synchronized flow. Other model parameters are the
same as those in Fig. 32.

qon denoted by q(J)
on,max (Fig. 36). The condition qon = q(J)

on,max

separates metastable synchronized flow at qon � q(J)
on,max and

unstable synchronized flow at qon > q(J)
on,max, when after a time

delay TJ a spontaneous S → J transition is realized (Fig. 32).
The larger the difference qon − q(J)

on,max, the shorter the time
delay TJ of the S → J transition [Figs. 32(a) and 32(b)].

The 2Z characteristic shows (Fig. 36) that any phase tran-
sitions between the three phases F, S, and J are possible in a
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broad range of the flow rate in automated-driving vehicular
traffic on two-lane road at the bottleneck.

VI. DISCUSSION

We have shown that traffic on a two-lane road with a
bottleneck that consists of 100% string-stable automated ve-
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wide moving jam in Fig. 34 during the jam propagation in free
flow are vg = 30 km/h, qout = 2893 (vehicles/h)/lane, ρmin = 24.5
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parameters are the same as those in Fig. 32.
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hicles moving in a road lane in accordance with the classical
Helly’s model [137] is described in the framework of the
three-phase traffic theory in which traffic breakdown is an
F → S transition that exhibits the nucleation nature. Does this
basic paper result remain when vehicle platoons are string-
unstable (Sec. VI A) or when a qualitatively different model
for automated-driving vehicles is used (Sec. VI B)?

A. F → S transition at bottleneck in automated-driving
vehicular traffic under string-unstable conditions

The basic paper result about the nucleation nature of
traffic breakdown (F → S transition) of the three-phase traf-
fic theory is valid for both string-stable and string-unstable
automated-driving vehicular traffic (Fig. 37). In free flow,
when the speed is equal to vfree, the mean time headway
between vehicles τ (free)

mean is longer than the desired value τd

in Eqs. (1), (2) (at model parameters used in Fig. 37, we get
τ (free)

mean = (3600/qin ) − (d/vfree ) ≈ 1.175 s, whereas τd = 1 s).
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FIG. 39. Nucleation features of F → S transition in automated-
driving traffic consisting of 100% TPACC-vehicles (14) under the
use of lane-changing and bottleneck models of Sec. II A: Speed in
space and time in the right lane (left column) and left lane (right
column). τp = 1.3 s, τG = 1.4 s, τsafe = 1 s, K1 = 0.3 s−2, K�v =
K2 = 0.6 s−1, τ1 = τ2 = 0.5 s, qin = 2000 (vehicles/h)/lane, qon =
700 vehicles/h, Tind = 30 min, �qon = 200 vehicles/h, �t = 2 min.
Other parameters are the same as those in Fig. 3.

Therefore, no long enough vehicle platoons in which auto-
mated vehicles moves at time headway τd can be built in free
flow at the bottleneck: No string instability occurs in free flow.
This explains why basic features of the free-flow metastability
with respect to the F → S transition at the bottleneck remain
qualitatively the same as those found in Secs. II–V for string-
stable automated vehicles.

Contrary to free flow, in synchronized flow resulting from
the F → S transition at the bottleneck very long vehicle pla-
toons in which automated vehicles moves at time headway τd

can be built. For this reason, in synchronized flow the string
instability is realized (Fig. 38).19

B. Automated-driving traffic based on three-phase adaptive
cruise control (TPACC)

The basic result of the paper about the nucleation
nature of traffic breakdown (F → S transition) of the three-
phase traffic theory remains when a qualitatively different
model for automated-driving vehicles is used. In Fig. 39,
automated-driving traffic based on three-phase adaptive cruise
control (TPACC) is simulated. The TPACC-model reads as

19We note that there are no collisions between vehicles in all
simulations of string-stable automated vehicles presented in Secs.
II–V (as well as in Sec. VI B below). There are also no collisions
between automated vehicles during time interval Tind � t � 58 min
of the development of the string instability in synchronized flow
(Figs. 37 and 38). However, if under model parameters used in
Fig. 37 a further growth of speed waves due to the development of
the string instability in synchronized flow at t > 58 min is studied
(not shown in the paper), then collisions between vehicles can be
found at very low speeds; in particular, the collisions occur by R →
L lane-changing. For this reason, for a study of the time-development
of the string instability in synchronized flow on a two-lane road with
the bottleneck rather than the simple model of Sec. II A another
model should be used; such a detalied study of the string instability
in synchronized flow is out of the scope of this paper.
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follows [136,140]:

a(TPACC) =
{

K�v�v at gsafe � g � G,

K1(g − gopt ) + K2�v at g < gsafe or g > G,

(14)

where K�v is a constant dynamic coefficient (K�v > 0), G is a
synchronization space gap, G = vτG, τG is a synchronization
time headway, gsafe is a safe space gap, gsafe = vτsafe, τsafe

is a safe time headway, gopt is given by Eq. (13) when in
this formula τd is replaced by model parameter τp that sat-
isfies condition τp < τG. In contrast with the model (1), (13),
in the TPACC-model (14) there is an indifference zone for
car-following when time headway is between τsafe and τG,
i.e., there is no fixed desired time headway between vehi-
cles in TPACC-vehicle platoons. For this reason, as shown
in Ref. [136], there is no string-instability in TPACC-vehicle
platoons.

Simulations show that nucleation features of the F → S
transition in automated-driving based on the TPACC-model
(14) are qualitatively the same as those found in Secs. II–
V for string-stable automated vehicular traffic with the use
of Helly’s model (1), (2). However, there are some quali-
tative differences in synchronized flow behavior caused by
the indifference zone for car-following in the TPACC-model
(14). For example, while the velocity of the upstream syn-
chronized flow front for Helly’s model (1), (2) is almost
time-independent (Fig. 4), this velocity can depend on time
in the TPACC-model (14) (Fig. 39). A more detailed con-
sideration of three-phase traffic theory for automated-driving
traffic based on the TPACC-model that could be an interesting
subject of scientific investigations is out of the scope of this
paper.

C. Conclusions

(1) The nucleation nature of traffic breakdown (F → S
transition) at a highway bottleneck, which is the basic feature
of the three-phase traffic theory for human-driving traffic,
has been revealed for vehicular traffic consisting of 100% of
automated-driving vehicles moving on a two-lane road with
an on-ramp bottleneck. As long as lane-changing in free flow
ensures a distribution of the on-ramp inflow between road
lanes, this basic result remains in a broad range of model
parameters of automated-driving vehicles.

(2) We have found that there is a discontinuity in the rate
of lane-changing from the right lane (neighborhood lane to on-
ramp) to the left lane (passing lane) (denoted as R → L lane-
changing). In its turn, this causes the discontinuity in the over-
acceleration rate: The rate of over-acceleration in free flow is
larger than it is in synchronized flow.

(3) The cause of the nucleation nature of traffic breakdown
(F → S transition) in automated-driving vehicular traffic at
a bottleneck is the discontinuity in the over-acceleration
rate together with a spatiotemporal competition between
over-acceleration and speed adaptation. A larger rate of over-
acceleration in free flow causes the maintenance of free flow
at the bottleneck; contrarily, a lower rate of over-acceleration
in synchronized flow causes the maintenance of synchronized
flow at the bottleneck.

(4) Through the spatiotemporal competition between
over-acceleration and speed adaptation caused by lane-
changing, at any time instant there is a range of highway
capacities between some minimum and maximum capacities;
within the capacity range, an F → S transition can be induced;
however, when the maximum capacity is exceeded, then after
some time-delay a spontaneous F → S transition occurs at
the bottleneck. All three-phases [free flow (F), synchronized
flow (S), and wide moving jam (J)] can coexist each other
in automated-driving traffic. A diverse variety of phase tran-
sitions, which can occur between the phases F, S, and J,
determine the spatiotemporal dynamics of automated-driving
vehicular traffic.

(5) The discontinuous character of over-acceleration
caused by lane-changing is the universal physical feature of
vehicular traffic. The three-phase traffic theory is the frame-
work for both human-driving and automated-driving vehicular
traffic. Therefore, we can assume that the three-phase traffic
theory is also the framework for a mixed traffic consisting of a
random distribution of human-driving and automated-driving
vehicles. Three-phase traffic theory of mixed traffic that is out
of the scope of this paper could be a very interesting task for
further traffic studies.
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