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Nonlinear ablative Rayleigh-Taylor instability: Increased growth due to self-generated
magnetic fields
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The growth rate of the nonlinear ablative Rayleigh-Taylor (RT) instability is enhanced by magnetic fields
self-generated by the Biermann battery mechanism; a scaling for this effect with perturbation height and
wavelength is proposed and validated with extended-magnetohydrodynamic simulations. The magnetic flux
generation rate around a single RT spike is found to scale with the spike height. The Hall parameter, which
quantifies electron magnetization, is found to be strongly enhanced for short-wavelength spikes due to Nernst
compression of the magnetic field at the spike tip. The impact of the magnetic field on spike growth is through
both the suppressed thermal conduction into the unstable spike and the Righi-Leduc heat flow deflecting heat
from the spike tip to the base. Righi-Leduc is found to be the dominant effect for small Hall parameters, while
suppressed thermal conduction dominates for large Hall parameters. These results demonstrate the importance
of considering magnetic fields in all perturbed inertial confinement fusion hot spots.
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The Rayleigh-Taylor instability [1-3] (RTI) results in
spike-bubble growth when a light fluid is accelerated into a
dense fluid. The instability is prevalent in astrophysics [4—7]
as well as laboratory plasma experiments, such as the ac-
celeration [8—12] and deceleration [13—16] phases of inertial
confinement fusion (ICF) implosions. In ICF experiments, the
RTT is seeded by target imperfections [17-21] or asymmetries
in the drive [22-24]. RTI growth is lowered when a transfer of
energy (for example, electron heat flow or radiation) results
in ablation of the dense spikes, which is called the ablative
Rayleigh-Taylor instability (ARTT) [15,25-29].

Magnetic fields are anticipated to be self-generated at per-
turbations by the Biermann battery mechanism, both during
acceleration of the ablator [30-34] and during the deceleration
of the fusion fuel [35-37]. Magnetic fields up to 10 kT are
expected in the hot spot, which is large enough to magnetize
the electron population [35]. Previous ICF capsule simula-
tions demonstrated that electron magnetization could enhance
the growth of a perturbation by 7 wum within a hot spot of
30 wm radius [38]. While a theory for self-generated magnetic
fields has been developed for the linear stage relevant to the
acceleration phase of ICF implosions [39], the understanding
of how magnetic fields affect different wavelengths or am-
plitudes of ARTT in the highly nonlinear deceleration phase
remains lacking.

This Letter proposes an improved theory for the ARTI
that includes the effect of self-generated magnetic fields. The
theory is derived in three stages: magnetic flux quantification;
magnetic flux concentration at spike tips; and thermal conduc-
tion magnetization. The change to the ARTI spike velocity
due to extended magnetohydrodynamics (xMHD) will be
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demonstrated to be
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where Vy, is the ablation velocity of cold fuel due to electron
thermal conduction. The «¢ coefficients are thermal conduc-
tivity components [40], depending on the plasma ionization
(Z) and the electron Hall parameter (w,7.). It will be shown
that the scaling for w,t, with spike height () and wavelength
L) is

h [ hét
VR
Simulations of a simplified ARTI test problem demon-

strate the validity of the proposed theory. For this, the xXMHD

GORGON code [35,41,42] is used. GORGON includes magnetic

fields self-generated through the Biermann battery process

[35,43] as well as through composition gradients [44]. Ki-

netic suppression of the Biermann battery generation rate is

included [45,46], although the results of this Letter are too col-
lisional to be affected by this term. The transport of magnetic
fields includes bulk plasma advection, Nernst, cross-gradient

Nernst, and resistive effects [47]. In this Letter the magnetic

field only feeds back on the plasma through magnetization

of the electrons, as the magnetic pressure is insignificant.

Magnetization of the electrons uses an anisotropic thermal

conduction algorithm [48], including Righi-Leduc heat flow

[49]. GORGON treats the electron and ion temperatures sep-

arately. Updated magnetized transport coefficients are used

[34,50], which have been shown to affect spike propagation

[38]. The equation of state utilized is the Frankfurt equation of

state (FEOS) [51].

The ARTI test problem is the same as has been used
previously to investigate the impact of an applied magnetic
field on instability growth [52]. A light (p;0 = 103 kg/m?)
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FIG. 1. Density and change in temperature due to MHD effects at three different times during the ARTI evolution for a perturbation of
20 um wavelength. Select magnetic field strength contours have been indicated. The change in temperature due to MHD is calculated by taking
the electron temperature profile with MHD and subtracting the temperature of a separate simulation with no MHD included.

deuterium-tritium (DT) plasma is accelerated (g =
10" m/s?) into a dense DT plasma (pgo = 10* kg/m?).
The system is initialized at rest with a transition layer
(d =200 um) such that the density decays exponentially
between pgo and ppg. The low-density DT plasma is
initialized at Ty = 200 eV for both ions and electrons, with
the temperature elsewhere set such that the system is isobaric.
Two-dimensional (2D) cylindrical (r — z) simulations are
utilized, with the spike propagating down z. The grid
resolution is kept at 0.5 um for all cases; convergence tests
were carried out, finding that additional resolution did not
alter the agreement between simulations and theory.

The system inputs (g, pro, Pmo, 1o, d) have been chosen
to mimic hot-spot conditions, with the hot plasma reaching
2.4 keV, 40 um from the peak density location (p &~ 1.2 x
10° kg/m?) at = 1.5 ns. This temperature increases to 3 keV
byt = 1.8 ns as the hot plasma compresses up against the cold
plasma. The spike height /4 is defined by the position of the
1 keV electron temperature contour.

A perturbation is applied at # = 0 by offsetting the density
transition layer by (hy/2d) cos[min(x, 27rr/1)] along the ac-
celeration axis, where j is the designated initial perturbation
size. Note that for » > A/2 the density transition does not vary
with radius, meaning that the simulated perturbation is best
conceptualized as an isolated spike, rather than a recurring
sinusoidal perturbation. An isolated spike was chosen as it
relates most strongly to capsule simulations motivating this
work [38]. The radial boundary is set as r = A and the axial
extent is 630 um in all cases. The boundary conditions are
transmissive everywhere except for r = 0, which is reflec-
tive. Throughout this Letter, the “small” perturbation case
uses hp = 0.2 um and the “large” perturbation case uses sy =
0.5 um. Note that the initialized perturbation can be smaller
than the grid size, as the interface is a smooth exponential
decay in density over 200 um.

The system is initialized as unmagnetized. This is valid,
as the magnetic flux generation is weak during the linear RT
evolution [37].

Figure 1 shows the evolution for perturbation wavelength
A = 20 um and large initial height. Contours of magnetic field

strength are indicated over the plasma density, with the change
in electron temperature due to the self-generated magnetic
fields shown on the right-hand side. At r = 1.2 ns the mag-
netic field has grown to over 100 T, but there is no significant
change to the case where MHD is ignored. At 1.7 ns the
magnetic field, which is primarily bunched around the spike
tip, has grown to over 4 kT; at this level the MHD has reduced
the temperature near the spike tip by over 1 keV. At 1.8 ns
the magnetic field has detached from the spike tip and is
propagating into the hot plasma, a process called magnetic
flux injection. Up until this time the impact of MHD continu-
ally increases. Once injection takes place the impact of MHD
on spike growth decreases. The theory in this Letter is only
applicable while the magnetic field remains attached to the
spike.

The first stage in the theory is quantifying the amount of
magnetic flux around a perturbation. For a system with closed
boundaries, the change in magnetic flux with time is [37]

BT VP, VT,
B=7§ .31_7§'3||_.5L (3)
e

ot en,

where [ is the path along the boundary.

The two terms in Eq. (3) are sources of magnetic field.
VP,/en, is the Biermann battery effect and —p, VT, /e is a
corrective term for gradients in Z [44], although this is in-
significant for the system of interest in this Letter [37].

Previous work studied the growth of magnetic flux in cap-
sule simulations due to the Biermann battery effect, finding
the following relation for a single-mode case [37],

obg T,—T.. p. <A,0R ATR)

= In
at e on \ PR TR

“

where pR is the line-integrated density, TR is the line-
integrated temperature, and A is the single-mode variation due
to the perturbation. 75, T, p, and p. are bulk temperatures
and densities of the hot and cold regions. This equation was
found to compare favorably with full extended-MHD simula-
tions of ICF hot spots [37].

Equation (4) can be simplified further by noting that
ApR =~ h(p. — pp) and ATR =~ h(T, — T), which gives a
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FIG. 2. These three figures demonstrate the effectiveness of the
scalings proposed in this Letter by comparison with xMHD simu-
lations with different perturbation wavelengths and initial heights.
(a) is for the magnetic flux generation [Eq. (5)]; (b) is for the com-
pression of magnetic flux at the spike tip [Eq. (8)]; (c) is for the
impact of magnetization on the spike velocity [Eq. (1)].

scaling for magnetic flux generation,

0dp
ot

i.e., the flux generation rate is independent of perturbation
wavelength. Note that the domain size is changing when con-
sidering different perturbation wavelengths; if instead a whole
capsule surface is considered, then more magnetic flux would
result from the surface being filled with short-wavelength
features rather than long wavelength of the same amplitude.
However, the flux per feature would be the same.

Figure 2(a) plots the magnetic flux generation rate against
spike height for simulations with different wavelengths and
initial perturbation sizes, showing a good correlation until the
magnetic flux injection regime is reached. Once the magnetic
flux detaches from the spike, there can be significant resistive
diffusion across the axis, resulting in the annihilation of flux.

Next, theory is developed to show how the magnetic field
is concentrated at the spike tip. The transport of magnetic
fields in an xXMHD plasma is governed by the following
equation [47],

~ h, ®)

9B n
— =—-VXx—VXxB+Vx(uz xB)
ot Ho
VP, BV,
4V [ o), ©6)
en, e

where the first term on the right-hand side is resistive diffusion
with diffusivity 1 and the second term is advection of the
magnetic field at velocity vy,

vy =v—y VT, — y (b x VT,), (7)

where the current-driven terms [53] have been neglected due
to their insignificance in this regime [47]. v is the bulk plasma
velocity, while the y; and y, terms are the Nernst and cross-
gradient Nernst terms, respectively. b is the magnetic field unit
vector.

If the magnetic flux was evenly distributed along the per-
turbation surface, then the magnetic field strength would be
approximately ®/ALg, where L is the magnetic field length
scale into the spike. Lp is set primarily by Nernst advection of
the magnetic field along the acceleration axis from hot to cold
plasma, which is independent of perturbation wavelength or
amplitude; indeed, Lz =~ 4 um for all cases simulated. How-
ever, the peak field strength is found to be much larger than
®p/ALp for all cases and is dependent on the radial advection
of magnetic field by Nernst into the spike tip. The ratio of
radial Nernst advection (which compresses the flux) to the
axial Nernst advection scales with #/A. Assuming that this
is the factor by which the magnetic flux compresses gives the
electron magnetization scaling as

dph

m ) (8)

a)ete ~
where w, T, ~ |B| Tf/ 2 /n,. Equation (8) is compared with sim-
ulations in Fig. 2(b). While Fig. 2(a) shows that the magnetic
flux generation rate decreases when the RT spikes reach
the flux injection regime, the electron magnetization actually
increases, as the magnetic fields are transported to a higher-
temperature, lower-density plasma that is easier to magnetize.
The overall equation for thermal conduction magnetization
[Eq. (2)] is reached by combining Eqgs. (5) and (8). Nernst
has been confirmed as the cause of the additional A/A de-
pendence in Eq. (8) by artificially reducing only the radial
component, which results in the expected reduction to electron
magnetization.

Finally, with an understanding developed for how the mag-
netic field bunches at the spike tip, it is possible to turn our
attention to how the magnetic field feeds back on the plasma
hydrodynamics; this is not done directly through the magnetic
pressure (the plasma B is too large in all cases), but instead
through magnetization of the electron population. Magnetized
electron heat flow follows,

q, =~k ViTe = =k V1T, — kb x VT, 9)

where k| is the unmagnetized thermal conductivity along
field lines; «, is the thermal conductivity perpendicular to
field lines that decreases with w,7,.; k. is the Righi-Leduc
coefficient. Righi-Leduc represents the electron heat flow be-
ing redirected 90° due to the magnetic field and peaks for
T, ~ 0.5 in a DT plasma [40]. Note the similarities be-
tween this equation and the magnetic field advection velocity
(Eq. (M].

As the magnetic field is generated azimuthally in this 2D
case, there is no component of heat flow along magnetic field
lines [35]. Figure 3 shows the change in temperature at 1.7 ns
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FIG. 3. Change in electron temperature of a A = 20 um spike
due to magnetized thermal conduction (left) and Righi-Leduc heat
flow (right). The left-hand plot is the difference in temperature be-
tween a simulation with magnetized heat flow (k) and a simulation
with purely unmagnetized heat flow (). The plot on the right-hand
side is the difference in temperature between simulations with and
without Righi-Leduc heat flow turned on (where both simulations use
magnetized heat flow «, ). Density contours for the case including
full MHD have been overlaid.

for the = 20 um case due to both the magnetized perpen-
dicular conduction (k) and Righi-Leduc (k). The left-hand
side of the figure is the effect of turning on the magnetized
perpendicular thermal conduction, while the right-hand side
is the additional effect once Righi-Leduc is turned on (for
physical consistency, the cross-gradient Nernst advection of
magnetic field is only included when Righi-Leduc is turned
on [38]). The lowered value of x, near the spike due to the
magnetic field reduces the heat flow into the spike, cooling
the tip. Righi-Leduc redirects heat flow down from the tip of
the spike, also cooling the tip. In this case the two terms are
contributing a similar amount to the overall change in electron
temperature, although this is not true for all cases analyzed.
The stabilization of RT spikes scales with the ablation
velocity of the spikes [15]. Here, we assume that the only
process causing ablation is the electron heat flow. The ablation
velocity can be obtained by assuming that all of the electron
energy going into the cold fuel is then ablated into the hot
c5/2
spot [15], giving Vip ~ = for the unmagnetized case. In
this Letter it is proposed to replace the unmagnetized conduc-
tivity x| with the magnetized «{ and introduce an additional
Righi-Leduc heat flow that reduces ablation at the spike tip.
Therefore, the RT stabilization including magnetic fields is

(k§ — k)T
Lrp

i.e., the change in spike velocity due to magnetic fields is
as given in Eq. (1). The composite function of different «°
coefficients is given in Fig. 4 for varying Hall parameters,
showing that the Righi-Leduc term dominates at low w, ., but
the suppressed thermal conduction has a greater impact for
w,T, > 0.5.

Vavmp ~ , (10)
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FIG. 4. Increase in RT spike velocity with electron magnetiza-
tion, including separate curves showing the impact of suppressed

perpendicular conduction and the Righi-Leduc component.

A comparison of Eq. (1) to the simulations is given in
Fig. 2(c) with significant deviations from the scaling only
when magnetic flux injection occurs.

Figure 5 shows the difference between spike height in
simulations with MHD to cases without MHD. The impact
of MHD continually increases in time until the spike is ef-
fectively stabilized, which allows for the magnetic field to
detach from the spike. As the perturbation wavelength is de-
creased, the magnetic fields enhance the instability earlier in
time, due to the 1/A? dependence of the magnetization from
Eq. (2). However, the shorter wavelengths are also stabilized
at an earlier time, which decreases the maximum impact of
MHD. The large initial perturbation cases in Fig. 5 show that
a A = 10 um spike has its propagation enhanced by 1.6 um
by 1.55 ns, before the spike is stabilized. For the A = 20 um
case, however, the spike (and magnetic flux) continues to grow
past 1.7 ns, by which time the MHD has enhanced the spike
growth by 3.5 um. This demonstrates the importance of the
electron magnetization scaling with A [ hdt from Eq. (2). The
fractional change in spike height has also been calculated,
giving maximum values of 20% for the A = 10 um case and
16% for A =20 um. Maximum Ahyyp/h is not found to
decrease for smaller initial perturbations, although the peak
is delayed in time.

In summary, a scaling for the enhancement of the nonlin-
ear ablative Rayleigh-Taylor instability due to self-generated
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FIG. 5. Increase in spike height vs time due to self-generated
magnetic fields for a number of perturbation wavelengths and ini-
tialized heights.
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magnetic fields has been presented, comparing favorably with
2D extended-MHD results.

The theory can be used to postprocess capsule simulations
to estimate the impact of magnetic fields. To demonstrate
this, 2D capsule simulations of high-density-carbon (HDC)
implosion N170601 are used with multimode shell thickness
asymmetries. Previous work quantifying magnetic flux gen-
eration predicted peak flux for modes 40-60 [37]. Using the
theory developed in this Letter, the dependence of electron
magnetization on mode number can now be estimated, with
peak magnetization for modes 20-35. The peak Hall parame-
ter is calculated as up to 0.8, which results in AVyip /Van =~ 1,
i.e., a significant reduction in stabilization due to the self-
generated magnetic fields for those modes. Future work will
also quantify how the self-generated fields modify hot-spot
temperature and fusion yield; this is of particular interest
for the recent ignition experiment on the National Ignition
Facility [54-56], which is expected to have generated more
magnetic flux than previous experiments due to the larger
hot-spot temperatures [37].

The theory deviates from simulations once the magnetic
field detaches from the spike, which occurs when the ab-

lative stabilization becomes so strong that the spike begins
to decrease in size. At this stage the magnetic flux loops
are injected into the hot plasma, which reduces the impact
on Rayleigh-Taylor growth but continues to magnetize the
local electron population and may still modify ICF hot-spot
performance.

This work was performed under the auspices of the U.S.
Department of Energy by Lawrence Livermore National Lab-
oratory under Contract No. DE-AC52-07NA27344.

This document was prepared as an account of work spon-
sored by an agency of the United States government. Neither
the United States government nor Lawrence Livermore Na-
tional Security, LLC, nor any of their employees makes any
warranty, expressed or implied, or assumes any legal liability
or responsibility for the accuracy, completeness, or usefulness
of any information, apparatus, product, or process disclosed,
or represents that its use would not infringe privately owned
rights. The views and opinions of authors expressed herein
do not necessarily state or reflect those of the United States
government or Lawrence Livermore National Security, LLC.
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