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Lattice Boltzmann model for predicting frosting process on surfaces considering wettability
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The process of frosting is a multiscale problem, which leads to challenges of proposing accurate numerical
methods. In this study, a lattice Boltzmann model for predicting frost formation and growth on surfaces of various
wettabilities is proposed based on the heterogeneous nucleation and dendrite growth theories. Three lattice
Boltzmann equations are used to calculate the velocity, humidity, and temperature distributions. Furthermore,
the heterogeneous nucleation theory and dendrite growth theory are used to construct the equations that govern
ice production during the frosting process, so that the surface wettability can be considered. After experimental
validation, the model was used in the analysis of frosting behaviors on plates and in microchannels with
different wettabilities. The effects of the intrinsic contact angles and roughness on the frost layer properties
were evaluated. This study will likely facilitate a better understanding of frosting on the mesoscopic level.
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I. INTRODUCTION

Frost formation and growth on cold surfaces are common
phenomena in food processing, the aerospace industry, refrig-
eration, and air conditioning. Unfortunately, frosting usually
results in potential safety hazards, high flow resistance, and
thermal performance degradation. Therefore, many defrosting
and antifrosting studies have been conducted to alleviate the
limitations introduced by frost [1–3]. A key issue in these
studies is the exploration of the mechanisms associated with
frost formation and growth. However, it is very difficult to
study the rules of complex frosting processes based on exper-
imental and theoretical analyses. Fortunately, rapid advances
in the field of numerical simulation have been realized over
the past 30 years. As such, the mechanisms of the frosting
process can be investigated using computer simulation. Natu-
rally, an accurate mathematical model should be proposed first
to take advantages of numerical simulation.

The development of a mathematical model to describe the
frosting process is relevant to a wide range of fields. In recent
years, several frosting models have been proposed. In general,
the physical domain of the frosting process can be divided into
a humid air region and a porous frost layer. Lei et al. [4] di-
vided the existing frosting models into three groups according
to the equations that govern the frosting process. In the first
group, the governing equations were established for only the
frost layer, and the properties of the humid air region were
calculated using empirical correlations [5,6]. In the second
group, the governing equations were established for the humid
air region and the porous frost layer [7–9]. The connection be-
tween these two subdomains was calculated using additional
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air-frost interfacial conditions, but the convection effect was
ignored in the frost layer. In the third group, the governing
equations of the humid air region and porous frost layer were
proposed for the entire frosting region. Different calculation
methods were used to describe the mass transfer rate from the
air to the ice phase [10,11], and the deficiencies of the first
two groups can be addressed. Though more accurate, these
models still do not describe the effects of the substrate plates.
Many experimental studies have shown that the wettability of
plates, which is related to roughness, can significantly affect
the physical properties of the frost layer [12–15]. However,
the effects of the wettability of the plates during the frosting
processes have been ignored in previous numerical simulation
studies [2,3,16]. Although the current mathematical models
can be used to predict the effects of the wet air properties such
as air velocity and relative humidity on frost layer properties,
they fail to predict the effects of substrate wettability during
the frosting process.

To solve this problem, an interfacial mass-transfer scheme
was proposed based on the modified heterogeneous nucleation
theory and dendrite growth theory to describe the formation
of frost layers on the surfaces with different wettabilities.
Moreover, in frosting processes, the frost layer is generally
considered to be a porous medium. In addition to the con-
ventional computational fluid dynamics model [17–19], lattice
Boltzmann method (LBM) is an effective approach for the
treatment of complex boundaries because of its flexibility.
Therefore, in this study, the physical fields of frosting process
were calculated using a generalized lattice Boltzmann model
proposed by Lei et al. [4] to simultaneously simulate the
frosting properties in both the humid air and the frost layer.

In summary, whereas many studies have been conducted to
develop models for frosting calculations, few have considered
the wettability of cold surfaces. To address this limitation, a
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mathematical model for predicting frost formation and growth
on surfaces with various wettabilities is proposed based on
nucleation and dendrite growth theories. The intrinsic contact
angle and roughness are key factors that influence wettability,
in the name of apparent contact angle. Therefore, the model
first considers the effects of the intrinsic contact angle. The
roughness is then generated on the surfaces, and the conse-
quent frosting is simulated. This report consists of five themed
sections. In Sec. I, the background of the study is briefly
introduced. Section II is an overview of the methodology.
Section III introduces the experimental setup of the frosting
process that was used to evaluate the mathematical model.
The results of the research and the discussion of the results
are presented in Sec. IV. Finally, a summary is provided in
Sec. V.

II. THEORETICAL MODELS

A. Generalized governing equations for fluids
in a porous frost layer

During frosting, the frost layer can be regarded as a porous
medium with a variable porosity ε consisting of an ice matrix
and air gaps [4]. In general, three scales can be involved
during flow in porous media, including the pore scale, the
representative elementary volume (REV) scale, and the do-
main scale [20]. Given the complex porous structure of frost,
the volume-averaging procedure is usually used to model the
flow in a porous frost layer at the representative elementary
volume scale [21]. In the elementary control volume V , the
volume fraction of the kth phase ( fk) in a porous medium can
be calculated by the ratio of the volume of the kth phase (Vk)
to the total elementary control volume [21]:

fk = Vk

V
. (1)

In this study, the humid air and ice coexist in elementary
control volume. Then, the volume fractions of wet air and frost
are defined as follows [21]:

fa = ε = Va

V
, fs = Vs

V
=1 − fa. (2)

The subscripts “a” and “s” represent the properties of the
wet air and solid ice phase, respectively. It can be seen from
Eq. (2) that fa=1 and fa=0 for pure humid air and a pure ice
phase, respectively; 0 < fa < 1 for porous frost layer. Herein,
ε is also used to denote the volume fractions of wet air (or
porosity).

The volume-averaged physical quantity χ in an elementary
control volume can be expressed as follows [21]:

χ = χs fs + χa fa. (3)

The volume-averaged velocity, pressure, temperature, and
humidity can be calculated by Eq. (3).

During frost formation and growth on cold surfaces, the
continuity equation, the generalized non-Darcy equation, and
the energy and species conservation equations at the REV
scale can be expressed as follows [20,21]:

ρa
∂ε

∂t
+ ρa∇ · u = −ṁ, (4)

ρa
∂u
∂t

+ ρau · ∇
(u

ε

)
= −∇(εp) + ρave∇2u + ρaF + M,

(5)

ω
∂T

∂t
+ u · ∇T = 1

ρacp,a
∇ · (ka∇T ) − Hsg

cp,a

∂ε

∂t
, (6)

ε
∂Wv

∂t
+ u · ∇Wv = De∇2Wv − ṁ

ρa
, (7)

where u, p, T , and Wv are the volume-averaged velocity,
pressure, temperature, and humidity, respectively. ρa is the
density of humid air,ṁ is mass-transfer source during frost-
ing process. ve and De are the effective values of kinematic
viscosity and diffusion coefficients, respectively. ka and cp are
the thermal conductivity and specific heat at constant pressure,
respectively. Hsg is the latent heat. ω is the heat capacity ratio,
which is calculated as follows [21]:

ω=ρacp,aε + ρscp,s fs

ρacp,a
. (8)

The F and M in Eq. (5) are defined as the total body
force and the momentum transfer rate in the frosting process,
respectively. The total body force is calculated as [20]

F= − εva

K
u − εFε√

K
|u|u + εG, (9)

where va is defined as the kinematic viscosity of humid air,
and G is an external force such as gravity. The geometric
function Fε and permeability K were calculated as follows
[22,23]:

Fε = 1.75√
150ε3

, K = ε3d2
m

150(1 − ε)2 , (10)

where dm is defined as ice droplet diameter.

B. Heterogeneous nucleation theory and dendrite growth theory

There has been significant progress in the understanding
of frost growth based on the work of Hayashi et al. [24].
According to previous studies [3,24], the frosting process can
be divided into the crystal growth period, frost-layer growth
period, and frost-layer full-growth period. During the crys-
tal growth and the frost-layer growth periods, the nucleation
and dendrite growth of ice crystals result in a continuous
increase in the frost-layer thickness and density. Moreover, in
the frost-layer full-growth period, the upper part of the frost
layer melts into water owing to the release of latent heat. The
water penetrates the frost layer and freezes on the cold surface,
resulting in compact ice. Based on the research of Hayashi
et al. [24], the mass transfer in the frost full-growth period is
much less compared to that of the crystal growth and the frost-
layer growth periods. Furthermore, the effects of wettability
on the frosting process are mainly reflected in the initial frost
formation [25]. Therefore, the frost-layer full-growth period
was neglected in this study. Frosting formation is simplified
into two processes to investigate the effects of wettability. The
first is the process of ice crystal formation and growth, and the
other is the process of dendrite growth. A diagram of the two
simplified processes is shown in Fig. 1.
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FIG. 1. Diagram of the two simplified processes that occur during the frosting process.

During the frosting process, the volume fraction of the ice
phase fs continues to increase. Ice generation is closely related
to the mass-transfer source term ṁ. It can be represented as
follows:

ρs
∂ fs

∂t
= ṁ, (11)

where ρs is the ice density. Therefore, the mass-transfer source
term is a key factor in the frosting process.

As shown in Fig. 1, during the frosting formation, the
increase in the mass of frost involves three components: the
formation of ice crystals [Fig. 1(b)], the ice crystal growth
[Fig. 1(c)], and dendrite growth [Figs. 1(d)–1(f)]. These three
components can be defined as m1, m2, and m3, respectively.
The θi in Fig. 1(b) denotes the intrinsic contact angle of the
cold surface, which represents the properties of the material.

Then, the mathematical expression for mass-transfer
source ṁ can be described as follows:

ṁ = m1 + m2 + m3. (12)

The process of ice crystal formation and growth [Fig. 1,
(1)] is similar to that of condensation. The results of previous
studies have shown that this process can be described using
nucleation theory [26–29]. Nucleation refers to the formation
of crystal nuclei during the initial stage of crystallization.
Typically, nucleation processes can be divided into homoge-
neous nucleation and heterogeneous nucleation, depending on
whether the process is promoted by the presence of foreign
bodies [30]. Foreign bodies may be substrates or particles.
The presence of foreign bodies reduces the surface energy
and then reduces the nucleation barrier. Therefore, nucleation
preferentially occurs on foreign bodies in a process known
as heterogeneous nucleation [30]. However, most previous
numerical studies assume that homogeneous nucleation oc-
curs in the computational domain for convenience. Thus, the

existing calculation methods for the interfacial mass-transfer
rate based on the homogeneous nucleation theory should be
improved to consider dominant heterogeneous nucleation as-
sociated with foreign bodies such as heterogeneous plates.

As shown in Fig. 2, the shapes of ice nuclei formed via
the two nucleation mechanisms are different. The ice nuclei
formed by homogeneous nucleation are spherical, whereas
those formed by heterogeneous nucleation can be consid-
ered to be segments. Then, the interfacial mass transfer of
heterogeneous nucleation can then be analogized to that of ho-
mogeneous nucleation [27,29]. According to the formula for
the calculation of the area of a segment, m1 can be calculated

FIG. 2. Diagram of homogeneous nucleation and heterogeneous
nucleation.
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as follows:

m1 = 1
3πρsJr3

c (2 + cos θi )(1 − cos θi )
2, (13)

where J and rc are used to denoted the nucleation rate and
critical radius of the ice crystal, respectively, and θi denotes
the intrinsic contact angle. In fact, the roughness of surfaces
has a significant influence on the wettability. Therefore, the
difference between the apparent contact angle θa and intrin-
sic contact angle θi should be distinguished. Generally, the
contact angle, which can be determined experimentally, is the
apparent contact angle. Before the numerical calculation can
be performed using the presented model, it must be trans-
formed into an intrinsic contact angle. The relation can be
described as [31]

cos θa = β cos θi, (14)

where β is the roughness factor. It is defined as the ratio of the
area of the rough surface to the area of the smooth surface.

In Eq. (13), the critical radius of the ice crystal rc is calcu-
lated as follows [32]:

rc = 2σTsat

ρsHsg(Tsat − T)
. (15)

The water vapor saturation temperature Tsat is related to
humidity. The interfacial energy between ice and air σ can be
calculated as [29]

σ=(99.5 − 0.075T ) × 10−3. (16)

The nucleation rate J in Eq. (13) is obtained from classical
nucleation theory as follows [26]:

J = J0 exp

(
−πσ r2

c (2 + cos θ )(1 − cos θ )2

3kBT

)
, (17)

where kB is the Boltzmann constant. The kinetic constant of
the nucleation rate J0 can be expressed as [33]

J0 = nc

1 + ζ

(
ρ2

v

ρs

)√
2σ

M3π
, (18)

where ρv is the vapor density, and the water molecular mass
M = 2.989 × 10−26 kg is used throughout the simulation pro-
cess, where nc is the nucleation coefficient. The nonisothermal
correction factor ζ is calculated as follows [34]:

ζ=2(γ − 1)

(γ + 1)

Hsg

RT

(
Hsg

RT
− 0.5

)
, (19)

where γ = 1.32 is the specific heat capacity ratio, and R =
461.4 J/(kg K) is the universal gas constant.

We then consider the addition of mass from ice crystal
growth (when r > rc). As the ice crystals grow, an average
radius of the ice crystals is assumed. As the average radius
r̄ increases, the mass of the ice crystals also increases. This
is analogous to homogeneous nucleation [34]. Based on the
formula for the surface area of a spherical cap, m2 can be
represented as

m2 = (2π r̄2(1 − cos θ ))ρsN
dr̄

dt
, (20)

where N is the number of ice crystals per unit volume, which
can be calculated as follows:

N =
∑

t

J (t ). (21)

The ice crystal growth rate dr̄/dt can be estimated from
the energy balance around the segment. It can be expressed as

dr̄

dt
= 2(1 − cos θi )hv (Tsat − T)

(
1 − rc

r̄

)
ρsHsg(2 + cos θi )(1 − cos θi )2 . (22)

The heat-transfer coefficient hv can be calculated as fol-
lows [34]:

hv = λv

r̄(1 + 3.18Kn)
, (23)

where λv is the thermal conductivity of vapor.
Therefore, the ice crystal growth rate can be described as

dr̄

dt
= 2(1 − cos θi )λv (Tsat − T )

(
1 − rc

r̄

)
(2 + cos θi )(1 − cos θi )2ρsHsgr̄(1 + 3.18Kn)

. (24)

The Knudsen number Kn is defined as

Kn = l̄

2r̄
, (25)

where l̄ is the mean-free path of vapor molecules, which can
be calculated by [35]

l̄ = 3μv

√
RT

2p
, (26)

where μv is the vapor dynamic viscosity.
The process of dendrites growth [Fig. 1, (2)] can be de-

scribed using the dendrite growth theory, which has been
widely used in the field of metallic dendrite growth [36,37].
The results of many studies have shown that dendrite growth
is very similar during the frosting process and the growth
of metallic dendrites [38,39]. Both are due to the diffusion
of tips caused by local supercooling [40]. The process of
dendrite growth can be analyzed on a mesoscopic scale us-
ing the classical Lipton-Glicksman-Kurz(LGK)/Lipon-Kurz-
Trivedi(LKT) model [40,41]. According to this model, the
dendrite growth velocity vd and dendrite tip radius Rd can be
calculated as follows:

vd = 1

ηk

(
Tmp − Tif + 2�

Rd

)
, (27)

Rd = �

φTmpPeg
, (28)

where ηk is the interfacial kinetic coefficient, and � is the
Gibbs-Thompson coefficient. Tmp and Tif are the melting
temperature and interface temperature of the dendrites, re-
spectively. Furthermore, φ is the stability parameter, Peg is
the thermal Peclet number. In this study, dendrite growth is
considered to begin when the ice-volume fraction is greater
than 10−6. This value is used to determine when the frosting
process enters the dendrite growth period [27,42].

Furthermore, all dendrites are assumed to be cylindri-
cal. The addition of mass owing to dendrite growth can be
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described as follows:

m3 = πR2
dvdρs. (29)

C. Lattice Boltzmann models

In this study, the generalized LBM was employed to simu-
late the velocity field, humidity field, and temperature field
[4,20], because of the flexibility in dealing with complex
boundary geometries and the mesoscale nature of LBM.

The lattice Boltzmann equation of fluid flow can be ex-
pressed as [4]

fi(x + eiδt , t + δt ) − fi(x, t )

= − 1

τu

[
fi(x, t ) − f eq

i (x, t )
] + δt Fi + δt Ri, (30)

where fi is the velocity distribution function. The dimension-
less relaxation time τu can be calculated by [4]

τu = ve

c2
s δt

+ 1

2
, (31)

where effective kinematic viscosity is calculated by

ve = Wvvv + (1 − Wv )va, (32)

where vv denotes the kinematic viscosity of water steam.

The cs = e/
√

3 is the lattice sound velocity; δt is the time
step. The equilibrium distribution function f eq

i can be defined
as

f eq
i = wi

{
ρp+ρa

[
ei · u

c2
s

+ uu :
(
eiei − c2

s I
)

2εc4
s

]}
, (33)

where ρp is defined as ρp = εp/c2
s , and I is the unit tensor.

This equilibrium distribution for incompressible fluid flows
can reduce compressible errors [4,43].

For present research, the two-dimensional, nine-velocity
(D2Q9)and three-dimensional, nineteen-velocity (D3Q19)
LBM are applied for two-dimensional and three-dimensional
study, respectively. The discrete velocity ei and weight co-
efficient wi for different directions can be defined as for a
two-dimensional study [44]:

ei =

⎧⎪⎪⎨
⎪⎪⎩

(0, 0) i = 0

(±1, 0) δx
δt , (0,±1) δx

δt i = 1 ∼ 4

(±1,±1) δx
δt i = 5 ∼ 8

, (34)

wi =

⎧⎪⎨
⎪⎩

4/9 i = 0

1/9 i = 1 ∼ 4

1/36 i = 5 ∼ 8

. (35)

Correspondingly, the discrete velocity and weights for
three-dimensional study can be defined as [44]

ei =

⎧⎪⎪⎨
⎪⎪⎩

(0, 0) i = 0

(±1, 0, 0) δx
δt , (0,±1, 0) δx

δt , (0, 0,±1) δx
δt i = 1 ∼ 6

(±1,±1, 0) δx
δt , (0,±1,±1) δx

δt , (±1, 0,±1) δx
δt i = 7 ∼ 18

, (36)

wi =

⎧⎪⎨
⎪⎩

1/3 i = 0

1/18 i = 1 ∼ 6

1/36 i = 7 ∼ 18

. (37)

The distribution function Fi can be calculated by [4]

Fi = wi

(
1 − 1

2τu

)

×
[

ei · (ρlF + M)

c2
s

+ u(ρlF + M) :
(
eiei − c2

s I
)

εc4
s

]
.

(38)

Furthermore, the distribution function Ri for mass source
ṁ is described as [4]

Ri = −wiṁ

(
1 − 1

2τu

)
. (39)

The macroscopic density ρ and velocity u can be obtained
at each time step, and can be expressed as [4]

ρp=
∑

i

fi − δt

2
ṁ, (40)

ρau= v

c0 +
√

c2
0 + c1|v|

, (41)

with auxiliary velocity v [4]:

v =
∑

i

ei fi + ρa
δt

2
εG + δt

2
M, (42)

and two parameters of auxiliary velocity [20]:

c0 = 1

2

(
1 + ε

δt

2

va

K

)
, c1 = ε

δt

2

Fε√
K

. (43)

For the humidity field, another lattice Boltzmann equation
is used to determine the humidity distribution function hi as
follows [4]:

hi(x + eiδt , t + δt ) − hi(x, t )

= − 1

τw

[
hi(x, t ) − heq

i (x, t )
] + δt Hi, (44)

where τw refers to the relaxation time. It is calculated by

τw = De

εc2
s δt

+ 1

2
, (45)
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FIG. 3. Schematic diagrams of different roughness parameters.

where effective diffusion coefficient De is obtained by the
empirical correlation [6]

De = Daε
1 + ε

2
, (46)

where Da is the diffusion coefficient of humid air.
The humidity equilibrium distribution heq

i is given by

heq
i = wiWv

(
ε + ei · u

c2
s

)
. (47)

With regard to Hi, the source term in Eq. (44) is defined as

Hi = −wiε
ṁ

ρa
. (48)

Furthermore, the mass fraction of water steam is obtained
by

εWv =
∑

i

hi. (49)

Moreover, the lattice Boltzmann equation for temperature
distribution function gi can be described as [4]

gi(x + eiδt , t + δt ) − gi(x, t )

= − 1

τt

[
gi(x, t ) − geq

i (x, t )
] + δt Gi, (50)

where τt is the relaxation time of temperature field. It can be
calculated by

τt = αe

ωc2
s δt

+ 1

2
, (51)

where αe is the effective thermal diffusivity.
The temperature equilibrium distribution geq

i is given by

geq
i = wiT

(
ω + ei · u

c2
s

)
. (52)

The source term Gi is defined as

Gi = wiω
Hsg

cp,a

∂ε

∂t
. (53)

Then, the temperature is calculated by

ωT =
∑

i

gi. (54)

So far, the velocity, humidity, and temperature fields of
frosting process can be obtained by LBM in this study. The

FIG. 4. Rough surface morphology with different roughness parameters: (a) Effects of K ; (b) effects of Sk.
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FIG. 5. Flow chart of simulation procedures for predicting the
frosting process.

Champan-Enskog tecinique can be used to recover the govern-
ing equations (4)–(7) from lattice Boltzmann equations [4]. It
should be noted that the immersed moving-boundary method
was used to track the solid-liquid phase-change interface in
many previous studies [45–47].This is more detailed; how-
ever, it consumes much computational effort, unaffordable for
simulation of a real exchanger microchannel which is mod-
eled in present study. So, this study takes a more large-scale
(representative elementary volume scale) approach [4,20,48].
The interface of each ice crystal is not tracked, but their
effects are considered by the mass source terms and govern-
ing equations through Eqs. (11), (13), (20), and (29). The

phase-change surface is obtained by the change of ice mass
fraction in elementary control volume due to energy change
by Eqs. (11), (13), (20), and (29). Therefore, the immersed
moving-boundary scheme is not employed in Eq. (30).

D. Random surface reconstruction algorithm

The roughness of superhydrophobic surfaces is usually
randomly distributed. To study the effects of surface rough-
ness, a reconstruction algorithm is utilized in the simulation
to build the surface. The random roughness is mainly de-
scribed by four statistical parameters: mean height, skewness
(Sk), kurtosis (K), and standard deviation (Rq). The mean
height is the average height of the rough surfaces. Skewness
is the degree of skew away from the central distribution. For
a randomly rough surface with a Gaussian distribution, the
skewness is 0, which means that the peak value and valley
value are equal at the height deviation value of the surface. A
surface with the peak value removed has a negative skewness,
whereas a surface with the valley value removed has a positive
skewness. The kurtosis is used to describe the surface rough-
ness distribution of the peak. For a randomly rough surface
with a Gaussian distribution, the kurtosis is 3.0. When the
kurtosis is higher than 3.0, the surface has more peak and
valley values than a Gaussian distribution surface. Relatively,
when the kurtosis is lower than 3.0, the surface has fewer
peak and valley values compared to a Gaussian distribution
surface. The standard deviation measures the degree to which
the surface height distribution deviates from the mean height.
The fluctuation of the surface roughness is enhanced with an
increase in the standard deviation. Figure 3 shows the effects
of different skewness, kurtosis, and standard deviations on the
surface morphology.

In order to clarify the effects of roughness parameters on
surface morphology, five different rough surfaces were recon-
structed, including one randomly rough surface with Gaussian
distribution (Sk = 0, K = 3) and four randomly rough sur-
faces with non-Gaussian distribution. Figure 4 shows the

FIG. 6. Schematic diagram of the experimental setup for the frost formation and growth experiments on cold surfaces.
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comparison of roughness for the Gaussian and non-Gaussian
distributions. As introduced above, when the kurtosis is higher
than 3.0, the surface has more peak and valley values than
a Gaussian distribution surface does. Relatively, when the
kurtosis is lower than 3.0, the surface has fewer peaks and
valley values compared to a Gaussian distribution surface
does. Moreover, the less peak and valley values are caused
by the negative skewness and positive skewness, respectively.

There are various methods for obtaining randomly dis-
tributed rough surfaces based on computer reconstruction. In
previous studies [49,50], the fast Fourier transform method
has been used for this purpose. The details of this method are
presented in a previous study [51].

In addition, the following physical assumptions are used
to simplify the simulation process: (1) humid air is consid-
ered to be an incompressible Newtonian fluid because of its
low velocities; (2) the fluctuation of physical parameters with
temperature is negligible; (3) the effect of gravity is negligible
(G=0); (4) the velocity of humid air is sufficiently high that
natural convection can be ignored; and (5) The temperature
of the cold surface is considered to be much lower than the
freezing-point temperature, and thus, vapor is directly con-
densed into frost.

Based on the aforementioned discussion, a flow chart of
the procedures based on the proposed mathematical model for
predicting frosting processes is shown in Fig. 5.

III. EXPERIMENT SETUP

To validate the mathematical model proposed in this study,
an experimental setup for the study of frost formation and
growth on cold surfaces was designed, as shown in Fig. 6.
The test rig consisted of three parts: a gas supply system,
an imaging and measurement system, and a cooling system.
During the experiment, the air pump supplied a moist air
stream. Humid air was blown across an aluminum sheet us-
ing an acrylic pipe. The cooling of the aluminum sheet was
achieved using a semiconductor chilling plate. The hot side of
the semiconductor chilling plate was cooled using circulating
cooling water piped from a cooling water bath. In addition, the
initial temperature and humidity of the wet air were measured
using temperature and humidity sensors. The cold-surface
temperature was measured by K-type thermocouples embed-
ded on the surface. The humid air velocity was recorded using
a rotameter, and the formation and growth of the frost layer
were recorded by a high-speed camera. The frost thickness
and frost temperature were obtained by the high-speed camera
and infrared camera, respectively, to alleviate the influences

FIG. 7. Computational domain for model validation [4,53].

TABLE I. Physical properties for present study.

Parameter Dimension Air Water vapor Ice

Density kg/m3 1.293 0.554 915
Kinematic viscosity m2/s 1.322 × 10−5 2.418 × 10−5

Thermal conductivity W/(m K) 0.0242 0.0261 2.5
Specific heat J/(kg K) 1006.43 2014 2100

of sensors on frosting processes. All experiment data were
processed using personal computers.

The aluminum plate used in the experiment was modified
to be superhydrophobic before the experiment. The modi-
fication method is described in a previous study [52]. The
purpose of this experiment is to obtain data for validation of
the mathematical model.

IV. RESULTS AND DISCUSSION

A. Model validation

In this section, the proposed model is validated based on
experimental results. Experiment data from a previous study
[8] and present experiment setup were used in the validation
process. In order to compare the results with previous stud-
ies [8], the computational domain for the model validation
is shown in Fig. 7. The setup of computational domain is
similar to Ref. [4,53]. The length and width of the rectangular
computational domain are lx and ly, respectively. The lattice
size of computational is Nx × Ny. Humid air entered through
the left inlet with a temperature Ta, humid air velocity u0, and
humidity Wv,0 (x = 0, 0 � y � ly), and exited via the right
outlet. An outflow boundary was applied at the outlet (x = lx,
0 � y � ly). The upper surface (0 � x � lx, y = ly) and the
inlet of the lower surface (0 � x < lx1, y = 0) were set as
adiabatic walls. The rest of the lower surface (lx1 � x � lx,
y = 0) was set as a cold wall with a constant temperature Tw,
which was lower than the dew point. In all the frosting sim-
ulations in the study, the effective thermal conductivity λe, of
the frost layer, was calculated using the empirical correlation
proposed by Yonko et al. [54]:

λe = 0.024 248 + 7.2311 × 10−4ρ f + 1.183 × 10−6ρ2
f ,

(55)

where ρf is the density of the frost layer, which can be calcu-
lated as follows:

ρ f = fs × ρs + fa × ρa. (56)

TABLE II. Simulation parameters for case 1.

No. Simulation parameters Source

Case 1 Tw = −19.5 ◦C, Ta = 21.4 ◦C,
Wv,0 = 0.0062 kg/kg, u0 = 0.6 m/s,

lx = 140 mm, ly = 10 mm, lx1 = 20 mm;
Smooth surface: θi = 77◦

Ref. [8]

Nx × Ny=1400 × 100
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FIG. 8. Comparison of simulation results with experimental data
in Ref. [8].

Furthermore, two validation cases were implemented to
compare with previous studies [4,8] and present experiment,
respectively. The physical properties of air, ice, and water
vapor are summarized in Table I. In the modeling, lattice units
were used. The lattice units can be converted from physical
units according to Appendix A in the Supplemental Material
[55].

1. Frosting on smooth surface

Case 1 was used to compare with previous studies [4,8].
In Ref. [8], the frosting experiment was performed on an
aluminum sheet and the intrinsic contact angle was set to 77◦.
Since the contact angle has not been reported in previous stud-
ies [8], this contact angle was measured by a contact-angle
meter. The roughness distribution of an unmodified aluminum
sheet was measured via confocal laser scanning microscopy
(CLSM). However, the mean roughness was less than 10−9
m, which is negligible compared to the domain size in this
study. Thus, the unmodified aluminum sheets were considered
to be smooth surfaces. The specific parameters for case 1 are
shown in Table II.

In case 1, for comparison with the experimental results in
Ref. [8] and numerical results in Ref. [4], the variation in
frost thickness δf and temperature within 120 min of frost

TABLE III. Relative errors between experimental data and nu-
merical simulation for case 1.

Error in Error in
temperature frost thickness

Case 1 P1 0.36% 11.68%
P2 0.46%
P3 0.11%
P4 1.13%

FIG. 9. Variations of ice-volume fractions along the height at x =
26 mm and t = 60 min.

occurrence were calculated. The frost thickness was calcu-
lated at x = 130 mm, and the temperature was calculated
at four different heights: P1 (y = 0 mm), P2 (y = 3 mm),
P3 (y = 6 mm), and P4 (y = 9 mm). Comparisons between the
present simulation and previous studies are shown in Fig. 8.

From Fig. 8, it is evident that the results of the numerical
simulation are in good agreement with the previous studies. It
should be noted that the results of present simulation are coin-
cident with the results from Ref. [4] at P4. The relative errors
between numerical models with experimental data in Ref. [8]
are listed in Table III. The error is obtained by calculating the
average error at the specific location during the entire frosting
time.

As shown in Table III, the results indicate that the proposed
mathematical model can accurately predict the frosting pro-

FIG. 10. Results of CLSM for the determination of roughness
and numerical reconstruction of the superhydrophobic surface: (a)
vertical view of CLSM result; (b) 3D surface topography obtained
via CLSM; (c) 3D surface topography obtained via numerical re-
construction; and (d) 2D computational domain after numerical
reconstruction.
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TABLE IV. Simulation parameters for case 2.

No. Simulation parameters Source

Case 2 Tw = −9 ◦C, Ta = 24 ◦C,
Wv,0 = 0.0117 kg/kg, u0 = 0.33 m/s,
lx = 20 mm, ly = 5 mm, lx1 = 0 mm;
rough surface: θi = 142◦, θa = 161◦

Present experiment

Nx × Ny=1000 × 250

cess. The prediction error of temperature during the frosting
process is within 2%, and the prediction error of frost thick-
ness during frost growth is within 12%. The accuracy is the
same as that of other models proposed in previous studies
[4,9,11].

Moreover, the frosting processes on cold surfaces with four
different intrinsic contact angles were investigated to clarify
the presented model, which is unique in that it can predict the
frosting processes on cold surfaces with different wettabilities.
The simulation parameters are listed Table. II, but four differ-
ent intrinsic contact angles (30◦, 75◦, 120◦, and 165◦) were
implemented. The variations of ice-volume fractions along the
height at x = 26 mm and t = 60 min are shown in Fig. 9. It
can be seen that intrinsic contact angle θi = 75◦ gave a best fit
to replicate the frosting phenomenon from Ref. [4], which is
very close to the contact angle (θi = 77◦) measured in advance
for the plate. The ice-volume fraction distributions of Ref. [4]
were obtained from contour plot in Ref. [4] by MATLAB image
processing.

2. Frosting on rough surface

In case 2, the comparison between the present experiment
and numerical results was evaluated. It should be noted that
the modified superhydrophobic aluminum surface in case 2
has some degree of roughness, and the influence of this
roughness will be considered in the validation process. The
roughness of the modified aluminum surface was obtained via
CLSM, and was described by Sk, K , and Rq. Based on these
parameters, a rough surface was reconstructed and introduced
into the simulation. In present simulation, the scheme pro-

FIG. 11. Comparison of simulation results with the experimental
results of this study.

TABLE V. Relative errors between experimental data and numer-
ical simulation for case 2.

Error in Error in
temperature frost thickness

Case 2 N1 0.03% 12.85%
N2 0.12%
N3 0.57%

posed by Yan et al. [56] was used to treat the boundary on
rough surface, which has second-order accuracy. The results
of CLSM and numerical reconstruction in case 2 can be seen
in Fig. 10.

Then, the specific parameters for case 2 are shown in Ta-
ble IV.

In this, the frost thickness was calculated at x = 10 mm,
and the temperature was calculated at three different heights:
N1 (y = 0 mm), N2 (y = 1 mm), and N3 (y = 3 mm). In
present experiment, the frost morphology and frost temper-
ature were obtained by taking pictures by high-speed camera
and infrared camera, respectively, facing the flank of chan-
nel. These pictures are the two-dimensional x − y picture of
the duct. It is symmetric in the z direction. So, the frost is
identical in the z direction. Therefore, the 2D computational
domain was employed in this validation case. Subsequently,
the pictures were postprocessed in MATLAB image processing.
Comparisons between the numerical simulation and experi-
mental results are shown in Fig. 11.

The relative errors between the simulation results and the
experiments are listed in Table V. The prediction errors of
temperature and frost thickness are acceptable. It can be seen
that the present model can also predict the frosting phe-
nomenon on cold surface with rough structures.

Further, the frost-layer height distributions of simulation
and experiment at time instants t = 15 min and t = 30 min
were compared. As shown in Fig. 12, the frost-layer height
distributions given by the present model are in good agree-
ment with those from the experimental data. It should be noted
that the scale of Fig. 12 was adjusted for clarity of observation.
Then, the present model to predict frosting processes was well
verified.

FIG. 12. Comparison of the frost-layer height distributions be-
tween simulation and experiment.
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TABLE VI. Relative error of frost thickness at different position.

x = 2.5 mm x = 5 mm x = 7.5 mm x = 10 mm x = 12.5 mm x = 15 mm x = 17.5 mm

Error 10.58% 12.29% 9.87% 12.85% 13.15% 11.31% 11.98%

Moreover, the sensitivity of the simulation error to the loca-
tion of frosting was analyzed, and the error of frost thickness
for seven different positions on cold surface was contrasted
(x = 2.5, 5, 7.5, 10, 12.5, 15, and 17.5 mm). The error of
different position was obtained by the average of multiple time
points during the frosting process. The error of frost thickness
during the frosting process is recorded in Table VI. As shown
in Table VI, the error of each position is within an acceptable
range, which further validates the reliability of the present
model.

B. Frosting phenomena on cold plates

In this section, the general phenomenon of the frosting
process on cold plates with different wettabilities is investi-
gated using the validated model. The computational domain
and boundary conditions are shown in Fig. 7. The geometric
and physical parameters used in the simulation are listed in
Table VII. Both smooth and rough surfaces were considered
in the simulations. The velocity and temperature fields were
calculated to a steady state (approximately 50 000 time steps
to a residual less than 10−6) before the frosting process was
initiated. For efficiency, all simulations were performed in
parallel on a high-performance computer with 96 cores.

Before further research, the grid-independent test was im-
plemented to ensure the selected grid was reliable. For case
3, three grids of sizes Nx × Ny = 500 × 50, 1000 × 100, and
1500 × 500 were applied to simulate the frosting process on
smooth surface with θi = 150◦; the typical transverse dis-
tribution of temperature at x = 20 mm (where the change
is large) and t = 10 min (when the frost growth is rapid),
is presented in Fig. 13(a). For case 4, three grids of sizes
Nx × Ny = 500 × 100, 1000 × 200, and 2000 × 400 were ap-
plied to simulate the frosting process on rough surface with
Sk = 0, K = 3, and Rq = 1.5 µm; the transverse distribution
of temperature at x = 20 mm and t = 10 min is presented in
Fig. 13(b). It can be seen that the present grids (1000 × 100
and 1000 × 200) are fine enough to obtain grid-independent

solutions, which means that the present grids can be applied
to the following studies.

Subsequently, a smooth surface was first modeled. The
distribution of the ice-volume fraction and temperature for
case 3 are shown in Fig. 14. Only two typical conditions (θi =
60◦, 150◦) for the horizontal zone of 8 mm � x � 50 mm are
shown for convenience.

From Fig. 14, it is evident that the frost-layer thickness
and ice-volume fraction increase simultaneously over time.
A high ice-volume fraction always appears at the leading
part of the frost layer, which has been reported many times
in previous studies [4,9]. The temperature in the entire zone
decreases and the temperature at the same position decreases
with time, which is consistent with the findings of previous
studies [4,11].

The average thickness and average density of the frost layer
were used to characterize its properties. They can be defined
as follows:

δave =
∑lx

lx1
δ f

lx − lx1
, (57)

ρave =
∑lx

lx1
ρ f

lx − lx1
. (58)

The average frost-layer thickness and average frost-layer
density on the smooth cold plates with different intrinsic con-
tact angles are shown in Fig. 15 after 60 min of frosting. It
is evident that for an increase in the surface intrinsic con-
tact angle, there is little difference in the frosting thickness,
whereas the frosting thickness on the hydrophobic surface
increases slightly. The average density of the frost layer on
the hydrophobic surface was significantly less than that on
the hydrophilic surface. The frost density can be significantly
reduced by slightly increasing the intrinsic contact angle on
the hydrophilic surface. However, this parameter was not sig-
nificantly reduced by increasing the intrinsic contact angle
on the hydrophobic surface. The frosting density on the cold
plate at θi = 150◦ was 34.7% less than that on a plate with
θi = 30◦.

TABLE VII. Simulation parameters for the frosting process with different wettability.

No. Parameters Intrinsic contact angle Roughness

Case 3 Tw = −20 ◦C, Ta = 10 ◦C, Wv,0 = 0.006 kg/kg, u0 = 0.5 m/s,
lx = 50 mm, ly = 5 mm, lx1 = 10 mm

30◦−150◦ Smooth

Nx × Ny=1000 × 100

Case 4 Tw = −20 ◦C, Ta = 10 ◦C, Wv,0 = 0.006 kg/kg, u0 = 0.5 m/s, 140 ° Sk = −1 − 1
lx = 50 mm, ly = 10 mm, lx1 = 0 mm K = 2 − 4

Nx × Ny=1000 × 200 Rq = 1.0 − 2.0 µm
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FIG. 13. Grid-independent test for case 3 and case 4.

Roughness has a compound effect on wettability. It has pre-
viously been observed that typical superhydrophobic surfaces
have randomly distributed rough structures [52]. Therefore,
the effects of roughness on the frosting process of superhy-
drophobic surfaces should be investigated further.

The instantaneous distribution of the ice-volume fraction
and temperature in case 4 are shown in Fig. 16. A typical
Gaussian random roughness (Sk = 0, K = 3, Rq = 1.5 µm,
θi = 140◦, and θa = 155.5◦) was considered. Similar to the
frosting process on a smooth surface, the frost-layer thickness
and ice-volume fraction both increase over time. Likewise, the
temperature in the entire zone decreases, and the temperature

at the same position decreases with time. Furthermore, ice
tends to accumulate at concave points with random roughness.
According to the classical heterogeneous nucleation theory
[57], this phenomenon is caused by the presence of inho-
mogeneous local surface energy. On the concave points, the
critical nuclei are smaller than the critical nuclei on a flat or
convex surface, which results in a lower nucleation barrier
[57]. Moreover, as the concave points become sharper, the
nucleation barrier exhibits a monotonic decline. This con-
clusion was confirmed by molecular dynamics simulations
[58].

FIG. 14. Ice-volume fraction and temperature distributions during the frosting process on smooth cold surfaces with two different intrinsic
contact angles (60◦ and 150◦) at time instants t = 1, 10, 30, and 60 min from (a) to (d).
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FIG. 15. Frosting density and frosting thickness on smooth cold
surfaces with different intrinsic contact angles.

The average frost-layer thickness and density on the cold
plates after 60 min of frosting are shown in Fig. 17 for differ-
ent roughness parameters.

From Fig. 17, it is evident that the frosting thickness is
seldom influenced by the roughness parameters. The frosting
density can increase significantly by increasing K and Rq, but
decreases significantly with increasing Sk. This behavior can
be attributed to the concave points on the surface. The more
concave points that exist on the surface, the more active nucle-
ation sites are available for phase changes, thereby increasing
the frosting density. This finding can provide insights into the
design of antifrosting surfaces.

C. Frosting phenomena in microchannels

Currently, superhydrophobic surfaces are used in mi-
crochannel heat exchangers for antidust purposes. Frosting
behavior is investigated in this study using the proposed
model. As shown in Fig. 18, a simplification is made in that

TABLE VIII. Geometric parameters of the microchannel.

Parameters Values (mm)

Depth 25.4
Height 8.1
Width 3.4

the stack of fins is considered as triangular. Furthermore,
a single triangular channel was modeled for saving simula-
tion time. The key geometric parameters of the microchannel
are listed in Table VIII. The grid of sizes Nx × Ny × Nz =
508 × 68 × 162 was employed in present study. The single-
mesh size is 50 µm × 50 µm × 50 µm in physical units. In
summary, the physical parameters are as follows: Ta = 2 ◦C,
Tw = −10 ◦C, u0 = 0.5 m/s, and Wv,0 = 0.004 kg/kg.

Before the further research of frosting process in the mi-
crochannel, the grid-independent test was implemented to
ensure the selected grid was reliable. Three grids of sizes
Nx × Ny × Nz = 254 × 34 × 81, 508 × 68 × 162, and 762 ×
102 × 243 were applied to simulate the frosting process in
microchannel. The average density of frost layer at differ-
ent time is recorded in Fig. 19. As shown in Fig. 19, the
present grids (508 × 68 × 162) were fine enough to obtain
grid-independent solutions and can be used in the following
research.

For a qualitative comparison, a typical superhydrophobic
microchannel with θa = 153◦, θi = 124◦, Sk = 0.579, K =
3.062, and Rq = 8.981 µm was prepared for the frosting ex-
periment. The frosting experiment and numerical simulation
of the microchannel were performed simultaneously. The nu-
merically reconstructed rough surfaces of the microchannels
are shown in Fig. 20.

Figure 21(a) shows the distribution of the ice-volume
fraction during the frosting process in the superhydrophobic
microchannel. A cross section of x = 12 mm is plotted at two
time intervals (t = 10 and 30 min). Further, the frost morphol-

FIG. 16. Ice-volume fraction and temperature distributions of frosting process on a cold coarse surface with Gaussian random roughness
and θi = 140◦ and θa = 155.5◦ at time instants t = 1, 10, 30, and 60 min from (a) to (d).
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FIG. 17. Frosting density and frosting thickness on cold surfaces after 60 min frosting for different roughness parameters: (a) Effects of Sk
with K = 3.0 and Rq = 1.5 µm (b) effects of K with Sk = 0.0 and Rq = 1.5 µm (c) effects of Rq with Sk = 0.0 and K = 3.0.

ogy in the microchannel during the experiment is shown in
Fig. 21(b).

As shown in Fig. 21, the same growth pattern can be
observed in the simulation and the experiment. The frost layer
first grows along the fins and then toward the inside of the
channel, which leads to the increase of flow resistance and the

FIG. 18. Computational domain for frosting phenomena in the
microchannel.

decrease of heat-transfer efficiency. Similar to the frosting on
the plate, the volume fraction of ice also increases with time in
the microchannel. At the initial stage of frosting process, the
frost on the fin is relatively loose, and then the more dense
frost layer can be observed with the extension of frosting
time.

Furthermore, the effects of the intrinsic contact angles on
the frosting processes in the microchannels were investigated.
These effects are represented by the frosting mass mf , which

FIG. 19. Grid-independent test for the simulation of frosting pro-
cess in the microchannel.
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FIG. 20. Numerically reconstructed rough surfaces of the
microchannels.

can be defined as

m f = ρaveVgrid (59)

where Vgrid is the volume of all frosting computational grids.
The frosting mass in the microchannels with different in-

trinsic contact angles of frosting is shown in Fig. 22 after
30 min. It was determined that the frosting mass on a hy-
drophilic microchannel was higher than that on a hydrophobic
microchannel. This phenomenon has been reported in a pre-
vious experimental study [59]. Under the frosting conditions

FIG. 21. Results of numerical and observed frosting thickness in
the microchannel.

FIG. 22. Frosting mass in microchannels with different intrinsic
contact angles after the frosting process.

used in the simulation, the frosting mass of the microchannel
with θi = 125◦ was 35.3% less than that with θi = 55◦. In
summary, decreasing the wettability of microchannels can
also inhibit frost formation and growth. The cause can be
divided into two components: first, nucleation on hydrophobic
surfaces is associated with a higher interfacial free energy
and thus increases the nucleation barrier [30]. Second, the
formation of fewer ice crystals on the hydrophobic surface
due to the greater nucleation barrier of the nucleation pro-
cess, which results in dwarf frost crystals on the hydrophobic
surface relative to that on the hydrophilic surface. From
Fig. 23, it is evident that the dwarf frost crystals on the
hydrophobic surface result in a higher curvature radius rcu

of ice nuclei on hydrophobic surfaces compared to those
on hydrophilic surfaces. According to the Gibbs-Thomson
effect [30], the degree of supercooling caused by the cur-
vature of ice nuclei on hydrophobic surfaces is lower than
the degree of supercooling caused by the curvature on hy-
drophilic surfaces, which results in slow dendrite growth on
the former.

V. CONCLUSIONS

In this study, a lattice Boltzmann model for predicting
frosting processes on cold surfaces with different wettabili-
ties was proposed. The governing equations for mass transfer
between moist air and the ice phase were established based

FIG. 23. Schematic of dendrites growth on a cold surface with
different wettability.
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on the heterogeneous nucleation and crystal growth theories.
The effects of the contact angle and roughness of the surfaces
were considered. An experimental setup for frost formation
and growth was used to observe the frosting phenomenon and
to validate the model. The accuracy of the model was found
to be acceptable. Then, the frosting processes on cold plates
and in microchannels with different contact angles and rough
structures were investigated to gain insight into the frosting
behavior on supercooled surfaces with different wettability.
The main conclusions are as follows:

(1) For frosting processes on smooth cold surfaces, the
distribution of the ice-volume fraction and temperature field
is similar to that obtained in previous studies without consid-
ering wettability.

(2) For frosting processes on smooth cold surfaces with
different intrinsic contact angles, the frost thickness at a given
frosting time is similar. However, the frost density on a hy-
drophobic plate is significantly less than that on a hydrophilic
plate. Under the frosting conditions in this study, the frosting
density on a cold plate with an intrinsic contact angle of 150◦
was 34.7% less than that on a plate with an intrinsic contact
angle of 30◦.

(3) For frosting processes on rough cold surfaces, the con-
cave points in the roughness could increase the number of
sites for active nucleation where icing is more prone to occur.
Therefore, a larger skewness, smaller kurtosis, and smaller
standard deviation will lead to fewer concave points, which
result in decreased frosting. This has implications for the
design of antifrost rough structures.

(4) The frosting mass in the hydrophobic microchannel
was significantly lower than that in the hydrophilic mi-
crochannel. Under the frosting conditions in this study, the
frosting mass in a microchannel with an intrinsic contact angle
of 125◦ was 35.3% less than that with an intrinsic contact
angle of 55◦.

(5) Hydrophobic modification and appropriate design of
rough surface structures can be effective in minimizing the
damage caused by frosting.
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