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Witnessing quantum chaos using observational entropy
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We study observation entropy (OE) for the quantum kicked top model, whose classical counterpart possesses
different phases: regular, mixed, or chaotic, depending on the strength of the kicking parameter. We show that
OE grows logarithmically with coarse-graining length beyond a critical value in the regular phase, while OE
growth is much faster in the chaotic regime. In the dynamics, we demonstrate that the short-time growth rate
of OE acts as a measure of the chaoticity in the system, and we compare our results with out-of-time-ordered
correlators (OTOC). Moreover, we show that in the deep quantum regime, the results obtained from OE are much
more robust compared to OTOC results. Finally, we also investigate the long-time behavior of OE to distinguish
between saddle-point scrambling and true chaos, where the former shows large persistent fluctuations compared
to the latter.
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I. INTRODUCTION

Classical chaos is one of the most significant discoveries
in modern classical mechanics, and its emergence and ap-
plications in various research fields are paralleled with the
development of classical computers. Around 1980, defining
quantum chaos based on the correspondence principle was
initiated, and the definition depends mainly on the chaotic
behavior of the classically limited system from its quantum
counterpart [1–4]. Random matrix theory has contributed
significantly to defining and characterizing quantum chaos
[5]. The emergence of quantum information theory and its
applications in various fields of research, particularly in quan-
tum many-body systems and quantum gravity, accelerated the
studies on the role of quantum chaos [6,7]. Such cross-field
fertilization brought new tools and the application of quan-
tum chaos to the forefront of research. The most important
diagnostic tool is the out-of-time-ordered correlator (OTOC),
from which the quantum Lyapunov exponent can be extracted
[8,9]. The OTOC has been studied for various systems of
interest, from simple systems to quantum many-body sys-
tems and continuous variable systems [8–18]. OTOCs have
also given rise to other closely related measures [19–21].
Relating OTOCs with quantum information theoretic notions
like entanglement generation, uncertainty relations, discord,
and quasiprobability distribution implies a closer tie between
the tools of quantum information theory and quantum chaos
[22–27].

The validity of thermodynamic laws of motion from the
statistical mechanical standpoint inherits the system’s chaotic
behavior. Latora and Baranger proposed [28] a form of
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entropy similar to observational entropy (see next paragraph)
that we study in this work, called “physical entropy,” and
extracted the Kolmogorov exponents for various simple clas-
sical chaotic maps. The foundations of quantum statistical
mechanics rely on the concepts of quantum chaos, and the
relation between the OTOC and thermalization is well studied
in various models [29,30]. The development of quantum infor-
mation theory inherited all the notions of classical information
theory by treating quantum mechanics as a generalization
of probability theory into the noncommutative world, with
various definitions of entropy generalized to quantum en-
tropies. Still, what is to be considered thermodynamic entropy
in quantum mechanics remains a controversial topic. Von
Neumann’s entropy was a valid form of entropy to study
equilibrium thermodynamics as a generalization of Gibb’s
entropy. The interpretation of it as thermodynamic entropy
and other foundational issues of statistical thermodynamics
remains unanswered [31–36].

Šafránek, Deutsch, and Aguirre recently studied the ther-
malization of closed quantum systems by defining an entropy,
a quantum mechanical generalization of classical Gibbs and
Boltzmann entropy [37,38]. They called it observational en-
tropy (OE) and proved that it is a monotonic function of
coarse-graining. However, the concept of OE is quite old and
was introduced earlier in many seminal works in some differ-
ent forms [31,39–41]. Various extensions and applications of
OE have been studied recently [42–46]. The main advantage
of observational entropy is that it can be realized in currently
available experimental setups [47–65]. Even from the theoret-
ical perspective, observational entropy can be a very useful
diagnostic tool to characterize different phases of matter. In
a recent work, two authors of this article investigated the
localization-delocalization transition using OE. In contrast to
the other diagnostic tools, OE possesses an extra degree of
freedom: the coarse-graining length. One can find an optimal
coarse-graining length so that the finite size scaling shows
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much better data collapse, which other diagnostic tools cannot
provide [66].

Our main aim is to investigate the regular and chaotic
behavior using OE. More precisely, we want to investigate
how OE behaves for a system whose classical counterpart
possesses regular, mixed, and chaotic phases. One of the
best candidates for this study is the quantum kicked top
(QKT) model [5,13,67–71]. Depending on the strength of the
kicking parameter, the classical analog of this model shows
a regular, mixed, or chaotic phase. QKTs are also experi-
mentally realizable in cold atom [69] and superconducting
systems [70]. The eigenvalue-spacing statistics of this model
show a transition from Poisson to Wigner distribution as
expected, depending on the underlying classical dynamics
[67]. Dynamical measures, such as sensitivity to perturbation,
OTOCs, and entanglement dynamics, correspond with the
classical phase space [13,69,71–77]. Surprisingly, kicked tops
even in the deep quantum regime show signatures of chaos
[13,69,71,74]. Furthermore, such few-qubit QKTs are exactly
solvable [13,71], making them one of the few chaotic models
with an analytical and an experimental grasp.

II. FORMALISM AND MODEL

A. Observational entropy

Consider a quantum system ρ defined on the Hilbert space
H of dimension d . We can then partition H into orthogonal
subspaces {Hi} such that H = ⊕iHi. The projection opera-
tor onto a subspace Hi is denoted by �i, and

∑
i �i = I,

since they form a complete set of projections. Such a set
{�i} is called a coarse-graining, denoted by χ . Each of the
subspaces can be treated as a macrostate, and the probability
pi that the system ρ is found in a macrostate (subspace)
Hi on measurement is given by pi = Tr(�iρ). Note that,
in general, both measurements and coarse-graining can be
defined with general positive-operator-valued measures [78].
The dimension of the subspace Hi, given by Tr(�i), is called
the volume or coarse-graining length (Vi) of the subspace.
Then the observational entropy of the state ρ associated with
the coarse-graining χ is given as

Sχ (ρ) = −
∑

i

pi log
pi

Vi
. (1)

Consider two coarse-graining χ1 and χ2 with the pro-
jector sets �i1 and �i2 . The coarse-graining χ1 is rougher
than the coarse-graining χ2 and is denoted χ1 ↪→ χ2, if
for every �i1 ∈ χ1 there exists {�i2} such that �i1 =∑

i2∈ci1
�i2 , where ci1 is some index set. In this case, χ2

is denoted as finer coarse-graining than χ1. The coarse-
graining χI with identity I is the roughest coarse-graining, as
χI ↪→ χi, for any coarse-graining χi. Coarse-graining with
{�i1} containing only rank-1 projectors (Vi = 1, ∀i) is the
finest coarse-graining.

It has been shown that OE is a monotonic function of the
coarse-graining. Given χ1 and χ2, if χ1 ↪→ χ2, then

Sχ1 (ρ) � Sχ2 (ρ). (2)

For a given state of the system ρ, the von Neumann en-
tropy SvN (ρ) = −Tr[ρ log ρ] bounds the OE [Sχ (ρ)] for any

coarse-graining χ :

SvN (ρ) � Sχ (ρ) � log dimH. (3)

However, note that the von Neumann entropy is invariant
under the closed system (unitary) evolution. The empirical
evidence and the laws of thermodynamics suggest that there
are situations in which the thermodynamic entropy should in-
crease in an isolated system as well. This incites us to propose
a quantum analog of thermodynamic entropy, and OE is seen
as a natural alternative [37,38,43]. This is more evident if we
rewrite Eq. (1) as

Sχ (ρ) = −
∑

i

pi log pi +
∑

i

pi logVi. (4)

The first term is the Shannon entropy of measurement and the
second term is the averaged Boltzmann entropy. The OE can
have interpolations between both these entropies. The sub-
space Hi acts as a macrostate, and if the state of the system ρ

is contained in one of the macrostates, then �iρ�i = ρ. As a
result, the OE Sχ (ρ) = logVi, which is precisely the quantum
analog of Boltzmann entropy. The Shannon entropy term indi-
cates the mean uncertainty about the macrostate in which the
system can be found. If the microstates in a given macrostate
are indistinguishable, the Boltzmann term represents the mean
uncertainty about the system after the measurement. If the
system is chaotic, the associated uncertainty will have its
representation in its dynamics, and the OE can capture it
efficiently.

To give an insight as to why OE diagnoses chaos, we
consider OE from the perspective of retrodiction [45,79,80].
The second law of thermodynamics and the thermodynamic
fluctuation relations are derived from the difference between
prediction and retrodiction [81,82]. Consider a process rep-
resented by a random variable, which takes the value x at
time t = 0 and the value y at time t = t ′. We use the knowl-
edge of the random variable at t = 0 to predict the value
it takes at t = t ′. Similarly, by using the knowledge of y
at t = t ′, we can retrodict the value of the random variable
at t = 0. The predicting probability is Pp(x, y) = p(x)p(y|x)
and the retrodicting probability is Pr (x, y) = q(y)q(x|y). In
the quantum mechanical scenario, let the quantum state in
its eigen decomposition ρ = ∑

j λ j |φ j〉〈φ j | be measured us-
ing the coarse-graining χ = {�i}. Then the joint probability
Pp(i, j) = λ j〈φ j |�i|φ j〉. Using the measurement statistics of
the coarse-graining χ = {�i}, the retrodicted quantum state
can be given as

ρrec :=
∑

j

p j

Vj
� j, (5)

the joint retrodictive probability is Pr (i, j) =
(p j/Vj )〈φ j |�i|φ j〉. The OE satisfies the following equality
and an inequality in terms of the distance between the
quantities that represent prediction and retrodiction:

Sχ (ρ) − SvN (ρ) = DKL(Pp||Pr ) (6)

� D(ρ||ρrec). (7)

Here DKL(•||•) is the classical relative entropy (Kullback-
Leibler divergence) [83,84] and D(•||•) is the Umegaki
quantum relative entropy [85,86]. For closed Hamiltonian
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FIG. 1. Phase-space distribution for various kicking strengths. At κ = 0.5, the phase space is regular. At κ = 2.5, the mixed phase space
contains regular and chaotic regions. On increasing κ , the regular islands shrink, and at κ = 7, the phase space is completely chaotic.

dynamics (unitary dynamics), as pointed out earlier, the von
Neumann entropy remains unchanged, and it vanishes for pure
states. In some sense, chaos, residing in our understanding
in its classical domain, represents the complex dynamics that
relays the difficulty to retrodict the initial state. Equation (7)
conveys this intuition in the quantum realm. It says that a
larger difference between the coarse-grained entropy (OE) and
the von Neumann entropy implies a bigger variance between
the actual state of the system and the retrodicted system state
from the coarse-grained measurements. Since von Neumann
entropy is a constant for closed systems, the Sχ (ρ) term
(OE) captures ignorance about the system because of coarse-
grained measurements. We observe that ignorance about the
system rapidly increases in quantum systems with classically
chaotic dynamics. In other popular dynamical chaos mea-
sures, such as Loschmidt echo and OTOC, a perturbation in
the dynamics depicts the ignorance of the system’s interaction
with the incompletely known environment. Both perturbation
and coarse-graining represent a lack of complete knowledge
about the system, and this manifests as a rapid increase in
system entropy in chaotic quantum systems.

While the rate of entanglement entropy production is al-
ready used as a chaos indicator in the literature [87–89],
having a classical analog in physical entropy with a close re-
lationship to the Kolmogorov-Sinai entropy-rate [28], OE is a
more natural candidate to diagnose chaos. Hence, in this work,
we consider the QKT model and study the time evolution of
Sχ (ρ) starting from initial localized spin coherent states. Hav-
ing discussed the connection between OE and retrodiction,
intuitively, we expect Sχ (ρ) to grow faster and saturate to a

larger value for chaotic dynamics than regular motions. Also,
Eq. (7) suggests that recovering spin-coherent states must be
much more challenging in the chaotic regime. A recent article
[77] on spin coherent state tomography also corroborates this
intuition. In the subsequent sections, we discuss our findings
in detail.

B. Quantum kicked top

We consider the QKT [5,67] as the model for our study,
and the Hamiltonian corresponding to the QKT is given as

H (t ) = h̄α

τ
Jy + h̄κ

2 j
J2

z

∞∑
−∞

δ(t − nτ ). (8)

The Hamiltonian consists of a rotation about the Y axis, and
periodic kicks about the Z axis at time intervals τ . κ is the
kicking parameter and (Jx, Jy, Jz ) are the x, y, and z compo-
nents of the total angular momentum operators of the spin
j system. The unitary operator corresponding to the QKT
Hamiltonian, Eq. (8), is

U = exp

(
−i

k

2 j
J2

z

)
exp(−iαJy). (9)

The dynamics of spin J under the QKT unitary is given as
J ′

i = U †JiU . Given an initial state |ψ (0)〉, the time-evolved
(discrete) state |ψ (n)〉 under the QKT Hamiltonian is obtained
by iterative application of the unitary operator U :

|ψ (n)〉 = U n|ψ (0)〉. (10)
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In the classical limit j → ∞ and for α = π/2, by defining
X = 〈 Jx

j 〉, Y = 〈 Jy

j 〉, and Z = 〈 Jz

j 〉, the maps takes a simple
form as follows:

X ′ = Z cos(κX ) + Y sin(κX ),

Y ′ = −Z sin(κX ) + Y cos(κX ),

Z ′ = −X. (11)

The classical map on the unit sphere for various values of
the kicking strength κ can be seen in Fig. 1. The visibly
homogeneous blue region in Fig. 1(c), for instance, is called
the chaotic region. The small structures floating in the chaotic
sea are called regular regions. One can see that the regular
regions gradually shrink and disappear as κ increases in Fig. 1.
Further details of the phase space for different κ values can
be found in Ref. [67]. The QKT [5,67] is a simple quantum
chaotic model studied from various perspectives [13,68–71].

III. KINEMATICAL STUDY: OBSERVATIONAL ENTROPY
WITH COARSE-GRAINING

We study the time evolution of spin coherent states with the
QKT Hamiltonian (8) for various kicking parameters κ . The
spin coherent states are defined as

|ψ (θ, φ)〉 = eβJ−

(1 + ββ∗) j
| j, j〉, (12)

where β = eiφ tan(θ/2) and J− = Jx − iJy. The state | j, m〉 is
the joint eigenstate of angular momentum operators J2 and Jz:

J2| j, m〉 = j( j + 1)| j, m〉,
Jz| j, m〉 = m| j, m〉. (13)

The Hilbert space is of dimension d = 2 j + 1 = 1024,
and the measurement operator is Jz. The eigenstates of Jz

are the computational basis vectors, denoted as {|q〉}, q ∈
{0, 1, . . . d − 1}. We construct the orthogonal subspace-
projection operators from these computational basis vec-
tors as follows. We define �i = ∑i+k

q=i |q〉〈q|, where i ∈
{0, 1, 2, . . . , s − 1} and k < d is a constant. Here s denotes
the total number of orthogonal partitions such that

∑s−1
i=0 �i =

I, and H = ⊕s−1
i=0Hi, where Hi is the subspace onto which

�i projects the state. The dimensions of Hi are all the same,
and the coarse-graining length μ = Vi. Hence, if Vi′ > Vi, then
χi′ ↪→ χi. We consider the total Hilbert space of dimension
d = 2 j + 1 = 1024, and we study the growth of observa-
tional entropy with the coarse-graining length. We choose μ

as integer powers of 2.
In Fig. 2, we study the growth of OE with respect to the

log of the coarse-graining length μ. The initial state is the spin
coherent state as defined in Eq. (13), and the OE is calculated
by averaging over 100 states for uniformly chosen values of
θ ∈ {0, π} and φ ∈ {0, 2π}. The OE, as defined in Eq. (1),
consists of two terms. The first term is the Shannon entropy,
and the second is the averaged Boltzmann entropy. Since we
consider the volume of the subspaces Hi to be the same for
every coarse-graining, the second term is a constant for a fixed
μ and, e.g., log μ, which is shown in Fig. 2 using a dotted
line. The growth of the OE with the coarse-graining length
μ averaged over initial states (without any time evolution)

FIG. 2. OE growth against the natural logarithm of the coarse-
graining length (μ) for different values of kicking parameter for
d = 1024. The Boltzmann term is given by log μ for uniform
coarse-graining. OE is dominated by the Boltzmann term for smaller
chaoticity values at larger μ. The growth of the OE with μ, averaged
over the initial states we consider, is denoted as “unevolved.”

is also shown in the same figure. After a critical value of
the coarse-graining length μ, the OE grows as ∼ log μ. It
implies that the second term in the OE expression (averaged
Boltzmann entropy term) starts dominating in this regime.
On the other hand, for higher kicking strengths, the OE is
already large even at small coarse-graining lengths, and the
OE does not grow as fast as log μ anywhere. Note that the
maximum attainable OE is log[dim(H)], which in our study
is log(1024) ≈ 6.93, and the approach towards the maximum
value becomes faster with the increase in the kicking param-
eter strength. Hence, the OE growth with the coarse-graining
length can clearly capture the distinctive behavior of chaotic
and regular motions.

IV. DYNAMICAL STUDY OF OBSERVATIONAL ENTROPY
AND COMPARISON WITH OTOCs

For classical systems, chaos is characterized by how fast
the trajectories can fill the entire phase space. For the QKT in
its classical limit, one can see (from Fig. 1) the spread of the
trajectories in the phase space. This intuition is qualitatively
expanded to calculate the Lyapunov exponents from the defi-
nition similar to the definition of OE as in Eq. (1) for classical
discrete maps in Ref. [28]. They could extract Lyapunov ex-
ponents from the slope of the growth of the physical entropy
for various classical chaotic maps.

The growth of OE for an initial state |ψ (θ, φ)〉 under the
discrete time evolution U for various kicking strengths κ is
studied in Fig. 3(a). Once again, we average over 100 random
initial coherent states to obtain the time evolution results. We
choose the Hilbert space dimension d = 2 j + 1 = 400. Un-
like the results shown in the previous section, here we choose
a nonuniform coarse-graining (the coarse-graining length μ =
2 for half of the Hilbert space, and for the other half of
the Hilbert space, we choose μ = 4). There are two reasons
behind this particular choice of coarse-graining: (i) OE shows
a short-time growth followed by saturation in the chaotic
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(a)

(b)

FIG. 3. (a) OE growth with respect to time for various kicking
strengths κ . The dimension of the Hilbert space is d = 400. An aver-
age is taken over 100 coherent states. The rate of growth of OE and
its saturation value increases with κ . Recurrences can be observed in
the regular regime. (b) Rate of increase of OE for κ = 4, κ = 4.5,
and κ = 7 in panel (a) shown in a semilog plot. OEmax = log 400 is
the maximum value attainable. Linearity of the curves observed till
time step 5 implies an initial exponential increase towards saturation.
The slope for κ = 7, 4.5, and 4 are −0.445, −0.395, and −0.326,
respectively.

regime. If one chooses μ to be large enough, the immediate
consequence will be that the value of OE for the initial state
will also be reasonably large. Hence, especially for higher
kicking strengths, where the growth is exponential, as shown
in Fig. 3(b), the dynamical range of the short-time growth of
OE will be extremely small for the Hilbert space dimension
d = 400. That will make our analysis inefficient. (ii) The
second term (Boltzmann entropy) of the OE expression makes
the OE different from the usual Shannon entropy. Hence, to
make the second term nonzero and keep the coarse-graining
length small enough, the ideal choice is μ = 2. However, the
uniform coarse-graining implies that the second term of the
OE expression is just a constant, i.e., log 2 (if μ is set to be
2) irrespective of the dynamics. Then the OE does not contain
more information about the evolving state than the Shannon
entropy. Hence, we choose a nonuniform coarse-graining and
restrict ourselves to the coarse-graining length μ = 2 for half

FIG. 4. Initial rate of growth of the OE and that of the log of the
OTOC, calculated at the third time step, is plotted against chaoticity
for d = 400 and d = 1000. A linear fit yields the following slopes.
OE, d = 1000 : 0.091 82; OE, d = 400 : 0.085 60, which are very
similar numbers. Also for the OTOC, we get OTOC, d = 1000 :
0.243 61 and OTOC, d = 400 : 0.251 76. Therefore, OE and OTOC
rates of growth are very similar, despite the difference in dimensions
of the Hilbert space.

of the Hilbert space and μ = 4 for the other half. However, we
have also verified our results for other coarse-graining lengths,
and our finding is qualitatively robust as long as μ << d .

For small values of kicking parameters κ , the growth is
slow and the long-time saturation value is also much smaller
than the maximum value, i.e., log(400)  5.99. In contrast,
for the higher kicking strengths, OE grows faster and reaches
very close to the maximum value in the long-time limit. Also,
for the regular system (small values of κ), one can see the
revivals in OE dynamics. On the other hand, in the chaotic
case, the revival is not seen. These revivals are a signature of
the existence of the regular (periodic) orbits in the classical
phase space for such systems. Interestingly, similar revivals
(or lack of it) have also been observed for an integrable
(nonintegrable) quantum spin chain in the entanglement
dynamics [90].

The initial rate of growth in Fig. 3(a) clearly distinguishes
regular dynamics from chaotic ones. The growth rate is high-
est at initial time steps and later flattens to a saturation value
in the chaotic regime. We plot this initial period of growth for
the chaotic regime separately in Fig. 3(b). Linear behavior in
the semilog plot reflects an exponential growth of OE. The
exponent increases with chaoticity.

How does the growth rate change with the dimension of the
Hilbert space? We see in Fig. 4 that the growth rate of both the
OE and the OTOC are very similar at d = 400 and d = 1000.
On increasing the chaoticity further, both the OTOC and the
OE growth saturate (not shown in the figure), pertaining to the
finite size of the Hilbert space.

Next, we focus on the short-time dynamics of the OE in
detail. We define the OE growth rate λOE as the slope of the
short-time OE growth and compare it with that of the OTOC,
a popular diagnostic of chaos of late. The OTOC quantifies
the scrambling and the spread of initially localized quantum
information. For a Hermitian operator A(t ), we define the
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FIG. 5. Growth of the OTOC with time for small j values in
the fully chaotic regime, κ = 3π/2. Saturation of the initial rate of
growth can be observed at j = 5/2. The average is taken over 100
coherent states as explained in the main text.

OTOC as

C(t ) = − 1
2 Tr{ρ[A(t ), A(0)]2}, (14)

where A(t ) = U †(t )AU (t ), time-evolved operator under the
Heisenberg picture, and ρ is the initial state. The rate of
growth of the OTOC, λq, is associated with the OTOC as

C(t ) ≈ e2λqt . (15)

The OTOC acts an indicator of the extent of chaos. For our
system, we consider A = Jz, a spin operator, and evolve under
the unitary operator U in Eq. (9). An average is taken over
the 100 states chosen randomly from the coherent states as
described earlier. First, we compare our λOE (chaos indicator
obtained from the short-time growth rate of OE) with λq

(chaos indicator obtained from OTOC) in Fig. 4 for d = 400
and d = 1000. Remarkably, we find that the behavior of λOE

and λq is very similar for different values of κ . It is a validation
that, indeed, the short-time growth rate of OE can act as a
diagnostic tool to quantify the chaotic behavior in a quantum
system.

We ask the following question: how well does OE capture
the signatures of chaos in the deep quantum regime (small
values of j)? The OTOC is a sensitive diagnostic tool that
has detected vestiges of chaos in kicked top models consisting
of three and four qubits [13]. The small j behavior obtained
in Ref. [13] is reproduced in Fig. 5. The exponential rise
in the OTOC is expected till Ehrenfest time. The Ehrenfest
time tE ∼ log(1/heff )

log(κ/2) ∼ log(2J+1)
log(κ/2) [20]. For our choices of κ in

the chaotic regime and small J values, the above formula
gives log(2J+1)

log(κ/2) ∼ 1. Since the Ehrenfest time for these models
is extremely short, and the observation is confined to the
first two time steps, the initial rate of growth of the OTOC
saturates at j = 5/2, and higher quantum numbers exhibit
the same slope between the first two time steps. This indi-
cates that to witness the chaotic growth rate, one needs to go
only as high as the quantum number j = 5/2. Interestingly,
Loschmidt echo [91,92], another quantifier of chaos, did not
show such sensitivity, and it took considerably larger angular

FIG. 6. Growth of the OE with time for small j values in the fully
chaotic regime of κ = 3π/2. Growth takes place up to Ehrenfest
time, and saturation occurs afterwards, even for the small j values
considered. This is unlike the OTOC behavior. The average is taken
over 100 coherent states, as explained in the main text.

momentum to show an exponential decay, indicating the un-
derlying chaos [13].

Against this backdrop, we look at the OE growth for small
j values. We see in Fig. 6 that the OE shows an initial rise, and
then it saturates for j = 7/2 and 9/2 at κ = 3π/2, similar to
its behavior at larger quantum numbers. The growth of the
OE takes place in the pre-Ehrenfest regime, within the first
two time steps. Interestingly, OTOCs show revivals for small
j values, as seen in Fig. 5. Post-Ehrenfest saturation in OTOCs
is observed only at larger angular momenta. Hence, we con-
clude that the short-time growth of the OE is a much more
robust diagnostic tool to detect the degree of the chaoticity in
a system even if j is small.

While the short-time behavior of the OE and the OTOC
can be used to identify chaos in a quantum system, it can
sometimes be deceptive. For example, the OTOC can grow
exponentially even when the classical counterpart of the sys-
tem is not chaotic. The presence of local instabilities, like a
saddle point, can mimic chaoslike behavior in OTOCs [93].
Therefore, interpreting the exponential growth of the OTOC
with chaos is questionable.

The key to solving this problem is to look at the long-term
dynamics. Kidd et al. recently demonstrated that study-
ing the long-time behavior of OTOCs can distinguish true
chaos from saddle-dominated scrambling [94]. Their numer-
ical study involved the Bose-Hubbard dimer and a longer
spin-chain model called the Dicke model. Using fidelity
OTOCs (FOTOC), they showed that the expected satura-
tion and convergence of the OTOC value is only seen in
the chaotic regime. The post-Ehrenfest time behavior of the
saddle-dominated regime showed large oscillations, visibly
distinguishing from true chaos. Can OE reliably discern local
instabilities? For OE to qualify as a genuine chaos indicator,
it must pass this test.

At κ = 2.5, the kicked top classical phase space is mixed,
with regular and chaotic regions coexisting and admitting a
saddle point at (π/2, π/2). We study the FOTOC behavior for
the saddle point and a chaotic point, and we compare it with
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(a)

(b)

FIG. 7. Saddle-point behavior vs chaotic initial states of FO-
TOC (a) and OE (b) at κ = 2.5. The saddle point is situated in
the classical phase space at (π/2, π/2), and the chaotic point is
chosen at (π/4, π/4). The saddle point shows larger oscillations in
both subfigures. Long-time dynamics of OE and FOTOC can clearly
distinguish a chaotic point from a saddle in the mixed phase space.

the OE dynamics. The FOTOC is defined as follows [95,96]:

FOTOC = 1 − Re〈Ŵ †
δ (t )V̂ †(0)Ŵδ (t )V̂ (0)〉. (16)

We choose V̂ as a coherent state projection operator,
|ψ (θ, φ)〉〈ψ (θ, φ)|, with the expectation in Eq. (16) taken
with respect to the same coherent state. Ŵδ (0) is a perturba-
tion, modeled as a small δ rotation about the X axis. The time
evolution Ŵδ (t ) = Û †(t )Ŵδ (0)Û (t ) is governed by the kicked
top floquet. In this case, Eq. (16) reduces to

FOTOC = 1 − |〈ψ (θ, φ)|Ŵδ (t )|ψ (θ, φ)〉|2. (17)

The long-time behavior of the FOTOC is plotted in Fig. 7(a).
It shows that a state |ψ (θ, φ)〉 located at the saddle point
behaves quite distinctly from a state (π/4, π/4), located
in the chaotic region. The latter shows an exponential rise
and smaller but persistent fluctuations around the saturation
value. In contrast, the saddle-point FOTOC leads to quantita-
tively larger oscillations post-Ehrenfest time, indicating near

revivals of the initial state. The persistent fluctuations in the
chaotic case suggest that the system does not entirely ther-
malize in the time frame considered [94]. Finally, we also
study the long-time dynamics of observational entropy, start-
ing from the saddle point (π/2, π/2) and the same chaotic
point (π/4, π/4). Figure 7(b) shows that the behavior is
qualitatively very similar to that of the FOTOC, indicating that
the OE is as good as the FOTOC in distinguishing chaos from
saddle-dominated scrambling.

V. CONCLUSIONS

In this work, we demonstrated how the OE behaves in
the regular, mixed, and chaotic regime using a prototype
model called the quantum kicked top. First, we studied the
variation of OE with coarse-graining length. After a critical
coarse-graining length, we found that the Boltzmann term in
the OE expression starts dominating in the regular regime.
OE growth is logarithmic in coarse-graining length. On the
other hand, in the chaotic regime, OE growth is much faster.
Next, we focused on the dynamics and demonstrated that the
short-time growth rate of the OE can be used as a measure of
the chaoticity in the system and compared our results with the
OTOC.

Moreover, we showed that in the deep quantum regime,
the results obtained from OE are much more robust than
the OTOC results, making OE a superior candidate over
the OTOC to identify chaos in quantum systems. Finally,
we also investigated the long-time behavior of OE to dis-
tinguish between saddle-point-driven scrambling and chaotic
scrambling. We found that the saddle-point OE shows large,
persistent fluctuations compared to the chaotic regime, which
has also been observed in the FOTOC study. Further, it will
be interesting to investigate the OE of finite quantum spin
chains [97] that shows a crossover between integrability and
nonintegrability but has no classical counterpart, unlike the
QKT model.

The emergence of the irreversible macroscopic world from
the reversible laws of the microscopic world is an important
issue both at its fundamental level and from the technological
forefront [29,30,98]. The connection between the many-body
quantum chaos and the foundations of statistical mechanics in
terms of equilibration and thermalization is well known [30].
The OE can be expressed as a distance between prediction
and retrodiction [45], which provides a quantitative base for
the fluctuations relations and the laws of thermodynamics
[30,81,99]. More studies in OE would reveal the deeper cor-
relation between the laws of statistical thermodynamics and
quantum chaos. As OE involves only local measurements, it
can be easily experimentally implemented in current quantum
computing hardware [47–65] and can be potentially used to
study the destabilizing effect of chaos in quantum device
control.
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