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Field-theoretic analysis of directed percolation: Three-loop approximation
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The directed bond percolation is a paradigmatic model in nonequilibrium statistical physics. It captures
essential physical information on the nature of continuous phase transition between active and absorbing states.
In this paper, we study this model by means of the field-theoretic formulation with a subsequent renormalization
group analysis. We calculate all critical exponents needed for the quantitative description of the corresponding
universality class to the third order in perturbation theory. Using dimensional regularization with minimal
subtraction scheme, we carry out perturbative calculations in a formally small parameter ε, where ε = 4 − d is a
deviation from the upper critical dimension dc = 4. We use a nontrivial combination of analytical and numerical
tools in order to determine ultraviolet divergent parts of Feynman diagrams.
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I. INTRODUCTION

Nonequilibrium processes are prevalent in nature and the
majority of observed phenomena are being in some form
of nonequilibrium state [1,2]. Famous examples encompass
turbulent flows [3], pattern formations [4], Earth’s atmosphere
[5], and living organisms [6]. A plethora of other examples
can be found not only in the realm of physics and biology
but also in chemistry, economy, sociology, climatology, and
other research areas. The pervasiveness of the nonequilibrium
systems raises the importance of their understanding, which
is of utmost importance both for theoretical and practical
applications. The past decades have witnessed rapid progress
in the fundamental understanding of nonequilibrium physics.

Nonequilibrium systems are, from their very nature, dy-
namical and differ profoundly from systems that can be
described as near-equilibrium models. Famous members of
the latter group are all models of critical dynamics [7,8],
which share a common property known as fluctuation-
dissipation relation [9]. In genuine nonequilibrium systems,
this relation is violated and the system is called far from
equilibrium. Moreover, in order for a system to be in a
nonequilibrium state, some mechanisms are necessary, which
cause continuous doping of energy in and out of a system.
This can be generated either by external means or by internal
means as well.
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From a whole set of possible nonequilibrium problems,
an important collection is formed by growth models, which
find a lot of applications in population dynamics, the cre-
ation of fractal structures, etc. From a theoretical point of
view, such models can be described as stochastic systems in
which the microscopic degrees of freedom evolve according
to some probabilistic rules. The collective behavior of many
microscopic entities usually allows us to employ continuum
approximation in which certain nonuniversal properties, such
as the type of a lattice structure, are absent.

Remarkably, despite the notorious difficulty of nonequi-
librium models, they might simplify under specific circum-
stances and can be analytically tractable. We anticipate such
simplification to occur when a dynamical system undergoes a
continuous phase transition akin to equilibrium second-order
phase transitions. At criticality, underlying degrees of freedom
behave collectively over many spatiotemporal scales, which
gives rise to self-similar scaling behavior. A particular hall-
mark is a large correlation length with respect to both time and
spatial directions. In the critical region, it is then permissible
[10,11] to approximate a system by means of the continuous
or mesoscopic approach. Averaging small volumes whose di-
ameter is much smaller than the correlation length leads to
an effective description in terms of field variables. It is well
known [11,12] that this enables us to use powerful methods
of quantum (statistical) field theory. Further, many concepts
and methods from equilibrium critical models can be taken
over. One of the most important is the concept of universality
class. According to it, systems can be categorized into dif-
ferent classes, whose members share the same macroscopic
behavior. Completely different systems from a microscopic
point of view could display the same critical behavior, which
is determined to a great extent by some common gross
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properties such as space dimension, symmetry, nature of order
parameter, etc. All systems in the same universality class are
quantitatively described by the same set of critical exponents.
Therefore, to analyze their critical behavior it is advanta-
geous to choose the simplest possible member of a given
class.

Of particular importance is a group of dynamical models,
whose phase space allows the existence of so-called absorbing
states. These are such configurations that, once entered by
a system, they cannot be left. The directed bond percola-
tion (DP) process is probably the most common and famous
paradigmatic model of fractal growth. Initially, it was devel-
oped [13] to model a spreading of fluid through an irregular
porous medium in the presence of some external force, e.g.,
gravity. In biological terms, DP can be interpreted as a sim-
ple model for the epidemic process [14] in which there is
no immunization of infected individuals. In the evolution of
infectious diseases, sick individuals can spread infection to
neighbors. The infected individuals are allowed to recover,
but later the individuals can be sick again. The simple model
exhibits a critical region between the state without the dis-
ease (the absorbing state) and the epidemic (the active state).
Later, several other applications of DP have been found [15]
in research areas as diverse as high energy physics [16,17],
population dynamics [18], reaction-diffusion problems [19],
contact process [20], forest fires models [21], a transition from
laminar to turbulent flow [22–24], etc. Numerous other exam-
ples can be found in different models of physics, chemistry,
biology, and even ecology [25].

Major attributes of the DP universality class are succinctly
summarized by Janssen and Grassberger conjecture [26,27],
according to which a system belongs to the DP universal-
ity class if four conditions are met: (i) the existence of the
unique absorbing state, (ii) the positive one-component order
parameter, (iii) short-range interactions, and (iv) no additional
specific properties like quenched disorder or symmetries. Al-
though this DP hypothesis has not been proven rigorously,
yet strong support exists in its favor [15,28,29]. Systems
fulfilling these conditions are expected to exhibit the same
critical behavior. Similarly to equilibrium critical phenom-
ena, nonequilibrium phase transition can be categorized into
a different universality class [8,29], where systems within a
given class display the same critical behavior. It might be
claimed that the DP universality class plays a similar role
in nonequilibrium dynamics as the Ising universal class in
equilibrium systems [15].

Notwithstanding the fact that the DP universality class is
quite robust, critical exponents were measured only in a few
experiments during the past two decades. The DP phase tran-
sition was experimentally studied in turbulent liquid crystals
[30,31], the transition from laminar to turbulent flow in chan-
nel flow [24,32], and in Couette flow [23]. Direct experimental
verification is surprisingly low, especially as various possible
experiments have been suggested in the past. Clearly, the
experimental investigation of DP constitutes a formidable task
for nonequilibrium physics.

Despite a lot of effort that has been put into a theoretical
analysis of DP, even its simplest formulation in (1 + 1) di-
mensions remains exactly unsolvable [29]. Typical theoretical
approaches include numerical or approximate techniques such

as Monte Carlo, simulations, series expansions, diagonaliza-
tion techniques, mapping on quantum spin chains, and others.

In this paper, we adopt a field-theoretic approach to study
the universal properties of the directed percolation process.
Though far from being the decisive approach to a problem,
this method offers a great insight into the origin of univer-
sality and validation of scaling relations. Moreover, what is
most relevant for this work is that it provides us with a
calculation framework in which universal quantities can be
calculated systematically. Our starting point is a mesoscopic
formulation of DP, which further facilitates the use of a very
powerful framework of the quantum field theory [11,33]. As
observed by K. Wilson, critical systems, or more generally
stochastic dynamical systems, can be interpreted as quan-
tum field models in imaginary time, which facilitates the
application of sophisticated methods from the quantum field
theory.

First, we reformulate DP into a form of functional integral.
Second, we calculate in a perturbative fashion relevant Green
functions in the form of Feynman diagrams. Third, diver-
gent diagrams are treated with a perturbative renormalization
group (RG) in order to gain information about large-scale
behavior. RG not only furnishes a conceptual formalism but
also provides a powerful and versatile mechanism for com-
puting universal quantities as critical exponents, amplitudes,
and even perturbative calculation of scaling functions [9]. An
important parameter in the RG procedure is the upper critical
dimension dc. It turns out that above dc, the mean-field theory,
which neglects fluctuations of the order parameter, predicts
correct values for the critical exponents [9,11,34]. On the
other hand, below dc, fluctuations dominate behavior of the
critical system and the mean-field approximation is not appro-
priate. More sophisticated approaches are called for. Precisely
at the critical dimension dc, RG theory predicts mean-field
results with logarithmic corrections [9]. To now, the critical
exponents have not been solved exactly below dc, not even at
spatial dimension d = 1. Traditionally, computer simulations
are performed for the evaluation of critical exponents of the
DP universality class, for instance, Monte Carlo simulation
[29]. However, in past decades other lattice models were
introduced that are members of the DP universality class,
e.g., the Domany-Kinzel automaton or contact process [35].
Also, many numerical methods were developed as (1 + 1)
dimensional the low-density series expansion [36], the density
matrix renormalization group method [37], nonperturbative
renormalization group [38], and so on. The precision of criti-
cal exponents increases in lower space dimensions. However,
in higher spatial dimensions below dc, the error bars of com-
puter simulations’ results did not decrease substantially for
many years of active research [8,29,39].

Within the field-theoretic renormalization group, a special
role is played by dimensional regularization combined with
ε expansion [9,10]. Using the former method, we can reg-
ularize divergent Feynman diagrams, whereas the latter is a
convenient way in which physical expressions are calculated
[9,10]. Formally, a small ε-expansion parameter is given by
a difference dc − d from the upper critical dimension [as we
will see later (Sec. III A) dc = 4 for DP process]. The main
quantitative results of RG are asymptotic series for critical
exponents, and these have to be properly summed in order to
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get precise numerical estimations [40]. Currently, analytical
predictions for the critical exponents of DP universality class
are known up to the second order of the perturbation theory
[8,26,41,42]. The main aim of this paper is to substantially
extend existing perturbative results up to the third order of per-
turbation theory in ε. To the best of our knowledge, this is the
first time results with such precision are presented. Let us note
that multiloop calculations usually represent a formidable
task. Typically, perturbative calculations are feasible only for
a small number of loops. The majority of calculations for
nonequilibrium models are limited only to the two-loop ap-
proximation. The third-order perturbation theory thus poses a
nontrivial improvement of existing results. It might be argued
[43] that its severity is probably more than the order of mag-
nitude worse than that of the second order. Not only is the
number of Feynman diagrams much higher, but also there are
numerical problems with the correct extraction of divergent
parts of Feynman diagrams. In this paper, we combine both
analytical and numerical techniques in order to calculate all
necessary renormalization constants. We calculate Feynman
diagrams numerically and then apply the field-theoretic RG
method in an analytical fashion. Although some of the partial
results have already been published previously [44–46], this
paper contains analytical predictions for all critical exponents
for the first time.

This paper is organized as follows. In Sec. II the
field-theoretic formulation of DP process is presented. Renor-
malization group analysis is performed in Sec. III. Section IV
describes nontrivial aspects of RG calculations in the third
order of perturbation theory and Sec. V examines calculated
predictions for critical exponents. Section VI is reserved for
concluding remarks. The Supplemental Material [47] con-
tains technical and numerical details about Feynman diagrams
and their representation, algebraic structure, and divergent
parts.

II. FIELD-THEORETIC FORMULATION
OF DIRECTED PERCOLATION

A. Response functional

The effective field-theoretic model for directed percola-
tion can be constructed in two different ways, which are
completely equivalent with respect to universal large-scale
behavior. The first approach starts with the microscopic ver-
sion of the DP process on a lattice, which presents a specific
reaction-diffusion system. Initially, the master equation [42]
is introduced, whose final form is reformulated in terms of
creation and annihilation operators using the Doi approach
[48,49]. Finally, by means of coherent-state path integrals, one
ends up with a field-theoretic action [8,42,50,51]. The second
approach is based on phenomenological considerations sup-
plemented by physical insights and symmetry considerations
[29,42]. Both of the approaches are very well understood
nowadays [8,29,42]. Thus we refrain here from giving a com-
prehensive derivation and briefly summarize the main aspects
of the latter approach.

For DP the fundamental dynamic quantity is the density
of active sites ψ = ψ (t, x). Universal properties of the DP
process in the critical region are then effectively captured by

the stochastic Langevin-like equation

∂tψ = D0∇2ψ − D0τ0ψ − D0g0

2
ψ2 +

√
ψζ, (1)

where ζ = ζ (t, x) denotes the noise field to be specified later,
∂t = ∂/∂t is the time derivative, ∇2 = ∑d

i=1 ∂/∂x2
i is the

Laplace operator in d dimensions, D0 is the diffusion constant,
g0 is the coupling constant, and τ0 measures a deviation from
the percolation threshold. For instance, for lattice DP [29] the
τ = pc − p is the deviation from a critical value probability pc

of open bonds, whereas, for laminar-turbulent phase transition
[23,24,32], the τ = Re − Rec is the deviation from a critical
value of Reynolds number Rec. In general, parameter τ plays
an analogous role to the temperature variable T − Tc in the
paradigmatic ϕ4 − theory in critical statics [9,10,42]. Factor
1/2 has been added in front of the ψ2 term for the future
convenience.

RG procedure, which we employ, introduces two different
kinds of variables—bare (unrenormalized) quantities and their
renormalized counterparts. Therefore we denote the former
ones with the subscript “0,” whereas the latter will be written
without the subscript “0.” To keep the notation as simple as
possible, bare functions (e.g., for connected Green functions)
will be further denoted without the subscript “0” and their
renormalized versions with the subscript R.

From the mathematical point of view, Eq. (1) should be
interpreted in the Itô sense [52–55]. In detail, we assume
that Gaussian noise field ζ (t, x) has zero mean 〈ζ 〉 = 0 and
correlations are given by the relation

〈ζ (t, x)ζ (t ′, x′)〉 = g0D0δ(t − t ′)δ(d )(x − x′), (2)

where δ(d )(x) is the d-dimensional Dirac delta function. Here
brackets 〈· · · 〉 denote averaging procedure over all possi-
ble realizations of the stochastic process. The multiplicative
character of the noise in Eq. (1) can be regarded as a di-
rect consequence of the absorbing condition, according to
which all fluctuations have to cease once an absorbing state is
entered.

In order to apply the RG method, it is advantageous to
recast Langevin formulation (1) and (2) in terms of func-
tional integrals. The stochastic problem (1) can be recast into
a quantum-field model with a double set of fields [8,9,26].
Ensuing De Dominicis–Janssen dynamic functional of the
percolation process [42,53,56] takes the following form:

S (ϕ) =
∫

dx

{
ψ̃ (−∂t + D0∇2 − D0τ0)ψ

+ D0g0

2
(ψ̃2ψ − ψ̃ψ2)

}
, (3)

where for brevity we write x = (t, x) and integration measure
as dx = dtdd x, ψ̃ is an auxiliary Martin-Siggia-Rose
response field, and ϕ ≡ {ψ, ψ̃}. Let us note that the response
field ψ̃ arises from the integration over the noise ζ , and
it might be interpreted as the functional Lagrange
multiplier [8,9].

The existence of an additional symmetry in a quantum
field model often provides additional invaluable information
that might improve the tractability of theoretical analysis and
practical calculations. The DP process possesses symmetry in
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this sense, which is known in the literature as rapidity-reversal
symmetry [15,29]. It can be directly observed that the action
functional (3) is invariant with respect to the following trans-
formation of fields ψ and ψ̃ :

ψ (t, x) → −ψ̃ (−t, x), ψ̃ (t, x) → −ψ (−t, x). (4)

In Sec. III, we employ it to simplify the RG analysis.

B. Scale invariance

Dynamical models are characterized by two independent
correlation lengths, besides the spatial length scale ξ⊥ there is
also temporal length scale ξ‖ [8,9]. In the critical region, we
thus expect that the introduced spatiotemporal scales diverge
according to some power-law dependence,

ξ⊥ ∼ |τ0|−ν⊥ , ξ‖ ∼ |τ0|−ν‖ , (5)

where τ0 was introduced in Eq. (1). Exponents ν⊥ and ν‖
take in Eq. (5) predominantly different values. In contrast
to relativistic field theories (e.g., quantum electrodynamics),
the models in statistical physics exhibit strong anisotropic
scaling [8]. For a given dynamical universality class, it is then
convenient to introduce the dynamical exponent z as a ratio,

z = ν‖
ν⊥

. (6)

In the scaling region, the correlation lengths are then simply
related as ξ‖ ∼ ξ z

⊥.
There are two special values commonly encountered in

physics z = 1 (light-cone spreading) and z = 2 (diffusive
spreading). Values z > 2 correspond to a subdiffusive spread-
ing, whereas 1 < z < 2 to a superdiffusive spreading. As any
other critical exponent z is an universal quantity.

For the full scaling description of DP process, one addi-
tional exponent is needed. Usually, this is the exponent β,
which describes the mean particle number in the active phase,

ρ ∼ (p − pc)β = (−τ0)β. (7)

C. Mean-field approximation

Arguably the most naive and direct approach to critical
behavior is based on the mean-field (MF) theory, in which
spatial variations of order parameter field are neglected [33].
Following this idea and neglecting the noise variable as well,
we average Eq. (1) with an assumption 〈ψ2〉 ≈ 〈ψ〉2. We
immediately obtain an equation for the mean number of ac-
tive sites ρ(t ) = 〈ψ〉 in the form of an ordinary differential
equation,

dρ

dt
= −D0

(
τ0ρ + g0

2
ρ2

)
. (8)

Obviously, there are two stationary solutions to this equa-
tion ρ∗ = 0 and ρ∗ = −2τ0/g0. The former corresponds to an
absorbing state and is stable for τ0 > 0. On the other hand, the
latter solution represents the active state realized for τ0 < 0.
MF approach thus predicts phase transition at τ0 = 0.

From the theoretical point of view, MF theory is justified
if the diffusive mixing of particles is much stronger than the
influence of correlations produced by the reactions. However,
computer simulations of DP reveal strong correlation effects

in the critical region, and therefore MF is inadequate and
cannot yield precise quantitative results [29].

The spatially amended version of Eq. (8) is simply given
by the deterministic partial differential equation,

∂tψ = D0∇2ψ − D0

(
τ0ψ + g0

2
ψ2

)
, (9)

where now order parameter field ψ = ψ (t, x) depends also on
a spatial variable. Direct scaling analysis [29] yields following
values of critical exponents:

νMF
⊥ = 1

2 , νMF
‖ = 1, βMF = 1. (10)

III. RENORMALIZATION GROUP ANALYSIS

The main aim of the theory of critical behavior [10] is
to understand how the nontrivial macroscopic (large-scale)
behavior of the system might emerge from relatively sim-
ple microscopic interactions. Related quantitative analysis is
usually accompanied by the determination of Green func-
tions, i.e., correlation and response functions, as functions of
the space-time coordinates. In the field-theoretic formulation,
these functions can be represented in the form of perturbative
sums, whose elements are conveniently expressed through
Feynman diagrams. This formulation provides a convenient
theoretical framework suitable for applying methods of sta-
tistical (quantum) field theory, among which the RG method
plays a distinguished role. In particular, it facilitates a de-
termination of the infrared (IR) asymptotic (large spatial
and timescales) behavior of the Green functions, which is
of fundamental importance for statistical physics. Feynman
diagrams are often plagued with divergences, which have to
be properly taken care of. In order to eliminate ultraviolet
(UV) divergences renormalization procedure has to be applied
[9,10]. There are various renormalization prescriptions avail-
able, each with its own advantages. In this work, we employ
dimensional regularization supplemented with the minimal
subtraction (MS) scheme. In this scheme, UV divergences
manifest themselves in the form of poles in the small ex-
pansion parameters, which are given by a deviation from a
critical dimension. A simplifying feature of MS scheme is
the neglect of all finite parts of the Feynman graphs in the
calculation of the renormalization constants. In the vicinity of
critical points, large fluctuations on all spatiotemporal scales
dominate the behavior of the system, which in turn results in
the IR divergences in the Feynman graphs. The nontrivial con-
nection between UV and IR divergences [8,9] for logarithmic
theory allows us to derive RG differential equations, which
describe scaling behavior. As a by-product, an analysis of
these equations furnishes an efficient calculational technique
for critical exponents.

The action Eq. (3) is amenable to the field-theoretic meth-
ods of quantum field theory [9]. Green functions correspond
to functional averages with respect to the weight functional
exp(S). In practical calculations, it is often more convenient
to work preferably with connected Green functions. These
correspond to Feynman diagrams that do not contain discon-
nected parts [9,10]. They can be obtained from the generating
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functional W ,

W (A) = ln
∫

Dϕ exp{S (ϕ) + ϕA}, (11)

by taking the corresponding number of functional derivatives
with respect to external sources A = {Aψ, Aψ̃ } at A = 0. Here-
inafter, ϕ is the set {ψ,ψ ′} linear term in Eq. (11) is an
abbreviated form for the following expression:

ϕA ≡
∫

dx[Aψ (x)ψ (x) + Aψ̃ (x)ψ̃ (x)]. (12)

For translationally invariant theories, additional simplification
consists in introducing functional (α) for one-particle irre-
ducible (1PI) Green functions [9,10]. This is an even more
restricted class than that of connected Feynman diagrams,
since 1PI diagrams are such diagrams that remain connected
even after one internal line is cut [10,57]. It can be shown
that the corresponding functional for 1PI diagrams [9] can
be obtained by means of functional Legendre transform with
respect to external sources A,

(α) = W (A) − αA, α(x) = δW (A)

δA(x)
. (13)

The independent argument for the functional  now becomes
a pair of fields α = {αψ, αψ̃ }, while A = A(α) is implicitly
determined by the second equation in Eq. (13). The 1PI Green
functions (m,n) are obtained by differentiation with respect to
fields α,

(m,n) ≡ δm+n

δαm
ψδαn

ψ̃

(α)

∣∣∣∣
α=0

. (14)

As a result of causality, all 1PI Green functions of the
form (0,n) vanish. The same conclusion applies to related
1PI functions (m,0) as a consequence of rapidity-reversal
symmetry (4).

To abbreviate the notation, let us relabel variables α ac-
cording to the prescription α → ϕ and obtain an important
relation [9,10] that summarizes the importance of generating
functional for 1PI Feynman graphs in a concise manner,

(ϕ) = S (ϕ) + loop(ϕ), (15)

where S is the bare action functional of the model (3), and
loop(ϕ) is the sum of all 1PI loop diagrams contributions.

The starting point of perturbation methods in quantum
field theory is to represent Green functions in terms of a
corresponding sum of Feynman diagrams, whose relevance
is controlled by interaction parameters (coupling constants).
Feynman graphs represent convenient graphical representa-
tions of various algebraic structures that arise from basic
perturbation elements, which are formed by propagators and
interaction vertices.

For DP model, we encounter a single bare propagator,
which is obtained from the quadratic part of the action func-
tional (3). In a frequency-momentum representation, it reads

〈ψψ̃〉0(ω, p) = 1

−iω + εp
, (16)

ψ̃

ψ̃
ψ

= − = D0g0
ψ̃

ψ

ψ

ψ ψ̃
= 〈ψψ̃〉0

FIG. 1. Graphical representation of Feynman rules for DP
model. The crossed line corresponds to a response field ψ̃ .

where εp = D0(p2 + τ0). In time-momentum representation
the propagator 〈ψψ̃〉0 is given by

〈ψψ̃〉0(t, p) = θ (t )e−εpt , (17)

where θ (t ) is the Heaviside step function.
Nonlinear terms in the action (3) generate two interaction

vertices of the model, and they are associated with the vertex
factors [9]

Vψ̃ψψ = −Vψ̃ψ̃ψ = D0g0. (18)

The Feynman rules for the DP model are depicted in Fig. 1
and, in fact, they represent the zero (tree) order of a perturba-
tion theory [9]. Loop diagrams then contribute to higher-order
terms with respect to the coupling constant g0, and as a rule,
they exhibit various divergences in UV or IR sector. In graph-
ical terms, these statements are part of Eq. (15). In particular,
the two-point Green function takes the schematic form of the
so-called Dyson equation

(19)

where the shaded diagram corresponds to the loop corrections.
Further, for the three-point interaction term, we have

(20)

The RG technique helps us to eliminate UV divergences,
and through a nontrivial connection with IR behavior valid at
the upper critical dimension, we can extract useful informa-
tion about macroscopic behavior of universal quantities [8,9].

A. Canonical dimensions

The starting point of the actual RG analysis is a determina-
tion of canonical dimensions for all fields and parameters of
the model [9,10]. As it has been pointed out in Sec. II B, DP
process belongs to dynamical models and for such systems it
is necessary to introduce two independent dimensions: a fre-
quency dimension dω[Q] and a momentum dimension dk[Q],
where Q is a given quantity (field or parameter) in the action
functional (3). We employ standard normalization conditions

dk[k] = −dk[x] = 1, dk[ω] = dk[t] = 0, (21)

dω[k] = dω[x] = 0, dω[ω] = −dω[t] = 1. (22)

We aim to study the model in the asymptotic region ω ∝ k2,
which implies that both terms ∂tψ and ∇2ψ are to be taken
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TABLE I. Canonical dimensions of the bare fields and bare pa-
rameters for the action (3).

Q ψ ψ̃ D0 τ0 g0

dω[Q] 0 0 1 0 0
dk[Q] d/2 d/2 −2 2 (4 − d )/2
d[Q] d/2 d/2 0 2 (4 − d )/2

on an equal footing. The total canonical dimension dQ of a
quantity Q is given by a weighted sum of momentum and
frequency dimension,

d[Q] = dk[Q] + 2dω[Q]. (23)

The canonical dimensions of all quantities (fields and param-
eters) in the DP action (3) are listed in Table I.

By usual considerations [9], we derive the formula for the
total canonical dimension of an 1PI Green function  in the
form

d[(m,n)] = dk[(m,n)] + 2dω[(m,n)]. (24)

We can rewrite this equation with the help of Eq. (23) and
Table I into a more informative form,

d[(m,n)] = d + 2 − nd[ψ] − md[ψ̃], (25)

where n and m are a number of fields ψ and ψ̃ entering given
Green function (m,n).

As can be seen from Table I, the model is logarith-
mic at space dimension dc = 4 when the coupling constant
g0 is dimensionless. In the dimensional regularization, it is
reasonable to introduce a formally small parameter ε as a
difference,

ε ≡ dc − d = 4 − d. (26)

For the logarithmic theory, the total canonical dimension d[]
represents the formal degree of UV divergence, i.e.,

δ(m,n) = d[(m,n)]|ε=0, (27)

and UV divergences appear in a Green function as various
poles in ε. The central step in the RG procedure lies in re-
moving superficial UV divergences, which may appear only
in those 1PI functions  for which UV index (27) δ attains
non-negative values. In a straightforward manner, we deter-
mine that for DP model (3) the only 1PI functions with UV
divergences are (1,1), (2,1), and (1,2).

Green functions are, in perturbative calculations, naturally
ordered in terms of a charge g0. As direct inspection of Feyn-
man diagrams reveals, the actual charge of the perturbation
theory is effectively g2

0 rather than g0. Therefore it is advanta-
geous to introduce a new charge u0 as

u0 = g2
0, (28)

with total canonical dimension d[u0] = ε.
From the aforementioned considerations and taking into

account symmetry (4), we infer that the renormalized action
functional for the DP process can be written in the compact

form,

SR =
∫

dx

{
ψ̃R(−Z1∂t + Z2D∇2 − Z3Dτ )ψR

+ Dg

2
Z4μ

ε/2
(
ψ̃2

RψR − ψ̃Rψ2
R

)}
, (29)

where ψR, ψ̃R are renormalized fields, μ is the reference mass
scale in the MS scheme [9,10,34] with dimension d[μ] = 1,
and Zi (i = 1, 2, 3, 4) are renormalization constants that need
to be determined in a perturbative fashion. The fact that the
interaction terms enter into the renormalization action as a
single combination is a consequence of rapidity-reversal sym-
metry (4), i.e., nonlinear terms in the renormalized action (29)
are renormalized with the same renormalization constant Z4.
Therefore, in the actual calculations, we restrict our attention
only to the 1PI Green function (2,1).

Model (29) is multiplicatively renormalizable [8,26,42],
and all UV divergences can be absorbed by the following
renormalization prescription:

ψ = ZψψR, ψ̃ = Zψ̃ ψ̃R, (30)

τ0 = Zτ τ + τc, g0 = με/2Zgg, D0 = ZDD, (31)

where Zi (i ∈ {ψ, ψ̃, τ, g, D}) are the corresponding renor-
malization constants. The term τc denotes the additive
renormalization contribution (like a shift of a critical temper-
ature Tc in the theory of critical behavior). Renormalization of
the effective charge u directly follows from its definition (28)

u0 = μεZuu, Zu = Z2
g . (32)

Clearly, renormalized charge u is dimensionless.
Relations between the renormalization constants for

fields and parameters and renormalization constants Zi; i =
1, 2, 3, 4 can be deduced straightforwardly from the renormal-
ized action (29),

Z1 = ZψZψ̃ , (33)

Z2 = ZDZψZψ̃ , (34)

Z3 = Zτ ZDZψZψ̃ , (35)

Z4 = ZgZDZ2
ψZψ̃ = ZgZDZψZ2

ψ̃
. (36)

Inverting these relations yields

Zψ = Zψ̃ = Z1/2
1 , (37)

ZD = Z2Z−1
1 , (38)

Zu = Z2
g = Z2

4 Z−2
2 Z−1

1 , (39)

Zτ = Z3Z−1
2 , (40)

where the first equality is a consequence of symmetry (4).
In actual calculations, we thus need to concentrate

solely on an analysis of renormalization constants Zi, where
i = 1, 2, 3, 4.
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IV. COMPUTATION OF RG CONSTANTS

In this section, we review major points in a numerical
determination of RG constants. A summary of particular
algebraic details on Feynman diagrams, such as symmetry
factors and their pole parts can be found in the Supplemental
Material [47].

In the employed MS scheme, renormalization constants
takes the following general form:

Zi(u, ε) = 1 +
∞∑

k=1

uk
k∑

l=1

ci,kl

εl
, (41)

where ci,kl are pure numerical factors (they do not depend on
any other model parameters such as temperature variable τ ,
charge u, or diffusion constant D [9]).

Let us note that it is convenient to absorb a common geo-
metric factor into a redefinition of the coupling constant u in
the following way:

u
Sd

2(2π )d
→ u, Sd = 2πd/2

(d/2)
, (42)

where Sd is the surface of the unit sphere in the d-dimensional
space and (x) denotes Euler’s gamma function. In what
follows such rescaling is always implied.

In general, counterterms of 1PI functions (m,n) have the
form of polynomials in external momenta, frequencies, and
mass parameter τ0, respectively. The corresponding degree
of divergence for a Green function (m,n) is determined by
the index δ(m,n) obtained easily from Eqs. (25) and (27).
For the function (1,1) we get δ(1,1) = 2, from which we
conclude that its counterterms is necessarily proportional to
external frequency ω, inflowing momentum p2, and tem-
perature parameter τ0. On the other hand, for function
(2,1) we have δ(2,1) = 0, and its counterterms could not de-
pend on any external momentum or frequency, or mass τ0,
respectively.

To eliminate divergences in the theory, it suffices to elimi-
nate them from the following quantities:

1 = ∂iω(1,1)|p=0,ω=0, (43)

2 = − 1

2D0
∂2

p
(1,1)|p=0,ω=0, (44)

3 = − 1

D0
∂τ0

(1,1)|p=0,ω=0, (45)

4 = − 1

g0D0
(2,1)|p=0,ω=0. (46)

These quantities i; i = 1, 2, 3, 4 are dimensionless and
normalized in such a way that i|u0=0 = 1. They can depend
only on the dimensionless ratio u0/τ

ε/2
0 . In a straightforward

manner, it is possible to pull out a factor τ
−εn/2
0 in expressions

(43)–(46) by performing a rescaling of an internal momentum
k according to the prescription k → k/τ

1/2
0 . The resulting

perturbation expansion then takes the form

i(τ0, u0) = 1 +
∑
n=1

(−u0)nτ
−εn/2
0 

(n)
i , (47)

where 
(n)
i are fully dimensionless quantities. Effectively this

corresponds to a calculation of the expansion coefficients 
(n)
i

at τ0 = 1.
RG theory [9,10] leads to an important relation between

renormalized and bare 1PI Green functions,


(m,n)
R (. . . ; e, μ) = Zm

ψ̃
Zn

ψ(m,n)(. . . ; e0(e, μ)), (48)

where . . . indicates common frequency-momentum depen-
dence {ω, k}, e = {D, τ, u} is a set of renormalized pa-
rameters, and e0 = {D0, τ0, u0} a corresponding set of bare
counterparts. Using Eq. (48) we immediately get for the renor-
malized analogs of the quantities (43)–(46) useful functional
relations,

iR = Zii(τZτ , μ
εuZu); i = 1, 2, 3, 4. (49)

Taking into account Eq. (47), we further derive

iR(τ, μ, u) = Zi

[
1 + ∑

n=1 Zn
u (−u)n

(
μ2

τ

)nε/2

Z−nε/2
τ 

(n)
i

]
.

(50)

The renormalization constants have to be chosen so that the
right-hand side of Eq. (50) does not contain poles in ε. It is
well known from the renormalization theory [9,10] that renor-
malization constants Zi in the scheme MS do not depend on
the renormalization mass μ. Hence, an identical requirement
can be imposed on the quantity

iR(τ = μ2, u) = Zi

[
1 +

∑
n=1

Zn(−u)n
(n)
i

]
, (51)

where for brevity, we have introduced the abbreviation

Z ≡ ZuZ−ε/2
τ . (52)

The final expressions for RG constants Zi can be addi-
tionally verified by direct substitution of them into (50) and
demonstrating that the pole terms containing nonanalytic ex-
pressions like ln(μ2/τ ) cancel out [9].

A. Renormalization constants

The Green function (1,1) consists of the following Feyn-
man diagrams, which we group according to the number of
loops. The one-loop contribution includes a single Feynman
diagram

(53)

Hereinafter, the numerical factor in front of a diagram cor-
responds to its symmetry factor [9]. Further, there are two
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two-loop diagrams

(54)

and, finally, the most important contributions to our aim are
summarized by a following sum of three-loop Feynman dia-
grams

(55)

The function (1,2) in the one-loop approxima-
tion corresponds to a single triangle-like Feynman

graph

(56)

In the two-loop approximation, there are altogether three dis-
tinct graph topologies (skeleton diagrams)

(57)

where to make the notation more compact we have not explic-
itly denoted response fields as introduced in graphical rules
from Fig. 1. Instead, we have explicitly written a numerical
factor after a diagram, which corresponds to its multiplicity.
For a given diagram, it is then straightforward to reconstruct
needed configurations of response field ψ̃ . For example, the
second graph at the two-loop approximation (57) corresponds
to

(58)
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Last, the three-loop approximation comprises the follow-
ing graph topologies:

(59)

A computer algorithm for the calculation of Feynman di-
agrams is similar to that of model A [58]; it generalizes the
original Sector Decomposition algorithm [59] to the models of
critical dynamics. For actual numerical calculations, we have
applied the Vegas algorithm from CUBA library with a new

TABLE II. The number of Feynman diagrams for DP model that
need to be analyzed for the three-loop approximation.

Diagrams One-loop Two-loop Three-loop

〈ψ̃ψ〉 1 2 17
〈ψ̃ψψ〉 1 11 150

implementation [60]. Altogether, the number of needed Feyn-
man diagrams in three-loop approximation is much higher
than in the two-loop approximation (see Table II), which
makes the problem technically more involved. Results for
coefficients 

(k)
i read


(1)
1 = 1

8ε
− 1

16
+ π2ε

192
, (60)


(2)
1 = 7

128ε2
− 0.053082575(5)

1

ε
+0.041287893(4), (61)


(3)
1 = 91

3072ε3
− 0.0359754(2)

1

ε2
+ 0.0226904(4)

1

ε
, (62)


(1)
2 = 1

16ε
− 1

32
+ π2ε

384
, (63)


(2)
2 = 13

512ε2
− 0.02594616442(3)

1

ε
+ 0.020722022(2),

(64)


(3)
2 = 325

24576ε3
− 0.01710044(3)

1

ε2
+ 0.01059489(8)

1

ε
,

(65)


(1)
3 = 1

4ε
− 1

8
+ π2ε

96
, (66)


(2)
3 = 1

8ε2
− 7

64ε
+ 0.07874750(3), (67)


(3)
3 = 325

24576ε3
− 0.0765338(3)

1

ε2
+0.0430058(6)

1

ε
, (68)


(1)
4 = 1

2ε
− 1

4
+ π2ε

48
, (69)


(2)
4 = 5

16ε2
− 1

4ε
+ 0.17227563(2), (70)


(3)
4 = 5

24ε3
− 0.1921389(7)

1

ε2
+ 0.098458(2)

1

ε
. (71)

From these expressions, we obtain RG constants Z1 − Z4 to
the three-loop approximation in a straightforward manner,

Z1 = 1 + u

8ε
+ u2

[
7

128ε2
− 0.013323675(6)

1

ε

]

+ u3

[
91

3072ε3
− 0.024562(2)

1

ε2
+ 0.0051821(5)

1

ε

]
,

(72)

Z2 = 1 + u

16ε
+ u2

[
13

512ε2
− 0.0053038358(4)

1

ε

]

+u3

[
325

24576ε3
−0.01110090(3)

1

ε2
+0.00072908(8)

1

ε

]
,

(73)
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Z3 = 1 + u

4ε
+ u2

[
1

8ε2
− 5

128ε

]

+u3

[
7

96ε3
− 0.0617665(3)

1

ε2
+ 0.0253140(6)

1

ε

]
,

(74)

Z4 = 1 + u

2ε
+ u2

[
5

16ε2
− 7

64ε

]

+u3

[
5

24ε3
− 0.1743138(7)

1

ε2
+ 0.0888244(15)

1

ε

]
.

(75)

Complete diagram-by-diagram results are summarized in the Supplemental Material [47]. Feynman diagrams were encoded
using efficient scheme based on so-called Nickel index [61–63]. In Appendix, we also give additional relations between diagrams
that were used as an additional crosscheck.

In a straightforward manner, it is possible to calculate corresponding expressions for renormalization constants for parameters
and fields introduced in Eqs. (30) and (31). They explicit forms read

Zψ = 1 + u

16ε
+ u2

[
0.02539062504(4)

1

ε2
− 0.006661838(3)

1

ε

]

+u3

[
0.01322428(3)

1

ε3
− 0.01186460(8)

1

ε2
+ 0.0025911(2)

1

ε

]
, (76)

ZD = 1 − u

16ε
+ u2

[
−0.02148437507(9)

1

ε2
+ 0.008019839(5)

1

ε

]

+u3

[
− 0.01029458(5)

1

ε3
+ 0.0116260(2)

1

ε2
− 0.0044531(5)

1

ε

]
, (77)

Zτ = 1 + 3u

16ε
+ u2

[
0.0878906250(2)

1

ε2
− 0.033758658(11)

1

ε

]

+u3

[
0.04943859(6)

1

ε3
− 0.0475612(2)

1

ε2
+ 0.0245840(6)

1

ε

]
, (78)

Zu = 1 + 3u

4ε
+ u2

[
9

16ε2
− 0.19481863(3)

1

ε

]
+ u3

[
0.4218749(3)

1

ε3
− 0.3409311(13)

1

ε2
+ 0.171009(3)

1

ε

]
. (79)

B. RG equation

We have been able to determine RG constants in the MS
scheme up to the third order in perturbation theory. In the
calculation process itself, we have used various verification
procedures in order to avoid any conceivable errors. All rel-
evant information regarding each of the three-loop Feynman
diagrams can be found in the Supplemental Material [47].

Once the calculation of RG constants is successfully ac-
complished, we are in a position to analyze the asymptotic
behavior of experimentally measurable quantities, in partic-
ular, critical exponents. These govern scaling properties of
the DP model [15,29] in the critical region τ → 0. Although
many permissible Green functions might be studied, here we
focus on the simplest nontrivial functions. As a result, we
obtain numerical predictions for critical exponents. Additional
work would be needed for a calculation of universal moment
ratios [29], and a much more demanding task would be a RG
analysis of so-called scaling functions [64].

In order to derive basic RG differential equations, let us
introduce a differential operator

D̃μ ≡ μ∂μ|0, (80)

where ∂μ|0 is the corresponding derivative at fixed bare
parameters. Applying it to Eq. (48) yields the basic RG differ-

ential equations [9,34] for renormalized 1PI Green functions

(D̃μ − nγψ − mγψ̃ )(m,n)
R (. . . ; e, μ) = 0. (81)

For the DP model, the differential operator D̃μ can be ex-
pressed through renormalized variables as follows

D̃μ = μ∂μ + βu∂u − τγτ ∂τ − DγD∂D. (82)

Here βu is the beta function of the coupling constant u, and
γQ; Q ∈ {ψ, ψ̃, D, τ } are anomalous dimensions for fields and
parameters. They are defined [9,10] as

γQ ≡ μ∂μ|0 ln ZQ. (83)

In a straightforward fashion, this relation can be rewritten into
a more useful form,

γQ = −ε
u∂u ln ZQ

1 + u∂u ln Zu
, (84)

by which the anomalous dimension is expressed solely in
terms of renormalized variables. The beta function βu governs
the RG flow of the theory, and DP process is an example of
the single charge theory. Hence, we only have to deal with
one beta function,

βu ≡ μ∂μ|0u. (85)
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Using similar considerations as for an anomalous dimension
in Eq. (84) and relation (32) we can express the beta function
βu in two different ways,

βu = −u(ε + γu) (86)

= −ε
u

1 + u∂u ln Zu
. (87)

Final predictions for the anomalous dimensions take the
following form:

γψ = − u

16
+ 0.013323675(5)u2 − 0.0077732(7)u3, (88)

γD = u

16
− 0.016039678(11)u2 + 0.0133592(13)u3, (89)

γτ = − 3u

16
+ 0.06751732(2)u2 − 0.073755(2)u3, (90)

γu = − 3u

4
+ 0.38963725(5)u2 − 0.513026(9)u3, (91)

where the number in brackets corresponds to a numerical
error stemming from applied integration procedures. As can
be directly seen in expressions (88)–(91), the obtained results
display a high level of accuracy.

Finally, the beta function βu takes in the three-loop approx-
imation form

βu = −u

[
ε − 3u

4
+ 0.38963725(5)u2 − 0.513026(9)u3

]
.

(92)

Expressions (88)–(92) can be regarded as the most important
results of this paper. To the best of our knowledge, this is the
first time field-theoretical predictions for three-loop correc-
tions are presented for a nonequilibrium model.

V. DIRECTED PERCOLATION UNIVERSALITY CLASS

The existence of an IR attractive fixed point ensures the
scaling behavior of theory [9,34]. The asymptotic behavior is
then governed by IR attractive fixed points of corresponding
RG equations. The coordinates of fixed points can be found
from the requirement that all beta functions of a model simul-
taneously vanish,

βi(g
∗) = 0, βi = μ∂μ|0gi, (93)

where gi are charges of the theory. IR stability of fixed points
is determined from a matrix � of the first derivatives with
respect to coupling constants �i j = ∂βgi/∂g j . A fixed point is
IR attractive when all eigenvalues of � are positive.

For DP process, a stability analysis is straightforward as
we have to deal with a single beta function βu. Hence, to de-
termine the stability of given fixed points only one derivative
∂βu/∂u is needed. From the standard requirements imposed
on an IR attractive fixed point, the DP process reveals two
possible solutions: the trivial (Gaussian) fixed point (u∗ = 0)
corresponds to a mean-field solution, whereas the nontrivial
fixed point is given by the following approximate coordinate,

u∗ = 4ε

3
+ 0.92358460(12)ε2 − 0.34190(3)ε3. (94)

The Gaussian fixed point is IR attractive for ε < 0, which
according to Eq. (26) corresponds to higher space dimensions

d > dc. On the other hand, the nontrivial fixed point is IR sta-
ble for ε > 0, which corresponds to physically more relevant
space dimensions d < 4.

The existence of IR solution of RG equations implies the
scaling behavior of Green functions. From the macroscopic
point of view, the parameters of the model can be divided into
two groups: IR irrelevant quantities (D, g, u, and μ) and IR
relevant (momenta and coordinates, frequency and time, and τ

and fields). For a dynamical model [9], the critical dimension
of the IR relevant quantity Q is given by the general formula

�Q = dk[Q] + �ωdω[Q] + γ ∗
Q, (95)

where the critical dimension of frequency �ω is related to the
anomalous dimension γD by

�ω = 2 − γ ∗
D. (96)

Normalization conditions are assumed in the form

�k = −�x = 1, (97)

and dk[Q] and dω[Q] in Eq. (95) denote canonical dimensions
of quantity Q (see Table I), γ ∗

Q is the value of anomalous
dimension at the given fixed point. The remaining relevant
critical dimensions can be expressed through critical anoma-
lous dimensions γ ∗

ψ and γ ∗
τ ,

�ψ ′ = �ψ = d

2
+ γ ∗

ψ, �τ = 2 + γ ∗
τ . (98)

Due to a rapidity-reversal symmetry (4), only three critical di-
mensions are thus sufficient to fully describe DP universality
class.

A. Critical exponents

In contrast to multiscaling problems [9,65], such as tur-
bulence, the DP universality class is an example of theory
exhibiting simple scaling behavior. This amounts to that only
finite numbers of independent exponents are necessary to de-
scribe unambiguously DP universality class.

In lower space dimensions d � 2 theoretical analysis is in-
tricate as infrared singularities are encountered ε = 2 (d = 2),
and they cannot be dealt by RG method [42]. On the other
hand, for the most realistic three-dimensional DP process,
which corresponds to ε = 1 (d = 3), many results from nu-
merical simulations are available nowadays. They exhibit an
even higher level of inaccuracy and field-theoretic predictions
seem to provide the most reliable estimates.

In order to describe DP process quantitatively, let us in-
troduce appropriate quantities. As the most relevant appears
the density of active particles n(t ) at time t averaged over the
entire system, which can be regarded as the order parameter
of DP. In active state density, n(t ) is expected to scale in an
asymptotic limit t → ∞ according to a power law,

n(∞) ∼ |τ |β. (99)

The scaling behavior of several other quantities can be de-
rived from the two-point Green function. Both from a practical
and theoretical points of view a special role is played by the
response function Wψψ̃ = 〈ψ (t, x)ψ̃ (0, 0)〉. Its scaling form
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can take various forms. For our purposes here, they are given
by

Wψψ̃ (t, x, τ ) = t−2�ψ/�ω f

(
x

t1/�ω
,

τ

t−�τ/�ω

)
, (100)

Wψψ̃ (t, x, τ ) = |τ |2�ψ/�τ g

(
t

|τ |−�ω/�τ
,

x
|τ |−1/�τ

)
, (101)

where we have taken into account the relation �t = −�ω. In
DP lattice models [29] the response function is used in order
to define quantities such as the number of active sites N (t, τ )
generated from the origin

N (t, τ ) =
∫

dd x Wψψ̃ (t, x, τ ), (102)

which are crucial for seed simulations.
At criticality, the number of active particles displays

asymptotic power-law behavior governed by the critical ex-
ponent θ . Substituting Eq. (100) into the definition for N (t )
we derive the following scaling form:

N (t, τ ) = t (d−2�ψ )/�ω F (τ t�τ /�ω ), (103)

where the scaling function F is finite at the critical point
τ = 0. The critical exponent θ is defined in terms of critical
dimensions in the following way:

θ ≡ d − 2�ψ

�ω

. (104)

We then arrive at a three-loop prediction (the third order in the
expansion parameter ε),

θ = ε

12
+ 0.037509726(13)ε2 − 0.032978(3)ε3. (105)

Another dynamical quantity is the mean-square radius R2(t )
of spreading particles starting from a single seed at the origin
at time t = 0 [29,42]. It is defined by

R2(t, τ ) ≡
∫

dd x x2Wψψ̃ (t, x, τ )∫
dd x Wψψ̃ (t, x, τ )

. (106)

In a similar way as has been done for n(t, τ ) we can obtain
the asymptotic scaling behavior for R2 in criticality,

R2 ∼ t2/z, (107)

where the dynamical exponent z in our notation is equal to the
critical exponent of frequency, i.e., z = �ω.

A two-loop calculation for z can be performed in an analyt-
ical fashion [26,41,42] with the final perturbative prediction,

z = 2 − ε

12
−

(
67

288
+ 59

144
ln

4

3

)
ε2

12
. (108)

The corresponding value to the third order in perturbation
theory is determined from the relation (95) and reads

z = 2 − ε

12
− 0.02920905(2)ε2 + 0.029207(4)ε3. (109)

A further quantity, which elucidates the nature of DP univer-
sality class, is the mean cluster mass M, which is also related
to the two-point connected Green function [29],

M(τ ) =
∫

dd x
∫ ∞

0
dt Wψψ̃ (x, t, τ ). (110)

TABLE III. Critical exponents of DP universality class. More
details can be found in the literature [8,15,29,42].

Observable Exponent Asymptotic relation

Order parameter β = �ψ

�τ
n(τ, t → ∞) ∼ |τ |β

α = �ψ

�ω
n(τ = 0, t ) ∼ t−α

Survival probability β ′ = β P(τ, t → ∞) ∼ |τ |β ′

δ = α P(τ = 0, t ) ∼ t−δ

Mean-square radius z = �ω R2(τ = 0, t ) ∼ t2/z

Correlation length ν⊥ ≡ ν = 1
�τ

ξ (τ, t → ∞) ∼ |τ |−ν⊥

ν‖ ≡ zν = �ω

�τ
ξ (τ, t → ∞) ∼ |τ |−ν‖

Number of active sites θ = d−2�ψ

�ω
N (τ = 0, t ) ∼ t θ

Mean cluster mass γ = d+�ω−2�ψ

�τ
M(τ, t → ∞) ∼ |τ |−γ

Mean size of cluster σ = d+�ω−�ψ

�τ
S(τ, t → ∞) ∼ |τ |−σ

Substituting the asymptotic formula (101) into this definition
and rescaling the time and space variables accordingly leads
to the asymptotic power-law behavior,

M(τ ) ∝ |τ |−(d+�ω−2�ψ )/�τ , (111)

where additional scaling dependence has been suppressed.
The definition of the exponent γ directly follows

γ = d + �ω − 2�ψ

�τ

. (112)

From our three-loop calculation, we obtain the following re-
sult:

γ = 1 + ε

6
+ 0.06683697(2)ε2 − 0.036156(4)ε3. (113)

As has already been mentioned, a complete description of
the DP universality class requires knowledge of exactly three
independent critical exponents. Customarily [8,29], the triple
(β, ν‖, ν⊥) is chosen. Our calculation shows that to the three-
loop approximation they are given by

β = 1 − ε

6
− 0.01128142(2)ε2 − 0.015743(3)ε3, (114)

ν‖ = 1 + ε

12
+ 0.02238280(2)ε2 − 0.008169(3)ε3, (115)

ν⊥ = 1

2
+ ε

16
+ 0.021097832(11)ε2 − 0.009594(2)ε3.

(116)

Additional relations and definitions of critical exponents are
summarized in Table III and take the following form:

α = 1 − ε

4
− 0.012830892(11)ε2 − 0.000910(2)ε3, (117)

σ = 2 + ε2

18
− 0.051899(8)ε3. (118)

The critical exponents can be directly compared to pre-
vious analytical results [26,42] calculated to the two-loop
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TABLE IV. Evaluation of critical exponents of DP universality class in three space dimensions ε = 1 (d = 3): Padé approximant (PN
D ), Padé

resummation, Direct summation, results from Monte Carlo simulations of the contact process and nonperturbative renormalization group. The
symbol ∗ marks value that was calculated using scaling relations [15]. The first two rows correspond to Padé approximants [66,67] calculated
from our two-loop and three-loop results, respectively.

β = β ′ ν⊥ ν‖ α = δ γ z θ σ

Padé (two-loop) 0.833(17) 0.580(15) 1.101(15) 0.76(3) 1.23(5) 1.90(2) 0.12(6) 2.04(6)
Padé (three-loop) 0.818(10) 0.581(8) 1.103(6) 0.740(6) 1.23(3) 1.898(14) 0.11(4) 2.03(2)
Ref. [39] 0.813(11) 0.584(6)∗ 1.11(1) 0.732(4) 1.23(3)∗ 1.901(5)∗ 0.114(4) 2.05(4)∗

Ref. [35] 0.815(2) 0.5826(9) 1.106(2) 0.7367(6) 1.224(5)∗ 1.8986(8) 0.1062(4) 2.039(4)∗

Ref. [68] 0.809(3)∗ 0.580(2)∗ 1.114(4) 0.7263(11) 1.237(6)∗ 1.919(4)∗ 0.110(1) 2.046(8)∗

Ref. [69] 0.818(4) 0.582(2) 1.106(3) 0.7398(10) 1.216(10)∗ 1.8990(4) 0.1057(3) 2.034(8)∗

Ref. [38] 0.782 0.548 1.046∗ 0.747∗ 1.126∗ 1.909 0.0764∗ 1.908∗

approximation (the second order in ε),

β = 1 − ε

6
+

(
11

12
− 53

6
ln

4

3

)
ε2

144
, (119)

ν‖ = 1 + ε

12
+

(
109

24
− 55

12
ln

4

3

)
ε2

144
, (120)

ν⊥ = 1

2
+ ε

16
+

(
107

32
− 17

16
ln

4

3

)
ε2

144
. (121)

Their numerical evaluation yields the following expressions:

β = 1 − ε

6
− 0.0112814234ε2, (122)

ν‖ = 1 + ε

12
+ 0.0223828044ε2, (123)

ν⊥ = 1

2
+ ε

16
+ 0.0210978319ε2, (124)

which agrees very well with our results (114)–(116).
In the numerical calculation, there is a nontrivial way to

verify the numerical values of critical exponents. This is based
on a generalized hyperscaling relation [15], which takes the
form

θ − d

z
= −β + β ′

ν‖
. (125)

However, this relation is automatically fulfilled once critical
exponents are expressed in terms of critical dimensions.

Another possibility would be to compare numerical results
to predictions obtained by Monte Carlo simulations on a lat-
tice in a certain space dimension [29].

B. Resummation results

It is well known [10] that typical perturbative series in
quantum (statistical) field theory [such as expressions for
critical exponents (114)–(116)] are asymptotic rather than
convergent. There exist powerful mathematical methods suit-
able for their analysis [40], which might extract useful
physical information. Therefore, it is reasonable to apply
some summation on the part of an asymptotic series. In or-
der to attain progress, we apply resummation techniques and
compare obtained results.

The final results of critical exponents are calculated as
an asymptotic series in formally small ε = 4 − d . To obtain

final values in the physically relevant space dimension d = 3
(ε = 1) we use Padé approximants with the strategy described
in Refs. [66,67]. These values of critical exponents can be
found in Table IV, where they are compared with the re-
sults from Monte Carlo simulation for the contact process
[35,39] and with results obtained from the high-precision
Monte Carlo analysis [68,69]. The latter belongs to the DP
universality class, and calculated critical exponents are in
agreement within corresponding error bars.

VI. CONCLUSION

In this paper, we have calculated the critical exponents of
DP universality class up to the third order of perturbation the-
ory. We have formulated DP process within the field-theoretic
framework and performed a full UV renormalization analysis.
We have limited ourselves to compute only three critical expo-
nents needed for a description of the DP process. In particular,
we have found perturbative ε expansion for three independent
critical exponents β, ν⊥, ν‖ (or θ, z, γ ) to the third order in
ε. Our results are in agreement with the two-loop analytic
calculations.

In calculation of the RG constants, we have identified
three distinguished properties, which has helped us simplify
difficult technical part related to analytical treatment of three-
loop diagrams. Moreover, we have used them for independent
crosschecks to verify obtained results. In the space dimension
d = 3 (ε = 1), we have carried out the resummation technique
using Padé approximants. Obtained results are in accordance
with the prediction of critical exponents from a Monte Carlo
simulations. We expect that in the next order of perturbation
theory, the evaluation of critical exponents may provide even
better results than simulations. In addition, in higher orders,
it is possible to use other resummation methods built on Padé
approximants with the Borel-Leroy transformation [66] or the
Conformal mapping [10].

This study presents a step towards enhancing multiloop
calculations in nonequilibrium physics. It could help to solve
other more involved dynamical models. There are several
other directions in which this work can be extended. One
conceivable task would be an analysis of universal amplitude
ratios. Another potential direction would be even more sophis-
ticated four-loop calculation, which would be beneficial for
asymptotic analysis.

064138-13



LORAN TS. ADZHEMYAN et al. PHYSICAL REVIEW E 107, 064138 (2023)

ψ → ψ̃

ψ̃ → ψ

FIG. 2. Three-loop diagrams of DP process for two-point Green
function (1,1) bounded by rapidity-reversal symmetry (4).
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APPENDIX: SYMMETRY PROPERTIES

In this Appendix, the relationships between self-energy and
vertex diagrams will be obtained, which were used to verify
the calculations.

The symmetry relations (4) with respect to time reversal
can be used to find connections between diagrams, e.g., it
is possible to find identical diagrams among self-energy di-
agrams and vertex diagrams. For self-energy diagrams, this
follows directly from the fact that transformation (4) trans-
forms the self-energy graphs 〈ψψ̃〉1PI into 〈ψψ̃〉1PI. In Fig. 2,
the example of such a transformation is demonstrated, explic-
itly showing the equality of the depicted diagrams.

In some cases, such a transformation does not provide
information—it leads to identical equality, as, for example,
for the one-loop diagram (53) and both two-loop diagrams
(54). For three-loop self-energy functions, in addition to the
relations determined in Fig. 2, there are also four nontrivial
identities.

By means of relations (4) the vertex function (1,2) is
transformed to the (2,1). Figure 3 shows how it is possible to
replace the upper outer tail ψ̃ with ψ , which gives information
about the equality of two different diagrams (1,2). This proce-
dure is not informative for every vertex diagram, for example,
in Fig. 4 it is impossible to replace any of the outer tails ψ̃ with
ψ in the second diagram, since this would give rise to a triple
vertex (0,3) that is, however, absent in theory. This situation
takes place for all diagrams (1,2) in which both outer tails are
connected to two fields ψ̃ , as in the example considered. As
a result, for the 1PI diagrams of the Green function (1,2), 52
equalities of identical pairs of diagrams were obtained.

Some additional connections between the values of three-
loop diagrams can be obtained using the equality

(A1)

ψ → ψ̃

ψ̃ → ψ

FIG. 3. Example of a diagram for Green function (1,2), which
after substitution can be represented as another existing diagram of
(1,2).

ψ → ψ̃

ψ̃ → ψ

FIG. 4. Example of a diagram of (1,2), which after the indicated
substitution cannot be represented as a diagram of (1,2) and has to
be discarded from a consequent analysis.

One of its consequences is the equality of three pairs 1PI
diagrams

(A2)

(A3)

(A4)

where the dotted external lines correspond to the use of equal-
ity (A1). Response fields should be added appropriately using
the graphical rule for the interaction vertex (see Fig. 1).

A feature of the model (3) is the presence of a single prop-
agator (16). This allows us to reconstruct all diagrams of 1PI
functions (43) and (45) from the diagrams of function (46).
Differentiating each propagator in the diagrams of the 1PI
function (43) with respect to the external frequency, through
which the frequency flows, and taking into account (16), gives

∂iω

[
1

−i(ω + ω′) + εk

]
=

[
1

−i(ω + ω′) + εk

]2

, (A5)

where ω′ and k are the frequency and momentum of inte-
gration and εk was introduced in Eq. (16). In diagrammatic
language, this relation can be written as

(A6)

The first equality is directly equivalent to relation (A5), the
additional line in the second equality depicts the outer tail of
the diagram, its insertion does not change the integrand for
the diagram and turns it into the corresponding diagram for the
three-point function. Note that when calculating function (43),
the external frequency after differentiation ∂iω is assumed to
be equal to zero, as well as when calculating function (46).

Thus, differentiation with respect to frequency when cal-
culating the diagrams of function (43) can be replaced by
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−∂τ =

∂iω =

FIG. 5. Graphical representation of differentiation of DP propa-
gator with respect to the τ (top), and with respect to the frequency ω

(bottom).

the sum of diagrams of the form (46). Figure 5 displays an
example of such a replacement for two different directions of
external momentum leakage. Since the result does not depend
on this direction, the right-hand sides of the equalities have to
coincide, which can serve as a check of the correctness of the
calculation of three-point diagrams.

Equalities (A5) and (A6) remain valid after the re-
placement ∂iω → ∂τ0/D0. Corresponding graphical rules are
depicted in Fig. 6. This means that the sum of the contribu-
tions when differentiating each line when calculating the 1PI
function (45) can be replaced by the sum of the corresponding
three-tailed diagrams in function (46).

ω

=

ω
ω

ω
ω

ω

=

+ +

+ +

FIG. 6. Specific two-point diagram of DP process with two
different possibilities for the flow of the external frequency ω. Prop-
agators through which ω is flowing are subsequently replaced in
all possible manner to yield a sum of corresponding three-point
diagrams.
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