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In this paper, we first develop a fourth-order multiple-relaxation-time lattice Boltzmann (MRT-LB) model for
the one-dimensional convection-diffusion equation (CDE) with the constant velocity and diffusion coefficient,
where the D1Q3 (three discrete velocities in one-dimensional space) lattice structure is used. We also perform
the Chapman-Enskog analysis to recover the CDE from the MRT-LB model. Then an explicit four-level finite-
difference (FLFD) scheme is derived from the developed MRT-LB model for the CDE. Through the Taylor
expansion, the truncation error of the FLFD scheme is obtained, and at the diffusive scaling, the FLFD scheme
can achieve the fourth-order accuracy in space. After that, we present a stability analysis and derive the same
stability condition for the MRT-LB model and FLFD scheme. Finally, we perform some numerical experiments
to test the MRT-LB model and FLFD scheme, and the numerical results show that they have a fourth-order
convergence rate in space, which is consistent with our theoretical analysis.
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I. INTRODUCTION

Lattice Boltzmann (LB) method, as a mesoscopic numer-
ical approach originated from the lattice gas automata or
developed from the simplified kinetic model, has been an
effectively computational tool in the study of complex flow
problems [1–6]. On the other hand, the LB method has also
been used to solve some different kinds of partial differ-
ence equations (PDEs) for complex physical systems, for
example, the diffusion equations [7–9], convection-diffusion
equations [10–22], Possion equation [23–25], Burgers equa-
tion [26], and some other complex equations [27–30].

The evolution process of the LB method can be split
into the collision and propagation steps, and they are a sys-
tem of explicit two-level finite-difference equations of the
distribution functions in different directions. Based on the
collision term in the LB method, the models can be divided
into three main categories, the lattice Bhatnagar-Gross-Krook
(BGK) or single-relaxation-time LB (SRT-LB) model [31],
two-relaxation-time LB (TRT-LB) model [12], and multiple-
relaxation-time LB (MRT-LB) model [32]. The SRT-LB
model is most efficient, while it also has some limitations.
The first is that it suffers from the stability problem when
the relaxation parameter is close to its limit value [16,33].
The second is that the SRT-LB model does not have sufficient
relaxation parameters to describe the anisotropic diffusion
process, which also makes it more difficult in solving the
anisotropic CDEs [4,34]. The TRT-LB model has a free
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relaxation parameter that can be used to improve the stability
and/or accuracy by selecting the so-called magic parameter
�eo properly [5]. We note that the SRT-LB and TRT-LB
models are two special cases of the MRT-LB model [32], and
compared to the SRT-LB and TRT-LB models, the MRT-LB
model is more general and could be more stable through
adjusting additional free relaxation parameters [34–37]. For
these reasons, we will focus on the MRT-LB model in this
work.

It is known that there are some asymptotic analy-
sis methods, including the Chapman-Enskog analysis [38],
the Maxwell iteration [39,40], the direct Taylor expansion
[41–43], and the equivalent equations [44,45] that have been
used to study the consistency of LB models, but they are
not suitable to construct a rigorous notion of consistency and
perform an accuracy analysis with respect to the target PDEs.
This is mainly caused by the fact that the relation between the
LB model and the macroscopic PDE based numerical scheme
(the macroscopic or equivalent numerical scheme hereafter) is
unclear.

To fill the gap, some researchers conducted the theoret-
ical analysis on the equivalent finite-difference schemes of
several particular LB models for the macroscopic governing
equations on the conserved variables (or conservative mo-
ments). For instance, Junk [46] and Inamuro [47] found that
the SRT-LB model is equivalent to a two-level difference
scheme when the relaxation parameter is equal to unity, and
at the diffusive scaling, a second-order convergence rate in
space can be achieved for the incompressible Naiver-Stokes
equations [46]. Ancona [48] presented an LB model with
D1Q2 lattice structure for one-dimensional CDEs and found
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that this model can be written as the three-level second-order
DuFort-Frankel scheme [49]. Li et al. [26] considered the
SRT-LB model for one-dimensional Burgers equation where
the D1Q2 lattice structure is adopted and derived a three-level
second-order finite-difference scheme. Dellacherie [50] car-
ried out an analysis on the SRT-LB model with D1Q2 lattice
structure for one-dimensional CDEs and demonstrated that
this LB model is equivalent to an explicit two-level finite-
difference scheme. Cui et al. [36] found that the MRT-LB
model is equivalent to a macroscopic second-order finite-
difference scheme for one-dimensional steady CDE. Bellotti
et al. [51,52] presented a detailed study on the relation be-
tween the MRT-LB model and the macroscopic numerical
scheme and further demonstrated that any LB models can
be rewritten as the second-order finite-difference schemes.
However, it should be noted that the general finite-difference
scheme shown in the previous work [51] and other schemes
mentioned above are all of second-order accuracy, which
is consistent with the results based on some asymptotic
analysis methods for the LB models [32]. d′Humi `ere and
Ginzburg [53] conducted a theoretical analysis on the TRT-LB
model with recurrence equations and illustrated that when the
magic parameter �eo = 1/4 the TRT-LB model would reduce
to a macroscopic three-level finite difference scheme with
a second-order accuracy in space. Subsequently, Ginzburg
[54] further found that for the TRT-LB model with �eo =
1/6 and �BGK = 1/12, the fourth-order truncation error for
diffusion equations can be removed, and the third-order trun-
cation error for CDEs can be removed with �eo = �BGK =
1/12. Recently, through adjusting the weight coefficients and
relaxation parameters properly, Lin [8] developed a macro-
scopic four-level sixth-order finite-difference scheme from
the MRT-LB model for the one-dimensional diffusion equa-
tion, where the D1Q3 lattice structure is used. Particularly,
for the SRT-LB model, i.e., all relaxation parameters in the
MRT-LB model are equal to each other, this sixth-order
finite-difference scheme would reduce to a fourth-order one,
which is same as that reported in Ref. [9]. Straka et al.
[10] considered a cascaded SRT-LB model, and obtained
an equivalent higher-order finite-difference scheme for one-
dimensional advection-diffusion equation. However, it is still
unclear whether we can give a fourth-order LB model and
the corresponding macroscopic finite-difference scheme for
CDE. In this work, we will first develop a high-order MRT-
LB model for the one-dimensional CDE with the constant
velocity and diffusion coefficient, and show that through the
Chapman-Enskog analysis, the CDE can be recovered cor-
rectly from this MRT-LB model. We then also consider the
equivalent finite-difference scheme of the MRT-LB model and
find that at the diffusive scaling both the MRT-LB model and
equivalent finite-difference scheme can achieve a fourth-order
convergence rate in space.

This paper is organized as follows. In Sec. II, we present
an MRT-LB model with the D1Q3 lattice structure for the
one-dimensional CDE where a modified equilibrium function
is adopted. In Sec. III, through a theoretical analysis, we
obtain an explicit four-level finite-difference (FLFD) scheme
from the MRT-LB model. In Sec. IV, the accuracy and sta-
bility analysis of the MRT-LB model and FLFD scheme are
conducted through the Taylor expansion and Von Neumann

stability analysis method. In Sec. V, we carry out some nu-
merical experiments and show that both the MRT-LB model
and FLFD scheme can achieve a fourth-order convergence
rate in space, which is consistent with our theoretical analysis.
Finally, we give some conclusions in Sec. VI.

II. FOURTH-ORDER MULTIPLE-RELAXATION-TIME
LATTICE BOLTZMANN MODEL

FOR ONE-DIMENSIONAL
CONVECTION-DIFFUSION EQUATIONS

In this section, we first develop an MRT-LB model for the
one-dimensional CDE with the constant velocity and diffusion
coefficient and then perform the Chapman-Enskog analysis to
derive the CDE from the present MRT-LB model.

A. Spatial and temporial discretization

In the LB method, the space is discretized by the lattice
L := �xZ with the lattice spacing �x > 0, the time is uni-
formly discretized with tn = n�t , and �t is the time step.
For the sake of brevity and to simplify the following analysis,
the so-called lattice velocity defined by c := �x/�t is also
introduced.

B. Multiple-relaxation-time lattice Boltzmann model

From the mathematical point of view, the one-dimensional
CDE with the constant convection velocity u and diffusion
coefficient κ can be written as

∂φ

∂t
+ u

∂φ

∂x
= κ

∂2φ

∂x2
, (1)

where φ is a scalar variable dependent on the space x and time
t . Here we only consider the more general MRT-LB model for
its good accuracy and stability in the study of complex prob-
lems [18,19,32,55]. For the CDE (1), the evolution equation of
the MRT-LB model can be rewritten as [19,36]

fi(x + ci�t, t + �t )

= fi(x, t ) − (M−1SM)i,k
[

fk (x, t ) − f eq
k (x, t )

]
, (2)

where fi(x, t ) and f eq
i (x, t ) are the distribution function and

equilibrium distribution function at position x and time t , re-
spectively. In the D1Q3 lattice structure, the discrete velocity
ci, the transform matrix M and the diagonal relaxation matrix
S can be given by

c0 = 0, c1 = c, c−1 = −c, (3a)

M =
⎛
⎝ 1 1 1

0 c −c
−2c2 c2 c2

⎞
⎠, (3b)

S =
⎛
⎝s0 0 0

0 s1 0
0 0 s2

⎞
⎠, (3c)

where the diagonal element si of the relaxation matrix S is
the relaxation parameter corresponding to ith moment of the
distribution functions. To ensure the physical transport coef-
ficient (e.g., diffusion coefficient) to be positive, si should be
located in the range (0,2).
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In the evolution equation (2), the equilibrium distribution
is designed as

f eq
i = wiφ

[
1 + ciu

c2
s

+ η
u2
(
c2

i − c2
s

)
2c4

s

]
, (4)

where wi is the weight coefficient and η is a parameter to be
determined below.

To derive correct CDE (1), the equilibrium distribution
function should satisfy the following conditions:∑

i

f eq
i = φ, (5a)

∑
i

f eq
i ci = φu, (5b)

∑
i

f eq
i cici = (

c2
s + u2

)
φ. (5c)

From Eq. (5), one can obtain

c2
s = (1 − w0)c2, (6a)

η = 2(1 − w0)

w0
, (6b)

w1 = w−1 = 1 − w0

2
, (6c)

where the weight coefficient w0 (0 < w0 < 1) can be consid-
ered as a free parameter. In addition, the macroscopic variable
φ(x, t ) (or the conservative moment) is calculated by

φ(x, t ) =
∑

i

fi(x, t ). (7)

C. The Chapman-Enskog analysis

In this part, we will present the Chapman-Enskog analysis
[38] to derive Eq. (1) from above MRT-LB model. In the
Chapman-Enskog analysis, the distribution function, the time
and space derivatives can be expressed as [33]

fi = f (0)
i + ε1 f (1)

i + ε2 f (2)
i + · · · , ∂t = ε1∂t1 + ε2∂t2 ,

∂x = ε1∂x1 , (8)

where ε is a small parameter. Substituting Eq. (8) into Eq. (2)
and using Taylor expansion, we can obtain zero-, first-, and
second-order equations in ε,

ε0 : f (0)
i = f eq

i , (9a)

ε1 : D1,i f (0)
i = − 1

�t
(M−1SM)i,k f (1)

k , (9b)

ε2 : ∂t2 f (0)
i + D1,i f (1)

i + �t

2
D2

1,i f (0)
i =− 1

�t
(M−1SM)i,k f (2)

k ,

(9c)

where D1,i = ∂t1 + ci∂x1 .
If we multiply D1,i on both sides of Eq. (9b), and substitute

it into Eq. (9c), then we can rewrite Eq. (9c) as

ε2 : ∂t2 f (0)
i + D1,i

(
I − M−1SM

2

)
i,k

f (1)
k

= − 1

�t
(M−1SM)i,k f (2)

k . (10)

Taking the zeroth and first moments of Eq. (9b) and the zeroth
moment of Eq. (9c), one can obtain the following equations:

∂t1φ + ∂x1 (φu) = 0, (11a)

−u2∂x1φ + (c2
s + u2

)
∂x1φ = − 1

�t

∑
i

ci(M−1SM)i,k f (1)
k ,

(11b)

∂t2φ + ∂x1

∑
i

ci

(
I − M−1SM

2

)
i,k

f (1)
k = 0, (11c)

where Eqs. (5) and (9a) have been used. Then substituting
Eq. (11b) into Eq. (11c), we have

∂t2φ = c2
s

(
1

s1
− 1

2

)
�t∂2

x1
φ. (12)

Through combining the results at t1 and t2 scales, i.e.,
Eqs. (11a) and (12), we can recover the CDE (1) with the
following diffusion coefficient:

κ = c2
s

(
1

s1
− 1

2

)
�t . (13)

Finally, we would also like to point out that the numerical
diffusion related to u2 in the previous LB models [12,15]
can be eliminated here such that the diffusion coefficient κ

is independent on velocity u [see Eq. (13)]. This is because
a modified equilibrium distribution function (4) with the pa-
rameter η = 2(1 − w0)/w0 is adopted in the present MRT-LB
model.

III. AN EXPLICIT FOUR-LEVEL FINITE-DIFFERENCE
SCHEME

In this section, we will show some details on how to derive
the explicit finite-difference scheme for Eq. (1) from above
MRT-LB model. It is known that any LB models can be
divided into two processes: a local collision step performed
on each site of the lattice and a propagation step conducted
among neighboring sites of the lattice. Based on this fact, we
multiply M on both sides of Eq. (2) and express the collision
step in a vector form,

m	(x, t ) = (I − S)m(x, t ) + Smeq(x, t ), x ∈ L, (14)

where the postcollision state is denoted by 	, the relation
between the postcollision distribution function f 	(x, t ) =
( f 	

0 , f 	
1 , f 	

−1)T and m	 is given by m	 = M f 	.
According to the definition of shift operator T ck/c

�x

{T ck/c
�x [ fi(x, t )] = fi(x − ck�t, t )} [51], the propagation step

can be written as

f (x + c�t, t + �t )

= diag
(
T c0/c

�x , T c−1/c
�x , T c1/c

�x

)
f 	(x, t ), x ∈ L, (15)

where f (x, t ) = ( f0, f1, f−1)T , c = (c0, c1, c−1)T . If we mul-
tiply M on both sides of Eq. (15) and with the help of Eq. (14),
then one can obtain

mn+1(x) = Pmn(x) + Qmeq|n(x), x ∈ L, (16)

where mn(x) = m(x, tn), T := Mdiag(T c0/c
�x , T c1/c

�x , T c−1/c
�x )

M−1, P := T (I − S), and Q := TS.
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After some algebraic manipulations, one can obtain the matrices T , P, and Q,

T =

⎡
⎢⎢⎣

1
3

(
T c−1/c

�x + T c0/c
�x + T c1/c

�x

)
1
2c

(
T c−1/c

�x − T c1/c
�x

)
1

6c2

(
T c−1/c

�x − 2T c0/c
�x + T c1/c

�x

)
c
3

(
T c−1/c

�x − T c1/c
�x

)
1
2

(
T c−1/c

�x + T c1/c
�x

)
1
6c

(
T c−1/c

�x − T c1/c
�x

)
c2

3

(
T c−1/c

�x − 2T c0/c
�x + T c1/c

�x

)
c
2

(
T c−1/c

�x − T c1/c
�x

)
1
6

(
T c−1/c

�x − 4T c0/c
�x + T c1/c

�x

)
⎤
⎥⎥⎦,

P =

⎡
⎢⎢⎣

(1−s0 )
3

(
T c−1/c

�x + T c0/c
�x + T c1/c

�x

) (1−s1 )
2c

(
T c−1/c

�x − T c1/c
�x

) (1−s2 )
6c2

(
T c−1/c

�x − 2T c0/c
�x + T c1/c

�x

)
c(1−s0 )

3

(
T c−1/c

�x − T c1/c
�x

) (1−s1 )
2

(
T c−1/c

�x + T c1/c
�x

) (1−s2 )
6c

(
T c−1/c

�x − T c1/c
�x

)
c2(1−s0 )

3

(
T c−1/c

�x − 2T c0/c
�x + T c1/c

�x

) c(1−s1 )
2

(
T c−1/c

�x − T c1/c
�x

) (1−s2 )
6

(
T c−1/c

�x − 4T c0/c
�x + T c1/c

�x

)
⎤
⎥⎥⎦,

Q =

⎡
⎢⎢⎣

s0
3

(
T c−1/c

�x + T c0/c
�x + T c1/c

�x

) s1
2c

(
T c−1/c

�x − T c1/c
�x

) s2
6c2

(
T c−1/c

�x − 2T c0/c
�x + T c1/c

�x

)
c
3

(
T c−1/c

�x − T c1/c
�x

) s1
2

(
T c−1/c

�x + T c1/c
�x

) s2
6c

(
T c−1/c

�x − T c1/c
�x

)
c2s0

3

(
T c−1/c

�x − 2T c0/c
�x + T c1/c

�x

) cs1
2

(
T c−1/c

�x − T c1/c
�x

) s2
6

(
T c−1/c

�x − 4T c0/c
�x + T c1/c

�x

)
⎤
⎥⎥⎦,

then the characteristic polynomial XP of matrix P is written
as

XP = γ3X 3 + γ2X 2 + γ1X + γ0I, (17)

where γi is given by

γ3 = T c0/c
�x ,

γ2 = s2

6

(
T c−1/c

�x + 4T c0/c
�x + T c1/c

�x

)+ s1

2

(
T c−1/c

�x + T c1/c
�x

)
− (T c−1/c

�x + T c0/c
�x + T c1/c

�x

)
,

γ1 = s1s2

3

(
T c−1/c

�x + T c0/c
�x + T c1/c

�x

)
− s2

6

(
5T c−1/c

�x + 2T c0/c
�x + 5T c1/c

�x

)
− s1

2

(
T c−1/c

�x + 2T c0/c
�x + T c1/c

�x

)
+ (T c−1/c

�x + T c0/c
�x + T c1/c

�x

)
,

γ0 = −(1 − s1)(1 − s2)T c0/c
�x . (18)

Applying Eq. (16) recursively, we have

mn+1 = Pkmn−k+1 +
k−1∑
l=0

PlQmeq|n−l ,∀k ∈ N. (19)

With the aid of the Cayley-Hamilton theorem [51], one can
obtain

∑k=3
k=0 γkPk = 0 and rewrite above equation as

mn+1 = −
2∑

k=0

γkmn+k−2 +
3∑

k=0

γk

(
k−2∑
l=0

PlQmeq|n+k−l−3

)
,

(20)

where mn
1(x j ) = φn

j := φ( j�x, tn). From Eq. (20), we can
also derive the following finite-difference scheme:

φn+1
j = −

2∑
k=0

γkφ
n+k−2
j +

[
2∑

k=0

(
k∑

l=0

γ3+l−kPl

)
Qmeq|n−k

j

]
1

,

(21)

where meq|n(x j ) is given by

meq( j�x, tn) = M f eq( j�x, tn)

= (
φn

j , φ
n
j u, [(1 − 3w0)c2 + 3u2]φn

j

)T
.

Substituting Eq. (18) into Eq. (21) and after some manipu-
lations, we can obtain the equivalent explicit FLFD scheme
from the MRT-LB model (2),

φn+1
j = α1φ

n
j + α2φ

n
j−1 + α3φ

n
j+1 + β1φ

n−1
j + β2φ

n−1
j−1

+ β3φ
n−1
j+1 + γφn−2

j . (22)

Here φn
j denotes φ( j�x, tn), j ∈ Z, the parameters αi, βi(i =

1, 2, 3) and γ are given by

α1 = 1 + s2(w0 − 1 − σ 2),

α2 = 1 + s1(σ − 1)

2
+ s2(σ 2 − w0)

2
,

α3 = 1 − s1(σ + 1)

2
+ s2(σ 2 − w0)

2
,

β1 = (w0s2 − 1)(1 − s1) − s2(1 − s1)σ 2,

β2 =
[

s1(1 − σ )

2
− 1

]
(1 − s2) + s2(w0 − σ 2)

2
(s1 − 1),

β3 =
[

s1(1 + σ )

2
− 1

]
(1 − s2) + s2(w0 − σ 2)

2
(s1 − 1),

γ = (1 − s1)(1 − s2), (23)

where σ = u/c.
We point out that Eq. (22) is exactly equivalent to the MRT-

LB model (2) for CDE (1), and the higher-order MRT-LB
model and equivalent finite-difference scheme will be given
in Sec. IV. In particular, if u = 0, i.e., σ = 0, then we can
obtain a four-level finite-difference scheme for the diffusion
equation from Eq. (22), and the parameters in Eq. (23) are
simplified as

α1 = 1 + s2(w0 − 1), α2 = α3 = 1 − s1

2
− s2w0

2
,

β1 = (w0s2 − 1)(1 − s1),

β2 = β3 =
(

s1

2
− 1

)
(1 − s2) + s2w0

2
(s1 − 1),

γ = (1 − s1)(1 − s2). (24)
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It should be noted that Eq. (22) coupled with Eq. (24), as a
special case of the present FLFD scheme, is the same as that
reported in the previous work [8].

IV. THE ACCURACY AND STABILITY ANALYSIS

In this section, we will conduct a detailed theoretical analy-
sis on the accuracy and stability of the MRT-LB model (2) and
FLFD scheme (22). However, due to the equivalence between

the MRT-LB model and FLFD scheme, for the sake of sim-
plicity, we only focus on the FLFD scheme in the following
analysis.

A. The accuracy of the four-level finite-difference scheme

We now pay our attention to the accuracy analysis of the
FLFD scheme (22). To this end, we first apply the Taylor
expansion to Eq. (22) at the position x = j�x and time tn,
and after some algebraic manipulations, one can obtain

(
1 +

3∑
i=1

βi + 2γ

)[
∂φ

∂t

]n

j

+ (α2 − α3 + β2 − β3)
�x

�t

[
∂φ

∂x

]n

j

= α2 + α3 + β2 + β3

2

�2x

�t

[
∂2φ

∂x2

]n

j

+ (β2 − β3)�x

[
∂2φ

∂x∂t

]n

j

+
∑3

i=1 βi + 4γ − 1

2
�t

[
∂2φ

∂t2

]n

j

+ −α2 + α3 − β2 + β3

6

�3x

�t

[
∂3φ

∂x3

]n

j

+ β3 − β2

2
�x�t

[
∂3φ

∂x∂t2

]n

j

− β3 + β2

2
�2x

[
∂3φ

∂x2∂t

]n

j

−
∑3

i=1 βi + 8γ + 1

6
�2t

[
∂3φ

∂t3

]n

j

+ α2 + α3 + β2 + β3

24

�4x

�t

[
∂4φ

∂x4

]n

j

+ β2 − β3

6
�x�2t

[
∂4φ

∂x∂t3

]n

j

+ β2 + β3

4
�2x�t

[
∂4φ

∂x2∂t2

]n

j

+ β2 − β3

6
�3x

[
∂4φ

∂x3∂t

]n

j

+
∑3

i=1 βi + 16γ − 1

24
�3t

[
∂4φ

∂t4

]n

j

+ . . . . (25)

Substituting Eq. (23) into the above equation and with the aid of the following relations derived from Eq. (25):

[
∂2φ

∂x∂t

]n

j

= κ

[
∂3φ

∂x3

]n

j

− u

[
∂2φ

∂x2

]n

j

+ O(�3x + �t�x),

[
∂2φ

∂t2

]n

j

= κ2

[
∂4φ

∂x4

]n

j

− 2κu

[
∂3φ

∂x3

]n

j

+ u2

[
∂2φ

∂x2

]n

j

+ O(�t ),

[
∂3φ

∂x∂t2

]n

j

= −2κu

[
∂4φ

∂x4

]n

j

+ u2

[
∂3φ

∂x3

]n

j

+ O(�x),

[
∂3φ

∂x2∂t

]n

j

= κ

[
∂4φ

∂x4

]n

j

− u

[
∂3φ

∂x3

]n

j

+ O

(
�4x

�t
+ �2x

)
,

[
∂3φ

∂t3

]n

j

= 3κu2

[
∂4φ

∂x4

]n

j

− u3

[
∂3φ

∂x3

]n

j

+ O

(
�2x

�t

)
,

[
∂4φ

∂x∂t3

]n

j

= −u3

[
∂4φ

∂x4

]n

j

+ O

(
1

�x

)
,

[
∂4φ

∂x3∂t

]n

j

= −u

[
∂4φ

∂x4

]n

j

+ O(�x),

[
∂4φ

∂x2∂t2

]n

j

= u2

[
∂4φ

∂x4

]n

j

+ O

(
�2x

�t

)
,

[
∂4φ

∂t4

]n

j

= u4

[
∂4φ

∂x4

]n

j

+ O

(
1

�t

)
, (26)

we have

[
∂φ

∂t

]n

j

+ u

[
∂φ

∂x

]n

j

= κ

[
∂2φ

∂x2

]n

j

+ uT R3

6s2
1s2

�2x

[
∂3φ

∂x3

]n

j

+ T R4

12s3
1s2

�4x

�t

[
∂4φ

∂x4

]n

j

+ O(�2t + �4x + �2x�t ). (27)
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At the diffusive scaling (�t ∝ �2x), one can obtain an explicit FLFD scheme with the second-order accuracy in time and
fourth-order accuracy in space once the following conditions are satisfied:

ε := (1 − w0)
( 1

s1
− 1

2

)
, (28a)

T R3 = 3w0
(
s2

1 − s2
1s2 + 5s1s2 − 4s2 − 2s1

)+ 2s2
(
6 + s2

1 − 6s1
)− σ 2s1(3s2 + 3s1 − s1s2 − 6) = 0, (28b)

T R4 = 3

2
(1 − w0)2(s1 − 2)

(
4s1 + 4s2 − 6s1s2 + s2

1s2 − 2s2
1

)+ 1 − w0

2
s1(s1 − 2)(6s1 + 6s2 − s1s2 − 12)

+ σ 2s1

[
30s2(1 − w0) + 36(w0 + s1 + w0s1s2 − 1) − 2s1(16s2 + 21w0)

+ s2
1

(13

2
s2 − 7

)
+ 3s2

1w0(4 − 3s2)

]
+ σ 4s2

1

(
6 − 5s1 − 2s2 − 5

s1s2

2

)
= 0. (28c)

In addition, we would also like to point out that when the pa-
rameters w0, s1, and s2 satisfy Eqs. (28a), (28b), and (28c), the
fourth-order MRT-LB model should also be obtained, which
will be tested in Sec. V.

In the following, we give some remarks on above results.
Remark 1. We note that the relaxation parameter s0 cor-

responding to the zeroth moment of distribution functions
fi(x, t ) (the conservative variable φ) does not appear in the
finite-difference scheme (22), this means that it has no in-
fluence on the numerical results. This also explains why the
relaxation parameter s0 in the MRT-LB model can be chosen
arbitrarily, which is consistent with the previous work [8]. In
this sense, the MRT-LB model is identical to the TRT-LB
model, and both of them give the same equivalent finite-
difference scheme. However, unlike the relaxation parameter
s0, the relaxation parameter s1 corresponding to the first-
order moment of the distribution is related to the diffusion
coefficient κ [see Eq. (28a)], and the relaxation parameter s2

corresponding to the second-order moment of the distribution
function has an important influence on the FLFD scheme
(22) [see Eqs. (28b) and (28c)]. These similar results have
also been reported on the MRT-LB model for diffusion equa-
tions [8].

Remark 2. If we consider the case with u = 0, then Eq. (1)
will become a diffusion equation, and Eqs. (28b) and (28c)
reduce to the results reported in Ref. [8]. Actually, if one
continues to conduct the Taylor expansion to higher orders,
then the scheme with the sixth-order accuracy in space [8]
can also be obtained.

Remark 3. If we consider the SRT-LB model, i.e., s1 =
s2 := s, then the condition (28) reduces to

ε = (1 − w0)

(
1

s
− 1

2

)
, (29a)

T R3 = (6 − 6s + s2)[−1 + 3(1 − w0) + σ 2] = 0, (29b)

T R4 = (2 − s){(12 − 12s + s2)[1 − w0 − 2(1 − w0)2]

− s2(1 − w0)2} + 3sσ 2[(1 − w0)(12s − s2 − 12)

+ 2(s − 1)(s2 − 5s + 5) + 3sw0(s − 1)(4 − s)]

+ σ 4s2 12 − 5s2 − 14s

2
. (29c)

It is obvious that Eqs. (29a) and (29b) are the same as
those in Ref. [10], but Eq. (29c) is different unless u = 0,

i.e., σ = 0. Actually, Straka [10] illustrated that the coefficient
of the error term ∂4

x φ is complicated and it is difficult to ob-
tain the fourth-order cascaded SRT-LB model and equivalent
finite-difference scheme. In our work, however, we consider
the parametrs s1, s2, and w0 as free parameters, and develop
a fourth-order MRT-LB model when these parameters satisfy
condition (28).

Remark 4. The diffusion coefficient κ in the FLFD scheme
is same as that derived from the Chapman-Enskog expan-
sion, which is due to the fact that a modified equilibrium
distribution function with the parameter η = 2(1 − w0)/w0

is adopted in the present MRT-LB model. However, when
the popular equilibrium distribution function [12,15] is con-
sidered in the LB model, the recovered diffusion coefficient
would have a redundant part which is dependent on the veloc-
ity u [15]. Moreover, the velocity-dependant diffusion term
also has some influences and limitations on the selection of
parameters in numerical experiments.

Remark 5. To preserve the fourth-order accuracy of
MRT-LB model and FLFD scheme, the initial condition of
distribution function fi(x, t ) in the MRT-LB model and initial
value of φ(x, t ) in FLFD scheme must be given properly.
According to the previous work [32], we utilize the following
expression to initialize the distribution function fi in imple-
menting the MRT-LB model:

f = f eq − �t (M−1SM)−1D f eq, (30)

where D = diag(D0, D1, D−1), Di = ∂t + ci∂x. Additionally,
it should be noted that with the help of Eq. (1), the term ∂tφ

appeared in Eq. (30) can be replaced by the spatial derivatives
of scalar variable φ, which can be further determined from the
initial condition. However, in the implementation of the FLFD
scheme, the values of the variable φ at the first three time
levels are needed. Thus, in addition to the initial condition,
one must adopt some other numerical schemes to obtain the
values of variable φ at the second and third time levels. The
inclusion of the extra time levels also brings a larger memory
requirement to store the variable φ.

Finally, for the MRT-LB model and FLFD scheme, we
must determine the weight coefficient w0, the relation parame-
ters s1 and s2 from Eq. (28) for the specified σ and ε (or u and
κ). Due to the nonlinearity and coupling among Eqs. (28a),
(28b), and (28c), it is difficult to derive the explicit expressions
of w0, s1 and s2 in terms of κ and σ , and some numerical
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FIG. 1. The weight coefficients w0, w1, the relaxation parameters
s1 and s2 as a function of the parameter ε (σ = 0.1).

methods must be adopted. Actually, the solution of condition
(28) is not unique, for this reason, we numerically solve the
condition (28) and only consider one of the solutions to obtain
w0, s1, and s2 through fixing the parameter ε (0 < ε � 0.09),
and plot the result in Fig. 1, where σ = 0.1. It should be noted
that if one considers all the solutions of the condition (28) with
the parameter σ ∈ (0, 1) fixed, the max value of the parameter
ε can be reached is about 0.35 (see details in Fig. 2). As shown
in Fig. 1, the parameters w0 and s2 all satisfy the conditions
of 0 < w0 < 1 and 0 < s1, s2 < 2.

B. The stability analysis

In this part, we will give a necessary and sufficient condi-
tion for the stability of the MRT-LB model and FLFD scheme.
According to the Corollary 10 in Ref. [51], the MRT-LB
model (2) is stable if and only if the corresponding FLFD

FIG. 2. The stability region of the fourth-order MRT-LB model
and FLFD scheme.

scheme (22) is stable in the von Neumann sense. For this
reason, here we just focus on the stability condition of the
FLFD scheme, and obtain the following proposition.

Proposition. The MRT-LB model (2) and FLFD scheme
(22) are stable if and only if σ � 1 (CFL condition), 0 <

s1, s2 < 2 and the following constraints hold:

max
ω∈[−1,1]

{
(1 − ω2)2σ 4

(
A2

s1
s2

1 − �2
s1

)
�2

s1

+ (1 − ω2)σ 2
(
�2

s1

[
B2 + 2

(
O2

2 − O2
1

)]
− 4s1As1�s1 BO2 + s2

1A2
s1

(O1 + O2)2
)

+ (O1 − O2)2[B2 − (O1 + O2)2]
}

� 0, (31)

where

A = (w0 − σ 2)(ω − 1) + 1,

� = (1 − s1)(1 − s2),

As1 = 1 − �2

s1 − 1
, As2 = 1 − �2

s2 − 1
,

Cs1 =
(

1 + �2

s1 − 1

)
(2 − s1),

�s1 = s1(2 − s1)(1 − s2), �s2 = s2(2 − s2)(1 − s1),

O1 = �s1ω + �s2 A, O2 = 1 − �2,

B = Cs1ω − AAs2 s2 + O2. (32)

Proof. From the FLFD scheme (22), one can obtain its ampli-
fication matrix G as

G =
⎛
⎝α1 + α2e−iθ + α3eiθ β1 + β2e−iθ + β3eiθ γ

1 0 0
0 1 0

⎞
⎠,

(33)
and the characteristic polynomial can be expressed as

p(λ) = λ3 + a2λ
2 + a1λ + a0, (34)

where the coefficients a0, a1, a2 are given by

a0 = (1 − s1)(s2 − 1), |a0| < 1,

a1 = s2(1 − s1)(w0 − σ 2)(cos θ − 1) + (1 − s2)(2 − s1)

× cos θ + (1 − s1) + s1(1 − s2)σ i sin θ,

a2 = s2(w0 − σ 2)(cos θ − 1) + (s2 − 1) + (s1 − 2)

× cos θ − s1σ i sin θ. (35)

In order to find the constraint conditions to ensure the roots of
the characteristic polynomial (34) denoted by λk (k = 1, 2, 3)
satisfy:

1. |λk| � 1;
2. If |λk| = 1, then λk is a simple eigenvalue of G.
Now we divide the derivation process into following three

steps.
Step 1. We first define two polynomials as

p∗(λ) = a0λ
3 + a1λ

2 + a2λ + 1, (36a)

p1(λ) = p∗(0)p(λ) − p(0)p∗(λ)

λ

= (1 − |a0|2)λ2 + (a2 − a0a1)λ + (a1 − a0a2), (36b)
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(a) MRT-LB model (b) FLFD scheme

FIG. 3. The numerical and analytical solutions under different values of diffusion coefficient κ (u = 1).

where ai is the conjugate complex of ai, and

1 − |a0|2 = 1 − (1 − s1)2(1 − s2)2 = O2,

a2 − a0a1 = s2[1 − (1 − s1)2(s2 − 1)][(w0 − σ 2)(cos θ − 1) + 1]

+ [1 + (s1 − 1)(s2 − 1)2](s1 − 2) cos θ + [(1 − s1)2(1 − s2)2 − 1] − i[1 + (1 − s1)2(1 − s2)]σ sin θ

= As2As2 − Cs1 cos θ − O2 − is1σAs1 sin θ,

a1 − a0a2 = s2(2 − s2)(1 − s1)[(w0 − σ 2)(cos θ − 1) + 1] + s1(1 − s2)(2 − s1)(cos θ + iσ sin θ )

= �s2 A + �s1 (cos θ + iσ sin θ ). (37)

From Eqs. (34), (35), and (36a), we can obtain |p∗(0)| > |p(0)| under the condition of 0 < s1, s2 < 2. Following the Theorem
6.1 in Ref. [56], we can show that the characteristic polynomial p(λ) (34) is a von Neumann polynomial if and only if p1(λ)
(36b) is a von Neumann polynomial.

(a) MRT-LB model (b) FLFD scheme

FIG. 4. The numerical and analytical solutions under different values of velocity u (κ = 0.08).
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(a) MRT-LB model (b) FLFD scheme

FIG. 5. The convergence rates of MRT-LB model and FLFD scheme with different values of diffusion coefficient κ (u = 1).

Step 2. Similarly to p(λ) (34), we also introduce the another two polynomials based on p1(λ) (36b),

p∗
1(λ) = (a1 − a0a2)λ2 + (a2 − a0a1)λ + (1 − |a0|2), (38a)

p2(λ) = p∗
1(0)p(λ) − p1(0)p∗

1(λ)

λ
= [(1 − |a0|2)2 − |a1 − a0a2|2]λ + [(1 − |a0|2)(a2 − a0a1) − (a1 − a0a2)(a2 − a0a1)].

(38b)

In the following, we will show |p∗
1(0)| > |p1(0)|. From Eq. (37) one can obtain

|a1 − a0a2| <
∣∣�s1

∣∣+ ∣∣�s2

∣∣ = s2(2 − s2)|1 − s1| + s1(2 − s1)|1 − s2|, (39)

(a) MRT-LB model (b) FLFD scheme

FIG. 6. The convergence rates of MRT-LB model and FLFD scheme under different values of velocity u (κ = 0.08).
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TABLE I. The RMSEs and CRs of MRT-LB model and FLFD scheme under different values of velocity u (κ = 0.1).

κ u �x �t RMSE�x,�t RMSE�x/2,�t/4 RMSE�x/4,�t/16 RMSE�x/8,�t/64 CR

0.08 0.5 1/10 1/50 2.8584 × 10−6 1.6839 × 10−7 1.0430 × 10−8 6.4843 × 10−10 ∼4.0290
0.08 0.8 1/10 1/50 2.4502 × 10−5 1.2460 × 10−6 7.4375 × 10−8 4.5899 × 10−9 ∼4.1274
0.08 1.0 1/10 1/50 1.0513 × 10−4 4.5823 × 10−6 2.6359 × 10−7 1.6166 × 10−8 ∼4.2238
0.08 1.2 1/10 1/50 4.7805 × 10−4 1.6812 × 10−5 9.2182 × 10−7 5.5906 × 10−8 ∼4.3505
0.05 1 1/10 1/25 1.5001 × 10−3 1.2567 × 10−5 6.2255 × 10−7 3.8219 × 10−8 ∼5.0947
0.096 1 1/10 1/50 2.0708 × 10−4 1.0236 × 10−5 6.1765 × 10−7 3.8448 × 10−8 ∼4.1320
0.15 1 1/10 1/200 8.9667 × 10−5 6.1834 × 10−6 3.9851 × 10−7 2.5236 × 10−8 ∼3.9296
0.20 1 1/10 1/200 6.6506 × 10−5 4.5042 × 10−6 2.8891 × 10−7 1.6191 × 10−8 ∼4.0127
0.25 1 1/10 1/100 5.3815 × 10−4 3.8889 × 10−5 2.4274 × 10−6 1.5257 × 10−7 ∼3.9273

where 0 < w0 < 1, |σ | � 1 and |cosθ | � 1 are used. To prove |p∗
1(0)| > |p1(0)|, the following four cases are needed to be

verified:

Case 1 : �s1 + �s2 < 1 − �2, 0 < s1 � 1, 0 < s2 � 1, (40a)

Case 2 : −�s1 − �s2 < 1 − �2, 1 � s1 < 2, 1 � s2 < 2, (40b)

Case 3 : �s1 − �s2 < 1 − �2, 0 < s1 � 1, 1 � s2 < 2, (40c)

Case 4 : −�s1 + �s2 < 1 − �2, 1 � s1 < 2, 0 < s2 � 1. (40d)

We now consider the Case 1, and to this end a function g dependent on s1 and s2 is first introduced,

g(s1, s2) = 1 − �2 − �s1 − �s2 , 0 < s1 � 1, 0 < s2 � 1, (41)

from which it is clear that g(s1, s2) > inf{g(s1, s2), (s1, s2) ∈ (0, 1] × (0, 1]} = 0. The analysis of the other three cases in Eq. (40)
are similar and not shown here. In this way, we obtain the result |p∗

1(0)| > |p1(0)|, which indicates the characteristic polynomial
p(λ) (34) is a von Neumann polynomial if and only if p2(λ) (38b) is a von Neumann polynomial [56].

Step 3. Based on steps 1 and 2, we now pay attention to the polynomial p2(λ) (38b) [the degree of polynomial p2(λ) is equal
to unity], and it is a von Neumann polynomial iff

|(1 − |a0|2)(a2 − a0a1) − (a1 − a0a2)(a2 − a0a1)| � (1 − |a0|2)2 − |a1 − a0a2|2. (42)

To facilitate our analysis, we split the real and imaginary parts of these complex numbers as follows:

1 − |a0|2 = O2 = ar, a2 − a0a1 = ar11 + iar12, a1 − a0a2 = ar21 + iar22, (43)

(a) MRT-LB model (b) FLFD scheme

FIG. 7. The numerical and analytical solutions under different values of diffusion coefficient κ (u = 1).
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(a) MRT-LB model (b) FLFD scheme

FIG. 8. The numerical and analytical solutions under different values of velocity u (κ = 0.1).

where ar, ar11, ar12, ar21 and ar22 ∈ R. Then Eq. (42) can be written equivalently as

(arar11 − ar21a11 − ar22ar12)2 + (arar12 + ar21ar12 − ar22ar11)2 − (a2
r − a2

r21 − a2
r22

)2 � 0. (44)

Based on Eqs. (32) and (44) and after some manipulations, Eq. (42) becomes[− s1σAs1 sin θ
(
�s1 cos θ + A�s2 + 1 − �2)+ �s1σ sin θ

(
Cs1 cos θ − AAs2 s2 + 1 − �2)]2

− [(�s1 cos θ + A�s2

)2 − (1 − �2)2 + �2
s1
σ 2 sin2 θ

]2 + [As1�s1 s1σ
2 sin2 θ

+ [�s1 cos θ + A�s2 − (1 − �2)
](

Cs1 cos θ − AAs1 s2 + 1 − �2
)]2 � 0. (45)

Through observing the structure and terms of Eq. (45), we have the following formula:

σ 4�2
s sin4 θ

(
A2

s1
s2

1 − �2
s1

)+ σ 2 sin2 θ
{
�2

s1

[
B2 + 2

(
O2

2 − O2
1

)]− 4s1As1�s1 BO2 + s2
1A2

s1
(O1 + O2)2

}
+ (O1 − O2)2[B2 − (O1 + O2)2] � 0. (46)

(a) MRT-LB model (b) FLFD scheme

FIG. 9. The convergence rates of MRT-LB model and FLFD scheme under different values of diffusion coefficient κ (u = 1).

055305-11



YING CHEN, ZHENHUA CHAI, AND BAOCHANG SHI PHYSICAL REVIEW E 107, 055305 (2023)

−6.5 −6 −5.5 −5 −4.5 −4 −3.5 −3
−35

−30

−25

−20

−15

−10

log (Δx)

lo
g

(R
M

S
E

)

Line, slope=4.0
κ = 0.1, u = 0.05
κ = 0.1, u = 0.80
κ = 0.1, u = 1.00
κ = 0.1, u = 1.20

−6.5 −6 −5.5 −5 −4.5 −4 −3.5 −3
−35

−30

−25

−20

−15

−10

log (Δx)
lo

g
(R

M
S

E
)

Line, slope=4.0
κ = 0.1, u = 0.05
κ = 0.1, u = 0.80
κ = 0.1, u = 1.00
κ = 0.1, u = 1.20

(a) MRT-LB model (b) FLFD scheme

FIG. 10. The convergence rates of MRT-LB model and FLFD scheme under different values of velocity u (κ = 0.1).

To make the formula look more concise, we define cos θ = ω, and obtain the necessary and sufficient conditions, i.e., Eq. (31),
to ensure the MRT-LB model and FLFD scheme stable. �

We now present some discussion on two special cases of the present MRT-LB model.
Remark 6. For the stability analysis, Ginzburg et al. [57] defined an evolution matrix L := K(I + C) with

K := diag(1, e−iθ , e−iθ ). In the present work, we can obtain the evolution matrix L through combining the parameters s1, s2

and σ ,

L =

⎧⎪⎨
⎪⎩

α1 −ξ −ξ
1
2 (s2 + ξ + s1σ )e−iθ α2e−iθ 1

2 [ξ + s1(1 + σ )]e−iθ

1
2 (s2 + ξ − s1σ )eiθ 1

2 [ξ − s1(σ − 1)]eiθ α3eiθ

⎫⎪⎬
⎪⎭, (47)

where ξ = s2(σ 2 − w0). It is easy to show that the char-
acteristic polynomial of matrix L is identical to that of
the matrix G [see Eq. (33)]. Thus, one can directly
conclude that the relaxation parameters s1 and s2 satisfy-
ing (1/s1 − 1/2)(1/s2 − 1/2) = 1/4 is the optimal stability
condition [58].

Remark 7. It is obvious that both the fourth-order condi-
tion (28) and stability condition (31) are nonlinear, and it is
difficult to determine the stability region of the fourth-order
MRT-LB model and FLFD scheme. For this reason, we only
consider the stability region in a numerical way. As seen in
Fig. 2, one can find that the range of the parameter ε decreases
as σ approaches to 1.

Case 1. s2 = 1. In this case, the following stability condi-
tion can be derived from Eq. (31):

max
ω∈[−1,1]

{
s2

1σ
2(1 + ω)(1 + O1)2

+ (2 − s1)(1 − O1)(1 − w0 + σ 2)
[
(2 − s1)

× (1 − w0 + σ 2)(1 − ω)(1 − O1) + 2
(
O2

1 − 1
)]}

� 0, (48)

which is same as Proposition 12 in the previous work [51].
Case 2. u = 0. Under this condition, Eq. (1) becomes

a diffusion equation, and one can find the corresponding

TABLE II. The RMSEs and CRs of the MRT-LB model under different values of velocity u (κ = 0.1).

κ u �x �t RMSE�x,�t RMSE�x/2,�t/4 RMSE�x/4,�t/16 RMSE�x/8,�t/64 CR

0.05 1/10 1/50 3.9504 × 10−7 2.4691 × 10−8 1.5233 × 10−9 9.6884 × 10−11 ∼3.9978
0.80 1/10 1/50 1.6002 × 10−5 7.7646 × 10−7 4.5602 × 10−8 7.8503 × 10−10 ∼4.7717

0.1
1.00 1/10 1/50 6.1075 × 10−6 2.7842 × 10−7 1.6065 × 10−8 9.8280 × 10−10 ∼4.2005
1.20 1/10 1/50 8.6006 × 10−6 3.4486 × 10−7 1.9362 × 10−8 1.1781 × 10−9 ∼4.2779
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TABLE III. The RMSEs and CRs of the FLFD scheme under different values of velocity u (κ = 0.1).

κ u �x �t RMSE�x,�t RMSE�x/2,�t/4 RMSE�x/4,�t/16 RMSE�x/8,�t/64 CR

0.05 1/10 1/50 4.8000 × 10−7 3.0581 × 10−8 1.9408 × 10−9 1.2082 × 10−10 ∼3.9853
0.80 1/10 1/50 2.9912 × 10−6 1.4824 × 10−7 8.8110 × 10−9 1.6126 × 10−10 ∼4.7263

0.1
1.00 1/10 1/50 9.2846 × 10−7 4.3442 × 10−8 2.5454 × 10−9 1.5684 × 10−10 ∼4.1771
1.20 1/10 1/50 9.6321 × 10−7 3.9317 × 10−8 2.2348 × 10−9 1.3669 × 10−10 ∼4.2609

MRT-LB model (or FLFD scheme) is unconditionally stable,
which is consistent with the result in Ref. [8].

The detailed discussion on above two cases can be found
in the Appendix.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we conduct some simulations to test the
present MRT-LB model and FLFD scheme, the weight coef-
ficient w0, the relaxation parameters s1 and s2 are determined
from condition (28), and the parameters σ and ε are chosen
based on the stability region shown in Fig. 2. To measure
the accuracy of the MRT-LB model and FLFD scheme, the
following root-mean-square error (RMSE) is adopted [5]:

RMSE =
√∑Nx

j=1[φ( j�x, n�t ) − φ∗( j�x, n�t )]2

Nx
, (49)

where Nx is the number of grid points, �x = L/Nx is lattice
size (L is characteristic length), φ and φ∗ are the numerical
and analytical solutions, respectively. Based on the definition
of RMSE, one can estimate the convergence rate (CR) of
numerical scheme with the following formula:

CR = log(RMSE�x/RMSE�x/2)

log 2
. (50)

In order to ensure the MRT-LB scheme and FLFD scheme
have a fourth convergence rate, and due to the complexity
of the conditions to ensure the MRT-LB model and FLFD
scheme be fourth-order accurate and stable, we note that we
can first determine a set of parameters in terms of the param-
eter and to satisfy the fourth-order condition Eq. (26), and
then verify whether this set of parameters satisfy the stabil-
ity condition Eq. (29) or not. And the following numerical
simulations in Sec. V are carried out under this premise.

Example 1. We first consider the CDE (1) with the follow-
ing initial and boundary conditions:

φ(x, 0) = e−x, 0 � x � 1,

φ(0, t ) = e(u+κ×1)t , φ(1, t ) = e−1+(u+κ×1)t , t > 0,

(51)

and obtain the analytical solution of this problem as

φ(x, t ) = e−x+(u+κ×1)t . (52)

In the MRT-LB model with the D1Q3 lattice structure,
one can obtain the distribution functions f0 and f1 (or f−1)
at boundary nodes in the propagation step, then the last one
distribution function fi can be computed accurately with the
aid of Eq. (7) under the Dirichlet boundary condition.

We perform some simulations under different values
of diffusion coefficient κ (κ = 0.05, 0.096, 0.15, 0.20, 0.25)
with the velocity u = 1 and different values of u (u =
0.5, 0.8, 1.0, 1.2) with the diffusion coefficient κ = 0.08, and
plot the numerical and analytical results in Figs. 3 and 4
where �x = 1/40 and t = 6.0. From these figures, one can
observe that the numerical solutions of MRT-LB model and
FLFD scheme are in good agreement with the analytical
solutions. To show the convergence rates of the MRT-LB
model and FLFD scheme for this problem, we also carry out
some experiments under different values of lattice spacing
changing from �x/8 to �x = 1/10, and the time step �t
is determined by a constant �2x/�t . We measure the RM-
SEs between the numerical and analytical solutions at the
time t = 6.0 and show them in Figs. 5 and 6. As shown
in these two figures, both the MRT-LB model and FLFD
scheme have a fourth-order convergence rate in space, and
the numerical results seem more accurate with the small u
and proper κ . In addition, it is interesting that for these
numerical experiments, the RMSEs and CRs of MRT-LB
model and FDFL scheme are identical and are shown in
Table I.

TABLE IV. The RMSEs and CRs of the MRT-LB model under different values of diffusion coefficient κ (u = 1).

u κ �x �t RMSE�x,�t RMSE�x/2,�t/4 RMSE�x/4,�t/16 RMSE�x/8,�t/64 CR

0.050 1/10 1/25 3.9059 × 10−4 7.1683 × 10−6 3.2688 × 10−7 1.8871 × 10−8 ∼4.7791
0.060 1/10 1/50 2.8686 × 10−6 1.7759 × 10−7 1.3283 × 10−8 8.6954 × 10−10 ∼3.8959
0.080 1/10 1/50 7.8223 × 10−6 3.6065 × 10−7 2.0742 × 10−8 1.2673 × 10−9 ∼4.1972
0.096 1/10 1/50 6.6611 × 10−6 3.0618 × 10−7 1.7684 × 10−8 1.0821 × 10−9 ∼4.1959

1
0.120 1/10 1/50 3.5042 × 10−6 1.4920 × 10−7 8.5208 × 10−9 5.2025 × 10−10 ∼4.2392
0.150 1/10 1/200 9.8367 × 10−8 6.2514 × 10−9 3.9118 × 10−10 2.4420 × 10−11 ∼3.9920
0.200 1/10 1/200 3.1420 × 10−9 1.9650 × 10−10 1.2247 × 10−11 7.6328 × 10−13 ∼4.0024
0.250 1/10 1/100 1.2786 × 10−9 7.2277 × 10−11 4.3976 × 10−12 2.7266 × 10−13 ∼4.0651
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TABLE V. The RMSEs and CRs of the FLFD scheme under different values of diffusion coefficient κ (u = 1).

u κ �x �t RMSE�x,�t RMSE�x/2,�t/4 RMSE�x/4,�t/16 RMSE�x/8,�t/64 CR

0.050 1/10 1/25 7.5642 × 10−5 1.2665 × 10−6 5.9709 × 10−8 3.5019 × 10−9 ∼4.7996
0.060 1/10 1/50 4.6973 × 10−7 3.4559 × 10−8 2.6757 × 10−9 1.7665 × 10−10 ∼3.7922
0.080 1/10 1/50 1.2667 × 10−6 5.8362 × 10−8 3.3767 × 10−9 2.0726 × 10−10 ∼4.1924
0.096 1/10 1/50 1.0250 × 10−6 4.8183 × 10−8 2.8226 × 10−9 1.7389 × 10−10 ∼4.1750

1
0.120 1/10 1/50 5.0085 × 10−7 2.2243 × 10−8 1.2986 × 10−9 7.9995 × 10−11 ∼4.2041
0.150 1/10 1/200 1.3901 × 10−8 8.9332 × 10−10 5.6377 × 10−11 3.5376 × 10−12 ∼3.9800
0.200 1/10 1/200 1.8638 × 10−9 1.1883 × 10−10 7.4868 × 10−12 4.6960 × 10−13 ∼3.9848
0.250 1/10 1/50 1.4816 × 10−8 8.6601 × 10−10 5.3399 × 10−11 3.3318 × 10−12 ∼4.0395

Example 2. The second example we consider is a periodic
problem

∂tφ + u∂xφ = κ∂xxφ, (x, t ) ∈ [−1, 1] × [0,∞),

φ(x, 0) = sin(πx), −1 � x � 1, (53)

with the periodic boundary condition adopted on boundaries
of the computational domain [−1, 1]. Under the initial and
periodic boundary conditions, we can derive the analytical
solution to Eq. (53) [59],

φ(x, t ) = sin[π (x − ut )] exp(−κπ2t ). (54)

Similarly to the previous example, we first perform some
simulations under different values of diffusion coefficient κ

(κ = 0.05, 0.06, 0.08, 0.12) with u = 1 and different values
of velocity u (u = 0.05, 0.5, 1, 1.2) with κ = 0.1. As shown
in Figs. 7 and 8 where the lattice spacing �x = 1/20, the
numerical results are in good agreement with the analytical
solutions at the time t = 6.0.

This problem is also applied to test the convergence rates of
the MRT-LB model and FLFD scheme. For this purpose, we
conduct a number of simulations with the specified parameters
u and κ , and calculate the RMSEs under different lattice sizes.
As seen from Figs. 9 and 10, Tables II, III, IV, and V where
the simulations are suspended at the time t = 6.0 and the
lattice spacing is varied from �x/8 to �x = 1/10 with a
fixed �2x/�t , the present MRT-LB model and FLFD scheme
have a fourth-order convergence rate in space, and also, the

MRT-LB model and FLFD scheme are almost the same as
each other.

VI. CONCLUSIONS

In this paper, we first developed an MRT-LB model for
the one-dimensional CDE with a modefied equilibrium func-
tion f eq

i through including an additional parameter η = 2(1 −
w0)/w0, and then we performed the Chapman-Enskog analy-
sis to recover the CDE (1) with the relation (13). Based on the
MRT-LB model at the diffusive scaling, we also obtained an
explicit FLFD scheme, which has a fourth-order accuracy in
space once the weight coefficient w0, the relaxation parame-
ters s1 and s2 satisfy Eqs. (28a), (28b), and (28c). Through the
detailed theoretical analysis, we derived the stability condition
(31) of the MRT-LB model and FLFD scheme. Finally, we
carried out some simulations, and the numerical results show
that the MRT-LB model and FLFD scheme have fourth-order
convergence rate in space, which is consistent with the accu-
racy analysis. It is worth mentioning that the MRT-LB model
may be more efficient than FLFD scheme from a computa-
tional point of view since it is only a two-level method.
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APPENDIX: THE TWO SPECIAL CASES OF THE STABILITY ANALYSIS

Case 1. s2 = 1. In this case, we can derive the following expressions from Eq. (32):

� = 0, As1 = As2 = 1, (A1a)

�s1 = 0, �s2 = 1 − s1, (A1b)

O1 = (1 − s1)[(w0 − σ 2)(ω − 1) + 1], O2 = 1, (A1c)

Cs1 = 2 − s1, B = (2 − s1)ω − (w0 − σ 2)(ω − 1). (A1d)

Then Eq. (31) can be simplified by

max
ω∈[−1,1]

{
σ 2s2

1(O1 + 1)2(1 − ω2) + (O1 − O2)2[B2 − (O2
1 + 1

)2]} � 0. (A2)

Substituting Eq. (A1) into Eq. (A2) yields

max
ω∈[−1,1]

{
s2

1σ
2(1 − ω2)(1 + O1)2 + (O1 − 1)2(B + O1 + 1)(B − O1 − 1)

}
� 0, (A3)
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which can also be written as

max
ω∈[−1,1]

{
s2

1σ
2(1 − ω2)(1 + O1)2 + (1 − O1)2(1 + O1 − B)[(1 + O1 − B) − 2(O1 + 1)]

}
� 0, (A4)

or

max
ω∈[−1,1]

{
s2

1σ
2(1 − ω2)(1 + O1)2 + (1 − O1)(1 + O1 − B)

[
(1 + O1 − B)(1 − O1) + 2

(
O2

1 − 1
)]}

� 0. (A5)

Multiplying 1/(1 − ω) on both sides of Eq. (A5) and with the help of 1 + O1 − B = (2 − s1)(1 − w0 + σ 2)(1 − ω), we have

max
ω∈[−1,1]

{
s2

1σ
2(1 + ω)(1 + O1)2 + (2 − s1)(1 − O1)(1 − w0 + σ 2)

× [(2 − s1)(1 − w0 + σ 2)(1 − ω)(1 − O1) + 2
(
O2

1 − 1
)]}

� 0, (A6)

which is consistent with the result in Ref. [51].
Case 2. u = 0. Under this condition, we have σ = 0, and Eq. (31) becomes

max
ω∈[−1,1]

{(B2 − (O1 + O2)2)(O1 − O2)2} � 0, (A7)

or, equivalently,

max
ω∈[−1,1]

(−s2(2 − s1)(1 − ω)(1 − w0)[1 + (1 − s1)(1 − s2)]

× {s2[w0(ω − 1) + 1][(s2 − 1)(s1 − 1)2 − 1] − 2[(s2 − 1)2(s1 − 1)2 − 1]

− ω[(s2 − 1)2(s1 − 1) + 1](s1 − 2)

+ s2[w0(ω − 1) + 1](s2 − 2)(s1 − 1) + s1ω(s2 − 1)(s1 − 2)}) � 0, (A8)

where −s2(2 − s1)(1 − ω)(1 − w0)[1 + (1 − s1)(1 − s2)] � 0 under the conditions of 0 < s1, s2 < 2, 0 < w0 < 1 and −1 �
ω � 1. After some manipulations, we can obtain

max
ω∈[−1,1]

(s2(w0(ω − 1) + 1){[(s2 − 1)(s1 − 1)2 − 1] + (s2 − 2)(s1 − 1)}

− 2[(s2 − 1)2(s1 − 1)2 − 1] + ω(s1 − 2)[(s2 − 1)2(1 − s1) − 1 + s1(s2 − 1)]) � 0. (A9)

It is clear that the term on the right-hand side of Eq. (A9) is a linear function of ω, thus the maximum will be obtained at the
point ω = −1 or ω = 1 for any fixed s1, s2, and w0,

max {s2(1 − 2w0)[(s2 − 1)(s1 − 1)2 − 1 + (s2 − 2)(s1 − 1)] − 2[(s2 − 1)2(s1 − 1)2 − 1]

− (s1 − 2)[(s2 − 1)2(1 − s1) − 1 + s1(s2 − 1)],

s2[(s2 − 1)(s1 − 1)2 − 1 + (s2 − 2)(s1 − 1)] − 2[(s2 − 1)2(s1 − 1)2 − 1]

+ (s1 − 2)[(s2 − 1)2(1 − s1) − 1 + s1(s2 − 1)]} � 0,

which can be simplified by

max {2s1s2w0[1 − (1 − s1)(1 − s2)], 2(2 − s2)(2 − s1)[1 − (1 − s1)(1 − s2)]} � 0. (A10)

Actually, Eq. (A10) is an obvious result under 0 < s1, s2 < 2 and 0 < w0 < 1. This also means that the MRT-LB model and
FLFD scheme are unconditionally stable, which are consistent with the available work [8].
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