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Self-replicability is a unique attribute observed in all living organisms, and the question of how the life was
physically initiated could be equivalent to the question of how self-replicating informative polymers were formed
in the abiotic material world. It has been suggested that the present DNA and proteins world was preceded by
an RNA world in which genetic information of RNA molecules was replicated by the mutual catalytic function
of RNA molecules. However, the important question of how the transition occurred from a material world to the
very early pre-RNA world remains unsolved both experimentally and theoretically. We present an onset model of
mutually catalytic self-replicative systems formed in an assembly of polynucleotides. A quantitative expression
of the critical condition for the onset of growing fluctuation towards self-replication in this model is obtained by

analytical and numerical calculations.
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I. INTRODUCTION

It has been widely suggested that the present DNA and
proteins world was preceded by an RNA world in which
the genetic information resided in the sequence of RNA
molecules and was copied by the mutual catalytic function of
RNA molecules [1-7]. The research of the RNA world during
the first period was mainly focused on the possibility of find-
ing examples of self-replication even though the nucleotide
is short [8—10]. Inoue and Orgel (1983) [9] reported the
observation that a template with a defined sequence can cat-
alyze the formation of its complementary strand. Kiedrowski
(1986) [11] demonstrated a repeated ligation of short nu-
cleotide chains including the separation of the complement
from its template without the help of any enzyme. After the
discovery of ribozymes [2], the research of the RNA world
was gradually directed toward finding the functions of various
ribozymes for the self-replication process in laboratory exper-
iments [6,12], and introduced various mechanisms, such as
ligation [13,14], RNA polymerase ribozymes [15], and strand
displacement [16].

However, the important question of how the nonenzymat-
ically replication cycle started in the pre-RNA world remains
unsolved [7,16]. The transition from the material world to the
beginning of the RNA world has not been clarified experimen-
tally or theoretically. The difficulty in answering this problem
by laboratory experiments may be partly due to the fact that
the range of experimental conditions is limited compared to
that provided by nature in the long time span of 10° years
of the pre-RNA world. Therefore, the experimental results to
date have not yet encompassed the model which corresponds
to the very beginning of the self-replication mechanism.

An alternative approach to investigate the beginning of
self-replication is to use a theoretical approach. There have
been theoretical studies on the birth of life based on the
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autocatalytic cell model [17-22], hypercycle model [23-27],
and chemical evolution [28,29]. More recently, theoretical
studies of rolling circle and strand-displacement mechanisms
[30] or the cooperative ligation mechanism for nonenzymatic
self-replication [31] were reported. However, these theoretical
studies have not focused on the onset of self-replicability in
the pre-RNA world, as they were either generalized to wider
topics, including the evolution mechanism of the Darwinian
world [32], or characterized to more specific functions of
some RNA molecules. The existing theories of the pre-RNA
world were based on catalytic functions of various kinds, for
example, self-learning catalyzers in the case of hypercycle
theories and ligases in the case of autocatalytic theories. This
is probably because these theories have been intended to build
theories which cover the beginning and evolution of the RNA
world, but not to clarify the transition itself from the material
world.

The theoretical model of the present paper, on the other
hand, was intended to describe the transition of a material
world to the beginning of the pre-RNA world in terms of
the material world, without using any functional molecules
which had not existed in the material world before the tran-
sition. For the present purpose the model is required to
describe mathematically the occurrence of the transition at
some parameter values of the well-defined material world.
The material world is here defined as interacting energy-rich
mononucleotide molecules of abundant density and gradu-
ally increasing polynucleotide molecules only. By pre-RNA
world is meant a world with self-replicating polynucleotide
molecules, which is indispensable for robust, high-quality
information related to the birth of life.

In Sec. II, dynamical onset models of mutually catalytic
self-replication are presented. In Sec. III, two kinds of possi-
ble networks consisting of mutually catalytic polynucleotides
are proposed. In Secs. IV and V, analyses and numerical
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FIG. 1. A pn-molecule X (n, i) under consideration is surrounded
by environmental pn-molecules X (', i") and mn-molecules X (1, k)
in the material world. The pn-molecules and mn-molecules are rep-
resented by the blue and red colors, respectively. One may assume
that there is one pn-molecule X (', i), for example, which interacts
most strongly with X (n, 7) under consideration.

simulations of the networks are presented, respectively. In
Sec. VI, critical conditions for the onset of self-replicator
networks, a scenario of realization of the condition, and its
thermodynamic aspects are discussed.

II. DYNAMICAL ONSET MODELS OF MUTUALLY
CATALYTIC SELF-REPLICATIVE SYSTEMS

A. Material world just before the transition
to an early RNA world

It is believed that there must have been mononucleotide
soup [1-8] in some favorite locations of the earth of prebiotic
worlds, which contained various building blocks of mononu-
cleotide molecules (abbreviated hereafter as mn-molecules),
such as sugars, phosphates, and organic bases which served as
law materials.

It would be natural to assume that in the long history of
the prebiotic period, the four kinds of mn-molecules X (1, k)

N

X(n',) /

P(n,i;n’,im,)

(k=1,2,3,4) as well as various polynucleotide molecules
X (n, i) (abbreviated hereafter as pn-molecules) had accumu-
lated in the material world before the transition. Here, n
represents the length, and i is the ith order of nucleosides of a
pn-molecule of length n. The density of the pn-molecules kept
increasing gradually by the high-energy mn-molecules. A
pn-molecule X (n, i) is surrounded by mn-molecules X (1, k)
and other pn-molecules X (n',i"), as shown in Fig. 1. A
mn-molecule X (1, k) can stick to the nucleotide, which com-
plements the kth mn-molecule in the pn-molecule X (n, 7).
Although some double strands may have been formed by
the spontaneous processes even in this period of the mate-
rial world, the density of the double strands did not increase
enough due to the possible decay process when X (n, i) are
small.

B. Dynamical onset model of mutually catalytic self-replication

On the time axis of the material world with increas-
ing density of pn-nucleotide molecules, the chance of each
pn-nucleotide molecule interacting with other pn-molecules
increased, which might have contributed to forming a double
strand Z(n, i) as shown in Fig. 2. Although the double strand
Z is known to be rather stable in the laboratory experiment,
it might have been separated into a pn-nucleotide molecule
X (n, i) and its complement molecule X (n, i*) spontaneously
and/or by the help of surrounding pn-molecules under some
off-laboratory condition [33,34].

It is noted that the model which represents the scenario
described here and in the previous sections should be limited
by the following requirements:

(i) To discuss a transition from the material world to the
pre-RNA world, use of a special function of molecules should
not be included; ligase and other ribozymes, which have been
thought to function in the RNA world, would not exist before
this transition. Although we use the terminology “mutually
catalytic,” it is equivalent to “mutually interactive.” It does not
indicate any molecules with special functions.

X(n”,i”)

qboo%/,,
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@
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FIG. 2. Diagram of a pn-molecule and double strand with other pn-molecules and mn-molecules in the beginning pre-RNA world just
after the transition from material world. The pn-molecules, mn-molecules and double strand are shown by the blue, red and yellow colors,
respectively. The pn-molecule X (n, i) and X (, i*) under consideration are shown by the vertical molecules and the other interacting molecules
X(n',i') and X(n",i") are shown by the slanted molecules. The arrows indicate the directions of reactions and the flows of interacting pn-

molecules.
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(i1) The activation of a self-replicator is indispensable for
the change from the material world. There is no robust self-
replicator in any material worlds. Therefore, the birth of the
self-replicator can be interpreted as the origin of RNA life.
Sharp growth of high-fidelity, informative pn-molecules is
achieved only by self-replicators.

(iii) The transition must occur at a specific point on the
time axis of the material world. This condition is not satisfied
by the linear dynamics of spontaneous reaction, because the
molecular density would increase or decrease exponentially
regardless of pn-molecule density. Also, nonlinear dynamics
is essential to avoid the poor information quality of linear dy-
namics at the separation of double strands [23]. Spontaneous
separation of double strands would occur in parallel with
their natural decay, and the resultant molecules will suffer a
statistical error in the information.

(iv) The higher the degree of nonlinearity of the differential
equation utilized, the higher the density of pn-molecules at the
critical transition is generally required. Ligation would require
third-order nonlinearity. A second-order differential equation,
which corresponds to a dynamical system of interacting two
molecules, is suited for representing the first transition from
the material world.

We present hereafter a dynamical onset model of mu-
tually catalytic self-replication which satisfies these four
requirements. As shown in Fig. 2, the pn-molecule X (n, i)
and the corresponding double strand Z(n, i) under consid-
eration are surrounded by environmental pn-molecules such
as X(n',7),X(n",i"), ..., and mn-molecules X (1, k) in the
material world. It was assumed in this model that there is
one pn-molecule X (n’, i") which interacts most strongly with
X (n, i) with reaction constant P to form Z(n,i) and one
pn-molecule X (n”,i”) which interacts most strongly with
Z(n, i) with reaction constant Q to separate it into X (, i) and
X(n,i*).

The reactions of the pn-molecules X (n, i) and the double
strand Z(n, i) are written with chemical reaction constants P
and Q as

4
X(n, i)+ X' i)+ Y mX(1.k)
k=1

P(n,isn’ i my )
>

Z(n, i)+ X @', i"), (1)

Zn, i) +X@",i")

GO X (i) + X (i) + X (L0, ()

where my is the number of kth nucleoside in the pn-molecule
X(n, i), and therefore, Zi=1 my = n. In Egs. (1) and (2) the
spontaneous reactions for formation and separation of double
strand Z are not included by taking requirement (iii) into
account.

When the density of monomer X (1, k) is high and saturated
at Cy, ]_[iz1 X (1, k)™ will stay at (C)" during the onset time,
and the dynamics of the reactions will be written as

dZ(n,i)

7 (CY'"P(n, i;n', iNX(n, DX @, ). 3)

Qn,i;n”,i") -
( )/
/ Y
/ SSPnisnimy)
X(n”,i") \\

X(n',i)

FIG. 3. Mutually catalytic self-replication models by double
strands without considering complements. The red arrow means cat-
alytic reaction of X (n’, i) for copying the template X (n, i) by X (1, k)
with a reaction constant P(n, i;n’, i’;my). The blue arrow indicates
separating a double strand Z(n, i) into two single strands X (n, i) with
areaction constant Q(n, i;n”, i"). The black arrows indicate the result
of the reactions.

Because (n,i*) belongs to the set {n, i} and vice versa,
the density of complementary polynucleotide X (n, i*) may
be assumed to be equal to the density X (n, i) according to
Eq. (2), neglecting a possible small difference of initial condi-
tion. When we discuss a framework in which X (n, i) is meant
by X(n, i) plus its complement X (n, i*), the reaction (2) is
rewritten as

Zn i)+ X", iy 28

2X(n, i) +X(n",i") (4
and shown in Fig. 3. The corresponding dynamical equation is
written as

dX(I’l, l) _ 1Q( .o .//)Z( )X( ” -//) (5)
o = Q0 in" iIDZn, DX (", 7).

Inclusion of more than one X (#/,i") in Eq. (1) or more than
one X (n”, i") in Eq. (2) would make the dynamical Eq. (3) or
(5) with higher nonlinearity, which is avoided by requirement
@v).
We use a simplified symbol hereafter,
X(”’ l) — XUa Z(n’ l) - Z\)a (6)

where v represents both the molecular length » and the infor-
mation sequence i in Egs. (3) and (5). Similarly,

(C)'P(n,isn, i) — p,v), 30, izn",i") — g(v,v").
@)

Explicitly writing time ¢ for the variables, we obtain a set of

nonlinear differential equations for Z,(¢) and X, (¢) as

dZ,(1) Z,(t)

0 o KXt~ 2, ®)
t Tzv
ax, . X,
: O _ g2 X1y — 2 ©)
t Ty,v

where we have added natural decay terms of the variables.

One notices that when the concentration of mononu-
cleotides is not saturated, (C)" in the dynamics of Eq. (3)
is replaced by C”, and thereby Eq. (8) is written, by using the
same p(v, V') as in Eq. (7), as

4z, (1) _

Z,(t)
dt ’

Z,V

C n
<—) P, V)X, ()X (1) — (10)

Cs
The analysis of Egs. (8) and (9) for saturated mononucleotides
density will be described in the following sections, and the
dynamics of Egs. (9) and (10) will be separately be used for
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FIG. 4. Open-ended self-replicator networks. Two kinds of self-replicator units shown in (a-1) and (a-2) are necessary for constituting an
open-ended network such as shown in (b). (a-1) A p-p type of self-replicator unit. It receives catalytic interactions p; , (red arrow) and g,

(blue arrow) from other units (s + 1, «’) and (s + 1, u”). It gives a catalytic interaction p,_ ,» to the other unit (s —

1,u”). (a-2) A p-q type of

self-replicator unit. It receives catalytic interactions p; , (red arrow) and ¢, , (blue arrow) from other units (s + 1, v’) and (s 4 1, v”). It gives
a catalytic interaction g,_p,,»~ to the other unit (s — 1, v"). (b) An example of an open-ended network constructed by the p-p type and p-q type
of self-replicator units. Only a part of the network to the s = 3 layer is shown.

the discussion of the length of self-replicated polynucleotide
molecules in Sec. VI.

Even with this formalism the networks are still divided into
two cases. The first case is where one kind of pn-molecule
X, can have only one catalytic function, either replication or
separation. The second case is where pn-molecules can have
both a catalytic replication function on a pn-molecule and a
catalytic separation function on another molecule simultane-
ously. In the first case, the network is described as an open
one, while in the second case, the network can be described
by a closed network.

To conclude this section, it is worth mentioning that the
present model satisfies requirements (i)—(iv), and therefore is
necessary and sufficient to discuss the onset problem of the
pre-RNA world.

III. NETWORKS OF MUTUALLY CATALYTIC
PN-MOLECULES

A. Open-ended self-replicator networks

A network of open-ended self-replicators has a layer struc-
ture composed of two kinds of self-replicator units, p-p type
and p-q type, as shown in Figs. 4(a-1) and 4(a-2), respectively.

The p-p type is composed of X, , and Z; ,, and the p-q type of
X, and Z; ,, where s represents the layer number and u, v
represent the address of the unit in the layer s. X;, of a p-p
type unit receives a catalytic interaction py, (the red arrow)
from Xy, to form a double strand Z; , by copying itself,
and Z; , receives a catalytic interaction ¢, (the blue arrow)
from X, , to decompose into two X; ,. The only difference
between the two types lies in the catalytic interaction acting
as a unit in the (s — 1)th layer. X; , of a p-p type unit gives a
catalytic interaction p;_ ,~ (the red arrow) to X;_; ,~, while
X;.» of a p-g type unit gives a catalytic interaction gs_; ,»
(the blue arrow) to Z;_; ,». Figure 4(b) shows an example
of an open-ended network constructed by the p-p type and
p-q type of self-replicator units. The addresses in the sth layer
in Fig. 4(b) are chosen arbitrarily with a condition 1 < u' #
u" £ v #£ v 25

For a p-p replicator unit in the sth step group, the dynamics
is

dZ~,u(l‘) Z,u(t)
ii = ps,qu,u(t)XH-l,u’(t) - S_’ (11)
t T,
dX; (1) Xs.u(?)
— = GsuLsu () Xsp1.0 () — . (12)
dt Ty
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(@)

(b)

FIG. 5. A closed-loop self-replication of networks. (a) A minimum closed network of three kinds of self-replicator units, each of which has
two kinds of catalytic interactions, for doubling and for separating, shown by a red arrow and a blue line, respectively. (b) A part of a closed
network of mutually catalyzing self-replicators. The network is an extension of (a) to a network of N self-replicator units.

For a p-q replicator unit in the sth step group, the dynamics is

dZ, (1) Zs (1)
T =X OX e - ==, (13)
t T,
dX; (1) X;.0(7)
d— = qS,UZS,v(t)XSJrl,‘U”(t) I —— (14)
t Tx

Although 7, may depend in principle on s, u, and 7, on s, v,
all these dependences are not considered in the present paper.
The analyses and an example of simulation of the open-ended
network shown in Fig. 4(b) is presented in Sec. I'V.

B. Closed-loop self-replicator networks

For closed networks, we first consider a simplest network
composed of three self-replicator units [X, Z]. In each of
three units, X has both a catalytic replication function on a
pn-molecule and a catalytic separation function on a different
molecule simultaneously. The network is shown in Fig. 5(a),
with possibilities of different interaction strengths p and g.

For networks composed of N self-replicator units (N > 3),
one can imagine a variety of complex networks, but we limit
ourselves in this paper only to the simple type shown in
Fig. 5(b), which is an extension of the type shown in Fig. 5(a).
This model is based on the assumption that a pn-molecule
interacts catalytically with only one of the other molecules
of strongest interaction.

The subscript in this case can be simplified without losing
generality. A kind of pn-molecule and its double strand can be
written as X, and Z,,, where u is the address in the ring. X, in
the ring is assumed to have a catalytic interaction to produce
a double strand Z, = X, X,, by a neighboring X,, and the
double strand Z, is simultaneously catalytically reacted by
X,—1. This occurs for all uth elements of X,, and Z,, from u = 1
toN.

The dynamics is written as

dz, Zu
% = pXe X (1) — 20
t &

5)

dX,(t) X,(1)
= quZy()Xy—1(t) — s (16)
dt Ty
where the quantities with indices u =0 and u =N 41 are
equivalent to those with indices u = N and u = 1, respec-
tively. The analyses of Eqgs. (15) and (16) will be shown in
Sec. V.

IV. ANALYSIS AND NUMERICAL SIMULATION
OF OPEN-ENDED NETWORKS

A. Critical boundary condition analysis for onset
of self-replication

It may be reasonable to imagine that the open-ended net-
work shown in Fig. 4(a) may be spread in a real space, and
may meet a spatial boundary at s = b. We analyze the bound-
ary value dependence of the activity of an open network which
ends at some step b. As a simplest example, we assume that
all the values in step s = 3 are fixed boundary values,

Xu=Xpu w=1,2,34). (17)
Then Egs. (11) and (12) for s = 2 are linear differential equa-

tions and we can eliminate Z, ; and obtain
d*X, ! nAdXa
SIS R .
dt? (= ) dt
+ e (= poigo 1T Xe 1 X6,2) X1 = 0. (18)
By setting X, | o exp(At), we obtain

2 —_ —
A= %[\/(f?l — ) +4p2iqeaXen Xe2 — (27 + 1Y),
(19)
which has a positive solution when

Xp1Xp2 > (P21@21T.T) " = Xp1Xp2)e (20)

Here (Xp1Xp2). is the critical value of Xj X, for which
Z1(t) and X (t) take stationary values of the dynamics
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given by Eqs. (11) and (12). When Eq. (20) is satisfied, the
self-replicator [X 1, Z»,1] shown in Fig. 4(b) starts operating
and the values of X, | and Z; | increase exponentially.

Likewise, when X, 3 and X, 4 satisfy a condition similar
to Eq. (20), the self-replicator [X» 2, Z> 2] of Fig. 4(b) will
increase. Then, after some time, when X, X, , satisfy the
condition similar to Eq. (20), the next self-replicator of s = 1
step [X1.1, Z;,1] in Fig. 4(b) will start increasing like a chain
reaction. More generally, in the case where the boundary of
the open network is given at the bth stage from the top, all
the self-replication dynamics of [X; ,, Z;,] for 1 < s < b up
to [X1.1, Z1.1] can be excited, when all the members X, , for
odd u's with 1 < u < 2>~ satisfy

Xb,qu,qul > (Xb,qu,qul )ca (2])

where (Xp  Xpu+1)e 1s the critical value of X, Xpu+1
which makes [X,_; ,(?), Zp—1 ,(¢)] stationary, and is equal to
(Po—1.ub-1.uT:T2) "

B. Numerical simulation with given boundary conditions

We carried out numerical simulations of the open-ended
mutually catalytic network of self-replication, assuming the
members in s =3 as fixed boundaries X 1, Xp 2, Xp 3, and
Xp.4. The dynamics of the members in s = 1 and s = 2 layers
in Fig. 4(b) are

dz, (1) Z1.1(@)
S = LK OXa () =
t T,
dX1(t) X;.1()
L — G Zi (DX () — 2,
dt Ty
dZ, (1) Z1()
2! = p2,1Xp,1X0,1(2) — SIAE
dt T,
dX (1) Xo1(t)
2] = q2,1Xp225,1(t) — 22
t T,
dZ; (1) Z5(t)
—22 = p22Xp3Xo0(t) — =22
t 7,
dXa (1) X5(1)
22— @22 XpaZp (1) — 22
dt T

We set all the values of p,, and ¢,, as 0.1, and 7, = 7, =
1, which give (X3,1X22)c = (Xp,1Xp2)c = (Xp3Xp,4). = 100.
As examples, we examined two cases, X5 1 = Xp2 = Xp3 =
Xb,4 =20 and Xb,l = Xb,2 = Xb,3 = Xb,4 = 9. The former case
satisfies Eq. (21), while the latter case does not. The simula-
tion results are shown in Figs. 6 and 7. We set the initial values
as X1,1(0) = X2,1(0) = X52(0) =1 and Z;,1(0) = 2Z,,1(0) =
Z,,(0) = 0 for both cases.

As expected in Sec. IV A, X, and X5, grow, and X; 1(¢)
begins to be stationary at r ~ 3 in Fig. 6 when X, () =
X5,(t) ~ 10, which satisfies “critical boundary condition”
Eq. (21) for the dynamics of X; | and Z; ;. This is an example
of chain-reaction-like behavior of the cascade-type open self-
replication network. On the other hand, X; ; and Z; ; have no
chance to be stationary as seen in Fig. 7, because the set of
boundary layer values does not satisfy the condition Eq. (21).
A comparison of Figs. 6 and 7 demonstrates that the criteria
of the growth of connected pn-molecules given by Eq. (21) is
justified.

10'

//
10° X/ /

Density
\

/
10
X141
X3,1:X2.2
. %1,1
102 ‘ ‘  Zo1Zon
0 1 2 3 4 5

t

FIG. 6. Temporal variation of the top two layers of an open-
ended network. The boundary values at s =3 are set to be
Xp1 = Xp2 = Xp3 = Xp.a = 20, which satisfies Eq. (21). The ini-
tial values are X; ;1(0) = X5,1(0) = X22(0) =1,Z,,(0) =7Z,,(0) =
22_2(0) =0.

V. ANALYSIS AND NUMERICAL SIMULATION
OF CLOSED-LOOP NETWORKS

A. Stationery value analysis of three self-replication units

The mutually catalytic interaction scheme of a closed net-
work is shown for three self-replication units case in Fig. 5(a).
We look for the stationary point of this dynamics for X, and
Z,withu=1,2,3.

The dynamics of the model is given by Egs. (15) and
(16), where the quantities with indices # = 0 and u = 4 are
equivalent to those with indices # = 3 and u = 1, respectively.
The stationary point of the system is obtained as

3 —12
Xy = Pudlu (fzfxl_[pm> : (22)

=1
Z: = pu/(TxPu-19u-1)- (23)
10’
1R
> 107
i
[
[0
Q 402}
X
S 1.1
10 X5 1:X2.2
Z4 1
10 Zp122
0 5 10 15 20 25 30

FIG. 7. Temporal variation of the top two layers of an open-
ended network. The boundary values at s = 3 are set to be X, | =
Xpo = Xp3 = Xpa =9, which does not satisfy Eq. (21). The ini-
tial values are X11(0) = le(O) = X22(O) = 1, Z“(O) = 221(0) =
22,2(0) - 0
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TABLE I. Initial conditions X,,(0) and Z,(0) and simulation results (grow or decay) in Fig. 8. X,(0) and Z,(0) are the geometric mean of
the initial values, and X" and Z* are the stationary values. No. 8 in the table is not shown in Fig. 8, due to the largeness of the domain of the

flow line.

No. Xi(0) Xx(0) X300 Zi(0) Z(0) Z3(0) Xg(0) Z,0) No.ofX,(0)>X* No.ofZ,(0)>Z: Grow ordecay
1 300 100 30 0 0 0 97 0 3 0 G

2 210 52 13 0 0 0 52 0 3 0 D

3 150 100 30 0 0 0 76.6 0 2 0 D

4 160 100 30 0 0 0 78.3 0 2 0 G

5 0 100 30 300 0 0 0 0 2 0 D

6 0 100 30 500 0 0 0 0 2 1 G

7 130 45 100 0 0 0 83.7 0 1 0 G

8 1000 45 10 0 0 0 76.6 0 1 0 G

As a simple example, when g, = ¢, T, = 7, = 1, the station-
ary point can be written more concretely as

X! = [pu/ (T2 qPus1Pus2)]'?, (24)

Z; = pu/(Tqpu-1)- (25)
B. Growth factor of a closed network with N
self-replicator units

The dynamics of a closed network with N self-replicator
units are represented by Egs. (15) and (16), and the stationary
point (X;*, Z¥) is given by coupled equations,

pUXJXu*-H - Z:/TZ =0, (26)
QuZy Xy — X,/ =0, (27)

where X:,H =X/, Z]T,H =7, Xy =Xy, and Z§ = Z,.

Although one cannot obtain the value of (X', Z¥) analyt-
ically in general, the geometric mean values X;* and Z; are
available as

N N -1/2
XV =[]xr= (rZN 7 Hpuqu> L@
u=1 u=1
N N -1
) =[]z = (gﬁv Hqu) )
u=1 u=1

Linearized equations of (15) and (16) are obtained by set-
ting X,,(t) = X[1 + 8X,(t)] and Z,(t) = Z;[1 + 6Z,(¢)] as

(29)

dsz,
TZ? = 8Xy1 + 98X, — 82, (30)
dsX,
0t = X 02, = X, (=1.2....N) (D)

independently of the values of p, and g¢,. Summing
these equations from u = 1 to N, and putting 22;1 83X, =
A, Z;\;l 87, = B, we obtain

B 2A — B (32)
7,— = 2A — B,
“dt
dA
«—— = B. 33
R (53)
By putting A, B o exp(At), we obtain

A+ (1/t)h —2/(t.7) =0, (34)

which has one positive solution:

L= 1/2t)[(1 + 8z, /1) — 1] > 0. (35)

This implies that the total density of X and Z grow exponen-
tially, independently of the variation of p, and ¢g,. It may be
interesting to notice that the value of A for A and B is identical
to that for one kind of self-catalytic self-replicator unit. Mode
selection analysis of the growth pattern of N pn-molecules
network is presented in Appendix A.

C. Numerical simulations of a minimal model

We show in Fig. 8 an example of numerical simulation for
the dynamics of Egs. (15) and (16) with various initial
conditions shown in Table I. The parameters used in
this simulation are p; = 0.16, p, = 0.04, p3 = 0.01,q9 =
0.01, and v = 1, which correspond to the stationary point
X7 Xy, X5, ZE, 2y, Z%) = (200, 50, 12.5, 400, 400, 6.25)
according to Egs. (24) and (25). Geometric mean of the

1000

800

600

Z4

400

200

500

FIG. 8. Flow lines of the dynamics of the network of three kinds
of self-replicator units shown in Fig. 5(a), projected on the plane
of (X1, Z;). The numbers for the lines correspond to the different
initial values X,(0) and Z,(0) shown in Table I. The parameters
used in this simulation are p; = 0.16, p, = 0.04, p; = 0.01, 9 =
0.01, and t = 1. The dotted line represents the projected stationary
point (X}, Z}) = (200, 400).
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20

15

0 5 10 15 20

FIG. 9. Flow lines of X and Z of the N = 1 model. The parame-
ters are p = g = 0.1, r, = t, = 1. The stationary point is shown by
the cross point at (X*, Z*) = (10, 10), which is a saddle node of the
flow. The critical initial value X, (0) for growth can be seen from the
figure close to 15, ~50% greater than X *.

stationary position (X*,ng‘) = (50, 100). The numbers for
the lines in Fig. 8 correspond to the different initial values
X,,(0) and Z,(0) shown in Table L.

The results of simulation for various set of initial values
shown in Table I are summarized as follows.

(1) When the geometric mean X,(0) of the initial values
X;(0)'s exceeds X; =50 over ~50%, X, and Z, generally
grow (Nos. 1, 4, and 7), even when some X, (0) is smaller
than X . Otherwise, it decays, even when all X,,(0)'s are larger
than each X7 as in the case of No. 2. Generally speaking, the
growth condition is given by

X,(0) > rX;, r~1.5. 36)

This condition is verified even for the case N = 1, as shown
later in Fig. 9.

(2) When X,(0) ~ 77, the behavior is critical. For example,
No. 3 decays while No. 8 grows even though these cases
have the same X,(0) = 76.6. For No. 3, three initial values
are larger than three stationery values, while for No. 8, two
initial values are smaller than the two stationery values, but
one initial value X, (0) > X;".

(3) Whether the system grows or decays is sensitive to the
initial values of X, (0), but generally not to the initial values of
Z,(0). However, whether a value of Z,(0) is greater or smaller
than its stationary Z* value creates a difference of growth
(No. 6) or decay (No. 5), in case X,(0) = 0. The temporal
variations of simulated results show that the growth period
of No. 6 appears much later than that of No. 1. We shall
discuss initial conditions for starting self-replication dynamics
in the natural process of the development of pn-molecules
in Sec. VIB, where we consider that the conditions such as
X1(0) =0 and Z;(0) # 0 are not realistic, since Z, must be
formed by matching of monomers with X, as introduced in
Sec. I B.

VI. DISCUSSION

A. Critical conditions for the onset of self-replicator networks

The results of the critical condition for the onset of
self-replication dynamics obtained in Secs. IV and V are
summarized as follows.

(1) When the boundary of the open network is given at
the bth step from the top, all the self-replication dynamics of
(X4, Zsy) for 1 < s < bupto (Xy,1,Z;,1) can be excited only
when all the members X;, , with 1 < u < 25~! in the boundary
layer satisfy Eq. (21), or

Xo(b, u) > (Pp-19p—17:7:) /2, (37)

where X, (b, u) = (X;,,MX;,,MH)I/ 2 is the geometric mean of
Xy and Xp 4 for all odd numbers of u at the boundary
layer b. The right-hand side is the critical value which makes
[Xp—1,u(t), Zp—1,.(2)] stationary.

(2) For a closed network we analyzed, the critical condition
for the onset of self-replication was given as Eq. (36), or

—12

v 1N
Xg(o) > FX; =T T (1_[ puCIu> s

u=1

r~1.5.

(38)
Equation (37) is the conditions necessary for all the boundary
pairs of an open network, simultaneously and independently
from each other, while Eq. (38) is the initial condition for a
closed network of N pn-molecules. Although we focus here-
after on the latter, a similar discussion will be possible for the
former, because these two conditions are formally alike except
for the factor r.
To understand the value of r in Eq. (38), we carried out
a simulation of the N = 1 case with p=¢ =0.1 and 7, =
7, = 1. The dynamics are dZ/dt = pX*> — Z/t. and dX/dt =
qZX — X/t,. The stationary point in this case is X* = Z* =
10. The calculated flow lines shown in Fig. 9 indicate that
the initial value of X (0) must be greater than X* by a factor
r ~ 1.5. Therefore, the value of r in the condition (38) seems
to take a similar value for N = 1 and N = 3. The value of r is
discussed in Appendix B.

B. Preparation of critical conditions

How could the critical boundary condition or the initial
condition expressed by Eqs. (37) and (38) have been prepared
in the pre-RNA world for starting self-replication dynamics?
The density of pn-molecules gradually increased by polymer-
ization in some energy-rich soup of mn-molecules. Then, in
some open or closed networks, the geometric means of the
density of pn-molecules X might have had a chance to satisfy
the critical condition given by Eq. (37) or (38). In order to
discuss the critical condition in more detail, it is necessary to
specify the form of catalytic reaction P(n, i;n’, i") of Eq. (3),
which depends on the length n and »’ and the information i
and /' carried by the interacting two molecules.

Although the dependence of P(n,i;n’,i’) on i and i’ is
important for discussing evolutionary selection, we limit our-
selves in this paper to discussing the length dependence of
the critical condition of self-replication for a closed network
composed of pn-molecules of equal length m. It may be
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m

fm) = Rf(cﬁ) ’

0

L mi(t) m'(tz) me m

FIG. 10. Conditions for the onset of self-replication of pn-
molecules of length m. x,(m,t) and f(m) are schematically drawn
by the red and blue lines. x, grows with time #. There is no solution
for m satisfying the condition given by Eq. (41) when C < C. When
C > Cy, Eq. (41) is satisfied for m smaller than m*(¢,) and m*(t,), for
example, with a limitation m < m.. When C = C, f(m) stays below
unity and there is no limitation for the length m of pn-molecules,
which satisfies Eq. (41).

probable from the nature of catalytic interaction that the
reaction constant may not explicitly depend on the length
of molecules when the monomer is saturated as the source
monomers. However, when the source density is not saturated,
the catalytic interaction constant of two pn-molecules is con-
sidered to depend on the concentration C of the monomers as
shown in Sec. II, i.e., the dynamics (8) is replaced by Eq. (10).

Then, by replacing p, by p,(C/C)", the critical onset
condition Eq. (38) will be modified as

C —m/2
Xg(m)>RC<a) , (39)

where

~1/2

N 1N
R. = \/Er T Tx (1_[ pu%:) . (40)

u=1
Normalizing Eq. (39) by C = X,(1), Eq. (39) is written as

xg(m) > f(m), (41)

where

X, (m) R (C\T?
c f(m)=E(C—,S> . (42)

Xg(m) =
The left-hand side of Eq. (41) increases with time by polymer-
ization and decreasing function of m, while the right-hand side
is fixed with time and increasing function of m, as shown in
Fig. 10. In order for the onset condition Eq. (41) to be satisfied
for some m, the right-hand side of Eq. (41) for m = 1 must be
smaller than unity. This condition gives the value of the lowest
concentration limit Cy for the onset of self-replication of the

shortest polymers as
1/3
Co = (CRY)". 43)

From an obvious relation Cs > Cp, the following relation is
required for this discussion to be valid:

Cs > R.. (44)

As shown in Fig. 10, there is no solution for m satisfying the
condition given by Eq. (41), when C < Cy. When C > C,
Eq. (41) is satisfied for m smaller than m*(¢;) and m*(t,),
for example, with a limitation m < m.. When C = C;, f(m)
stays below unity, and there is no limitation for the length m
of pn-molecules, which satisfies Eq. (41).

The reality would have been more complex than Fig. 10.
The length m of the pn-molecules would have varied within
a network. In this case, x,(m) and (C /CS)"”/ 2 in Eq. (42)
have to be replaced by x,(n, 1) and (C/Cs)™™/?, where m
is a statistical average of m, and m, is the algebraic mean
of m; over the network. Normally  increases with m,, and
xg(/m) will be a decreasing function of m,. And, we can expect
that the system will normally have a solution for the critical
condition similar to C = Cj for a special m,, though further
statistical research would be needed for this problem.

C. Numerical values for the present model and comparison
with existing autocatalytic model

The present model is based on the viewpoint that the tran-
sition from the material world to the pre-RNA world existed
at some material world time. Although some values p and
g of chemical reaction and natural decay constants 7, and
7, have been reported in some chemical and thermodynamic
conditions [11,13,35], they might be far different from those
in different prebiotic conditions. And one cannot at present
claim whether condition (37) or (38) was satisfied or not at
the prebiotic time.

On the other hand, the existing autocatalytic model is based
on the assumption that the ligases had existed from the begin-
ning of the material world [17-22]. It would be necessary to
show in the future how the ligase happened to appear in the
early material world. The future research will clarify which
model is closer to the reality of the mechanism to start the
pre-RNA world.

D. Self-replication as a dissipative structure of a system far
from thermodynamic equilibrium

Another question apart from the detailed dynamics is what
physical principle was associated with the onset of self-
replication.

When a system is set far from equilibrium, the system has
a potential to create “dissipative structures” [36] known as
the dynamic structures in open systems, such as biological
pattern formation [37,38] and fluid turbulence [39]. A dis-
sipative structure is, in general, characterized by an internal
current, which is set on when the degree how far the system
is from thermal equilibrium exceeds a critical value. In the
case of fluid convection, a cyclic fluid current is set on in real
space, when the Rayleigh number, the ratio of energy gain due
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to the buoyancy force, and the energy diffusion by thermal
conduction and friction exceed a critical value.

In the present self-replication problem, the saturation of
the mononucleotide density at a value Cy given by Eq. (43)
satisfies a thermodynamic critical point far from equilibrium,
similar to the Rayleigh number. At this point, the initial con-
dition of the self-replication engine satisfies Eq. (38), and
the dynamics (15) and (16) are set for increasing fluctuation
towards self-replication. The cyclic internal chemical reaction
current would contribute to increasing entropy production
exponentially and stabilize dissipative structures in an envi-
ronment far from thermodynamic equilibrium [36].

This similarity of the self-replicator with fluid convection
as a dissipative structure was utilized in a laboratory experi-
ment for the amplification of the self-replication of DNA by
confining the molecules in a cell where a fluid convection was
excited [40]. Although DNA self-replication is not mutually
catalytic, the effective coupling of the two dissipative struc-
tures amplified the self-replication.

When we could identify the very early stage of self-
replication, which is the mechanism of life more indispens-
able than anything else, as a “dissipative structure,” the answer
to the question “How did life physically start?”” might be “It
started by the second law of thermodynamics in a prebiotic
world when a dense assembly of mononucleotides achieved a
state far from equilibrium.” How the dissipative structures in
general are created by the second law of thermodynamics or a
lemma of it has been discussed elsewhere [41-46], and we do
not go into the details in this paper.

VII. CONCLUSION

A theoretical model for the onset of self-replication of
informative molecules as a transition from a material world to
the beginning of the RNA world was presented. A quantitative
expression of the condition for the self-replication of polynu-
cleotide molecules towards self-replicators was obtained. In
addition, the range of the length of the self-replication pn-
polymers was theoretically predicted. The obtained results of
the research would be helpful for designing future experi-
ments for the self-replication of RNA molecules. The present
research implies that the self-replication system belongs to the
dissipative structures which are known to exist in a system
far from thermodynamic equilibrium, and, therefore, that the
initiation of life would be deeply connected to the second law
of thermodynamics.
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APPENDIX A: MODE SELECTION ANALYSIS
OF THE GROWTH PATTERN OF CLOSED NETWORKS
OF N SELF-REPLICATOR UNITS

An analysis is shown here to demonstrate what mode can
be selected among the excitation modes of a closed network
with N self-replicator units, and what mode shows the fastest
exponential growth from the saddle point.

Eliminating 8Z, from Eqs. (30) and (31), we obtain

d*sXx, NP )d(SXu dsX,_,
T, Ty ——— T. T, -1
T de? ¢ dt S odr
— (8Xy_1 +8Xuy1) =0, u=1,2,...N. (Al

In order to obtain the eigenvalue of the dynamics, we set
8X,, o< exp(Axt + iku), where i = /—1 and k = 27s/N (s =
1,2,...N), as a cyclic boundary condition. Then, we obtain
an equation for Ay as

T, AL + [(1 — e ), + 1A — 2cosk = 0. (A2)

Hereafter we simplify the analysis by setting 7, = 7, = 1.
We do not lose the essential point of analysis by this simplifi-
cation. Then Eq. (A2) is rewritten as

A+ (2 — e ) —2cosk =0. (A3)

We show the eigenvalues Ay = Ag(k) + iA;(k) for typical val-
ues of k, instead of a general expression of A, because they
give a clearer view:

k=0, (Ag,A;)=(1,0)and (-2,0),
k=m/2, (Ag,A;)=(0,0)and (=2, —1),
k=m, (g, A1) =(—1,0)and (-2,0),
k=3m/2, (Ag,A;)=1(0,0)and (=2, 1).

The only growth mode is at k = 0. The mode with negative Ag
decays with time, irrespective of A;. For modes near k = 0,
i.e., modes of small k, one can show from Eq. (A3) that
Ar(k) ~ 1 — (31/54)k? and A;(k) ~ —k/3. The results imply
that the modes of small k£ can grow with temporal oscillation.
However, the fastest mode of growth is at k = 0 without
temporal oscillation.

APPENDIX B: THE FACTOR r IN THE CRITICAL INITIAL
CONDITION

We show here an analysis of the initial condition for the
model used for Fig. 9,

az X2 Z dx 7% X B1)
ar P T, dt — 4 T,

By linearizing X and Z about the stationary point (X*, Z*),
X=X*4+x, Z=27Z*+z, where X* = (pqrxtz)’l/z, 7* =
(gt:)~', we obtain

%=2pX*x—T%, Z—j:qX*z, (B2)
which gives us eigenvalues
Ay = (1/2T)[(1 + 8r,/1)'/* — 1],
A= —(1/2t)[(1 + 87, /7)) + 1],
together with eigenvectors
(dz/dx), = (1/2)(pte/qr)'P1(1 4 8z./7)'* — 1],
(dz/dx)- = —(1/2)(pte/qt)' *[(1 + 8/T)'? + 1.
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The linear line with this gradient starting from general station-
ary point (X*, Z*) cuts the Z = 0 line at

. z" . 2z /w)’
Xo=X"——=X"|1+ .
(dz/dx)- (1+87/t)! 2 + 1
(B3)
For the case 7t,/ty=1 of Fig. 9, one obtains

Xo = (3/2)X*.

Figure 9 shows that the flow line of the N =1 model
starting from (X = 16, Z = 0) grows in X and Z values for
large ¢, while the flow line starting from (X = 15,Z =0)

decays. The critical initial value lies between 15 and 16. The
reason for this value is that the negative eigenvalue of the
dynamics at the stationary point (10, 10) gives (dz/dx)_ =
—2. The linear line with this gradient starting from (10,10)
cuts the Z =0 line at Xy = 15. The nonlinearity of the
dynamics slightly modifies this line and the cutting point
is slightly higher than X, = 15, as described in the figure
caption.

Numerical simulation for N > 1 showed a similar behavior
for the stationary value X;* and the initial value X,(0) of the
geometric mean of X.
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