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A variety of transport processes in natural and man-made systems are intrinsically random. To model their
stochasticity, lattice random walks have been employed for a long time, mainly by considering Cartesian lattices.
However, in many applications in bounded space the geometry of the domain may have profound effects on
the dynamics and ought to be accounted for. We consider here the cases of the six-neighbor (hexagonal) and
three-neighbor (honeycomb) lattices, which are utilized in models ranging from adatoms diffusing in metals
and excitations diffusing on single-walled carbon nanotubes to animal foraging strategy and the formation of
territories in scent-marking organisms. In these and other examples, the main theoretical tool to study the dy-
namics of lattice random walks in hexagonal geometries has been via simulations. Analytic representations have
in most cases been inaccessible, in particular in bounded hexagons, given the complicated “zigzag” boundary
conditions that a walker is subject to. Here we generalize the method of images to hexagonal geometries and
obtain closed-form expressions for the occupation probability, the so-called propagator, for lattice random walks
both on hexagonal and honeycomb lattices with periodic, reflective, and absorbing boundary conditions. In the
periodic case, we identify two possible choices of image placement and their corresponding propagators. Using
them, we construct the exact propagators for the other boundary conditions, and we derive transport-related
statistical quantities such as first-passage probabilities to one or multiple targets and their means, elucidating the
effect of the boundary condition on transport properties.
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I. INTRODUCTION

Popularized in the 1920s by Pólya [1], lattice random walks
(LRWs) are widely used in the mathematics [2] and physics
[3–5] literature. Owing to their versatility as a special class
of Markov chains, one finds applications of LRWs across a
multitude of disciplines including animal ecology [6,7], cell
biology [8], actuarial science [9], and social sciences [10].
While analytic representations of the dynamics of LRWs have
been studied for a long time, recent advances in the exact
description of their dynamics in finite d-dimensional hypercu-
bic lattices [11–14] have brought renewed interest. Following
these advances, many computationally challenging problems
such as transmission and encounter dynamics between LRW
pairs [15] and the dynamics of interactions with inert spatial
heterogeneities can now be tackled analytically [16].

These developments are, however, limited to Cartesian lat-
tices with little attention given to other geometries. In d = 2
dimensions, two such important cases are the hexagonal and
the honeycomb lattices, often found to be used interchange-
ably in the literature [17–19]. To avoid any confusion, in the
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present work we refer to a hexagonal lattice when each site
has six nearest neighbors and to a honeycomb lattice when
each site has three nearest neighbors.

Random walks on both lattices have been employed to
study many stochastic processes. The hexagonal lattice has
been used to represent adatom diffusion in metals [20],
space usage and foraging of animals [21], territory formation
in scent-marking organisms [22,23], and substrate diffusion
across artificial tissue [24], while the honeycomb LRW has
been utilized for particle movement in ice and graphite [25]
and the diffusion of excitons on a single-walled carbon nan-
otube (SWCN) [26,27]. Both lattices are also of interest in the
context of self-avoiding walks [28,29].

For both lattices, when unbounded, the walk statistics have
been studied by mapping the dynamics onto a square lattice.
To model a hexagonal walk, two of the eight permissible
movement directions in a next-nearest-neighbor walk are re-
moved [19,30], while a bricklike structure of positive and
negative sites is created to represent the honeycomb LRW
[4,31]. Another approach, applicable to the honeycomb lat-
tice, models the domain as a bipartite network allowing the
construction of the propagator generating function for an un-
bounded walker that always moves [18].

For many of the applications stated earlier, the movement
statistics are heavily affected by the size of the underlying
spatial domain. In the literature, analytical attempts to take
into consideration the finiteness of the space have been rare,
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FIG. 1. A schematic representation of (a) the hexagonal lattice and (b) the honeycomb lattice. In (a), we show the HCC in R2 with three
nonorthogonal axes. Coordinate labels are shown on some lattice sites, while permissible movement directions for the hexagonal lattice are
shown on others with dotted lines. For clarity, we omit arrows depicting the option of staying on lattice sites. In (b) we show the honeycomb
lattice. Here we show the (0, 0, 0) Wigner-Seitz cell, half of its six neighbors, and their labeled internal states. Permissible movement directions
are again shown through dotted lines and, similarly to panel (a), arrows representing the option of remaining on any site are removed. The
boundaries of the hexagonal Wigner-Seitz cell are shown in bolder lines.

largely due to the nonorthogonal configuration of lattice sites,
which leads to complex “zigzag” boundaries. One example,
which aims to account for the dynamics at the boundary,
considers a four-walled domain with two opposing walls made
up of absorbing sites and the other two walls representing a
periodic domain. Via the use of a technique to solve inho-
mogeneous linear partial difference equations [32], analytic
expressions for the expectation value that the walk reaches a
lattice site before getting absorbed have been obtained [33].

To represent faithfully the finiteness of the hexagonal
space, we introduce here a framework for the analytic rep-
resentation of the spatiotemporal dynamics of LRWs in
hexagonal geometries with true zigzag boundaries. We utilize
a nonorthogonal hexagonal coordinate system [34,35] for both
lattices and model the honeycomb lattice via the inclusion
of internal states [4,36]. By deriving an extension of the
method of images [37] to hexagonal space we find closed-
form expressions for the propagator, in periodically bounded
random walks. We generalize the defect technique [15,16,38]
to hexagonal space and random walks with internal states and
obtain analytically the propagator generating function for both
LRWs with absorbing and reflecting boundary conditions.
Various transport properties in both lattices are also analyzed.

The outline of the paper is as follows. In Sec. II we intro-
duce the coordinate system used to parametrize the lattices.
Section III is devoted to the analysis of the unbounded lattice
Green’s function or propagator for both the hexagonal and
honeycomb random walks. In Sec. IV, closed-form expres-
sions for the propagator, in two representations of periodically
bounded domains, are obtained. In Secs. V and VI, we derive
the propagators for absorbing and reflecting domains, respec-
tively. Transport properties are studied in Sec. VII, where we
present the analytic representation of the first-passage prob-
ability, or first-hitting time, to a target, while in Sec. VIII
we derive closed-form expressions for the mean first-passage
time to one target and employ it to study the mean first passage
to multiple targets.

II. HEXAGONAL COORDINATE SYSTEM

A convenient coordinate system for hexagonal lattices, de-
signed for application in computer graphics [34,35], is given
by three linearly dependent integer coordinates (n1, n2, n3)
such that n1 + n2 + n3 = 0. One can represent these coordi-
nates on two different axis sets: an oblique plane in R3 or
three axes lying 60◦ apart in R2. We take the latter, whose
visual representation can be found in Fig. 1(a), and we re-
fer to the coordinate system as hexagonal cubic coordinates
(HCCs). The HCC system is related to R2 Cartesian coordi-
nates (x1, x2) via the transformation [39]

n1 = −x2

2
+

√
3x1

2
, n2 = x2, n3 = −x2

2
−

√
3x1

2
, (1)

where n1, n2, n3 ∈ Z and x1, x2 ∈ R, which enables conve-
nient plotting.

A. Finite hexagonal lattice

We model permissible jumps to neighboring sites taking
place between the centroid of the so-called Wigner-Seitz (WS)
cell and its six neighbors, shown in Fig. 1(a), giving a co-
ordination number Z = 6. We also allow for the option of
remaining on the lattice site at each time step. The size of
the finite domain is controlled by the single parameter R, the
circumradius of the hexagon. The corners lie at (n1, n2, n3) =
(±R, 0,∓R), (n1, n2, n3) = (±R,∓R, 0), and (n1, n2, n3) =
(0,±R,∓R).

B. Finite honeycomb lattice

The honeycomb lattice has a coordination number Z = 3
and each lattice site can be thought of as a vertex of the
hexagonal WS cell, making the honeycomb lattice the dual
of the hexagonal lattice [40]. We model this lattice as a tessel-
lation of even (�) and odd (�) triangles by utilizing the HCC
system and including internal states. To avoid confusion, we
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refer to the hexagonal WS cell, with coordinates (n1, n2, n3),
as a lattice site, which contains six internal states labeled mi,
i = {1, . . . , 6} starting from the top left triangle and going
clockwise around the unit cell, shown in Fig. 1(b). At each
time step the walker has four permissible actions: to remain
on the same lattice site and state, to move to either of two
adjacent states in the same site, or to move to an adjacent state
in an adjacent site. The number of locations the walker can
reach in the honeycomb lattice is six times bigger than in the
hexagonal lattice with the same circumradius.

III. DYNAMICS IN UNBOUNDED SPACE

With later sections exploiting the analytic representation of
the occupation probability for the infinite lattice to construct
bounded propagators, we show here the procedure to obtain
the unbounded case.

A. Hexagonal lattice

The master equation governing the evolution of the site
occupation probability, Q(n1, n2, n3, t ), for the unbounded
hexagonal lattice is represented by

Q(n1, n2, n3, t + 1) = q

6
[Q(n1 − 1, n2, n3 + 1, t ) + Q(n1, n2 − 1, n3 + 1, t ) + Q(n1 + 1, n2 − 1, n3, t )

+ Q(n1 + 1, n2, n3 − 1, t ) + Q(n1, n2 + 1, n3 − 1, t ) + Q(n1 − 1, n2 + 1, n3, t )]

+ (1 − q)Q(n1, n2, n3, t ), (2)

where q (0 < q � 1) determines the probability of movement, that is, q = 1 represents a walker changing lattice site at every
time step. Equation (2) is subject to the initial condition Q(n1, n2, n3, 0) = δn1 n01

δn2 n02
δn3 n03

, where δi j is the Kronecker delta and
n01 + n02 + n03 = 0.

While Eq. (2) is well suited for the infinite lattice, in the bounded cases the linear relationship between the coordinates,
n3 = −n1 − n2, makes it necessary (see Appendix B) to drop the n3 dependence and rewrite the master equation with a two-
coordinate representation given by

Q(n1, n2, t + 1) = q

6
[Q(n1 − 1, n2, t ) + Q(n1, n2 − 1, t ) + Q(n1 + 1, n2 − 1, t )

+ Q(n1 + 1, n2, t ) + Q(n1, n2 + 1, t ) + Q(n1 − 1, n2 + 1, t )] + (1 − q)Q(n1, n2, t ). (3)

After applying the discrete Fourier transform f̂ (k) = ∑∞
n=−∞ e−ikn f (n) and the unilateral z transform f̃ (z) = ∑∞

t=0 zt f (t ), we
solve Eq. (3) to obtain the hexagonal lattice Green’s function as a double integral,

Q̃n0 (n1, n2, z) = 1

(2π )2

∫ π

−π

∫ π

−π

ei[(n−n0 )·k]

1 − zμ(k1, k2)
dk1dk2, (4)

where k = (k1, k2)ᵀ and n − n0 = (n1 − n01 , n2 − n02 ) and μ(k1, k2) = 1 − q + q
3 [cos(k1 − k2) + cos(k1) + cos(k2)] is the so-

called structure function, or discrete Fourier transform of the individual step probabilities [3]. Equation (4) reduces to known
results when q = 1 [19].

B. Honeycomb lattice

The general form of the master equation for a LRW with internal states has the vectorial form [4,41]

Q(n, t + 1) =
∑

n′
W (n, n′)Q(n′, t ), (5)

where W (n, n′) represents all possible movement from n′ to site n at each moment in time and Q(n′, t ) is a column vector
representing the occupation probability of each internal state in site n′ at time t . For the honeycomb lattice, Eq. (5) reduces to

Q(n1, n2, t + 1) = q

3
[A1,4 · Q(n1 − 1, n2, t ) + A2,5 · Q(n1, n2 − 1, t ) + A3,6 · Q(n1 + 1, n2 − 1, t )

+A4,1 · Q(n1 + 1, n2, t ) + A5,2 · Q(n1, n2 + 1, t ) + A6,3 · Q(n1 − 1, n2 + 1, t )] + B · Q(n1, n2, t ),

(6)

where Ai, j is a 6 × 6 matrix with value 1 at index i, j that represents the movement from state i in one WS cell to state j in a new
WS cell, as depicted in Fig. 1(b). B, which represents the movement within one WS cell, is a tridiagonal Toeplitz matrix with
perturbed corners where Bi,i = 1 − q with i � 1 � 6, Bi+1,i = Bi,i+1 = q

3 with 1 � i � 5, B1,6 = B6,1 = q
3 , and zero elsewhere.

Taking the localized initial condition Q(n1, n2, t = 0) = δnn0Um0 , where Um0 is a 6 × 1 column vector with element m0

exactly 1 and the rest exactly zero, and following standard techniques for random walks with internal states (see, e.g., [4]), we
obtain the generating function of the unbounded propagator

Q̃n0,m0 (n1, n2, z) = 1

(2π )2

∫ π

−π

∫ π

−π

ei[(n−n0 )·k][I − zμ(k1, k2)]−1 · Um0 dk1dk2, (7)
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where I is the 6 × 6 identity matrix and the structure function

μ(k1, k2 ) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 − q q
3 0 q

3 e−ik1 0 q
3

q
3 1 − q q

3 0 q
3 e−ik2 0

0 q
3 1 − q q

3 0 q
3 ei(k1−k2 )

q
3 eik1 0 q

3 1 − q q
3 0

0 q
3 eik2 0 q

3 1 − q q
3

q
3 0 q

3 e−i(k1−k2 ) 0 q
3 1 − q

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(8)

To access the probability at a unique state m one sim-
ply takes the scalar dot product Q̃n0,m0 (n1, n2, m, z) = Uᵀ

m ·
Q̃n0,m0 (n1, n2, z).

IV. PERIODIC BOUNDARY CONDITIONS

To impose periodic boundary conditions, we generalize the
method of images [37] to hexagonal domains. The technique
represents a convenient way to impose boundary conditions
on Green’s functions. To implement the technique for fully
bounded domains, one considers an infinite set of initial con-
ditions, tessellated across the space, which act concurrently
by mirroring the walker’s movement. To tessellate hexagonal
lattices in two-dimensional space, there are two choices for
the placement of the neighboring domains due to the zigzag
nature of the boundaries, which differ depending on whether
the images are located with a so-called left or right shift in
relation to one of the axes. To illustrate, let us consider the
hexagon directly above the chosen finite domain. If the bottom
right corner of the neighboring domain is to the right of the top
right corner of the modeled domain, it is referred to as the right

shift tessellation; otherwise, it is to the left, and is referred to
as the left shift tessellation (see Fig. 8 in Appendix A for a
pictorial representation).

Using either tessellation, we construct an infinite number
of images of the initial condition and obtain the bounded
periodic propagator

P̃(p)
n0

(n1, n2, z) =
∞∑

m1=−∞

∞∑
m2=−∞

Q̃n0 (n1 + n̂1, n2 + n̂2, z),

(9)
built by considering the appropriate coordinate transform
from a location in the finite hexagonal domain to the equiv-
alent location in any of the infinite neighboring domains. For
the right shift we find[̂

n1

n̂2

]
=
[−Rm1 + (2R + 1)m2

−(R + 1)m1 − Rm2

]
, (10)

and for the left shift[̂
n1

n̂2

]
=
[

(2R + 1)m1 − Rm2

−(R + 1)m1 + (2R + 1)m2

]
, (11)

where m1, m2 ∈ Z.

A. Hexagonal lattice

Applying Eq. (4) in Eq. (9) and interchanging the order of
integration and summation, as is permissible in generalized
function theory [4], one solves (see Appendix B) for the
periodic propagator

P(p)[i]
n0 (n1, n2, t ) = 1

�
+ 2

�

R−1∑
r=0

3r+2∑
s=0

cos

(
2π
[
k[i]

1 (r, s)(n1 − n01 ) + k[i]
2 (r, s)(n2 − n02 )

]
�

)

×
(

1 − q + q

3

[
cos

(
2π
(
k[i]

1 (r, s) − k[i]
2 (r, s)

)
�

)
+ cos

(
2πk[i]

1 (r, s)

�

)
+ cos

(
2πk[i]

2 (r, s)

�

)])t

, (12)

with i ∈ {ρ, λ} indicating the right and left shift, respectively. � is the number of lattice sites in the finite domain, namely,
� = 3R2 + 3R + 1, and

k[ρ]
1 (r, s) = k[λ]

2 (r, s) = R(s + 1) + s − r, k[ρ]
2 (r, s) = k[λ]

1 (r, s) = R(2 − s + 3r) + r + 1. (13)

We note here that as k1(r, s) and k2(r, s) are interchanged under the transition between ρ and λ, the structure function is not
dependent on this choice. We further note that one can also find � using the so-called centered hexagonal number [22,42].

While the dynamics in the bulk are identical, the walker acts differently at the boundaries depending on the chosen shift
(see Fig. 2). As we will see in Secs. VII and VIII, it may lead to marked differences in the first-passage probability and mean
first-passage time (MFPT). We note that Eq. (12) is still valid for the trivial R = 0 case where the domain reduces to a single
point at the origin. Here, the two summations disappear and the solution reduces to P(p)[i]

n0 (n1, n2, t ) = 1
�

= 1, irrespective of the
shift, as expected.

B. Honeycomb lattice

Since the honeycomb lattice is created by considering the hexagonal lattice with internal states, the set of images used to
construct the finite hexagonal propagator in Sec. IV can also be applied to the honeycomb case. Using Eq. (7) in the 6 × 1
column vectorial equivalent of Eq. (9), the periodically bounded honeycomb LRW propagator is given by (Appendix C)

P(p)[i]
n0,m0

(n1, n2, t ) = μ(0, 0)t · Um0

�
+ 1

�

R−1∑
r=0

3r+2∑
s=0

⎧⎨⎩e
2π i(n−n0 )·k[i] (r,s)

� μ

(
2πk[i]

1 (r, s)

�
,

2πk[i]
2 (r, s)

�

)t

+ e
−2π i(n−n0 )·k[i] (r,s)

� μ

(
−2πk[i]

1 (r, s)

�
,
−2πk[i]

2 (r, s)

�

)t
⎫⎬⎭ · Um0 , (14)
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FIG. 2. A schematic showing the difference in boundary dynamics for two specific lattice sites between (a) the left shift and (b) the right
shift. The dashed arrows show permissible directions of movement at the two chosen boundary sites and the shape at the end of the arrow
corresponds with the shape indicating where this direction of travel would lead to.

where k[i]
1 (r, s), k[i]

2 (r, s) are defined in Eq. (13). To lighten
the notation, from here onwards we drop the explicit (r, s)
dependence on k[i]

1 (r, s), k[i]
2 (r, s).

To obtain P
(p)[i]
n0,m0 (n1, n2, m, t ) a scalar dot product is taken,

i.e., P
(p)[i]
n0,m0 (n1, n2, m, t ) = Uᵀ

m · P(p)[i]
n0,m0

(n1, n2, t ). When R =
0, one is left with six internal states at the origin and Eq. (14)
reduces to the dynamics dictated by its first term.

For 0 < q < 1, as t → ∞, μ( 2πk[i]
1

�
,

2πk[i]
2

�
)t ,

μ( −2πk[i]
1

�
,

−2πk[i]
2

�
)t → 0, while μ(0, 0)t → 1

6J , where J
is an all-ones matrix (see Appendix C), leaving the steady
state probability as P

(p)[i]
n0,m0 (n1, n2, m, t = ∞) = 1

6�
. Note that

due to the odd coordination number, parity issues appear
when q = 1. That is, if the walker starts on an even (odd)
site number, for large even t the steady state probability on
odd (even) sites P

(p)[i]
n0,m0 (n1, n2, m, t = ∞) = 0, while on even

(odd) sites, P
(p)[i]
n0,m0 (n1, n2, m, t = ∞) = 1

3�
. This can again be

seen by studying μ(0, 0) (Appendix C).
Note also that the term inside the double summation of

Eq. (14) is the addition between a matrix and its Hermitian
transpose, which ensures the propagator gives real values.
We illustrate this by plotting, from Eq. (14), the occupation
probability after two separate time steps in Fig. 3.

V. ABSORBING BOUNDARY CONDITIONS

To obtain closed-form solutions with absorbing boundaries
we employ the so-called defect technique [15,37,43], placing
absorbing defects along boundary sites (or states for the hon-
eycomb lattice). This technique can be applied directly to the
hexagonal lattice, while for the honeycomb lattice, we extend
it to random walks with internal states.

To do this we go beyond the standard way defects are in-
troduced into internal states master equations. Placing a single
defect across the entire WS cell and modifying the transition
probability matrix accordingly in the master equation [44] is a
valid approach but only if the unbounded propagator is chosen
as the defect-free one. Here, we allow any known internal

states propagator to be the nondefective solution of the master
equation and place defects on specific internal states.

For either lattice, we consider the periodic propagator as
the defect-free propagator. Since we take the defective points
as fully absorbing, the walker gets taken out of the system
upon reaching any boundary point. The absence of any dy-
namics in that situation makes the choice of left or right
periodic propagator irrelevant. As such, we drop the ρ, λ

superscript.
To obtain temporal dynamics from generating functions,

here and elsewhere below, we exploit the convenience of the
numerical inverse z transform [45].

A. Hexagonal lattice

We denote the set of boundary points, i.e., the lattice
sites with one or more coordinates equal to ±R, B(a) =
{b1, b2, . . . , bN }, where N = 6R. One finds the generating
function of the absorbing propagator as [15]

P̃(a)
n0

(n, z) = P̃(p)
n0

(n, z) −
N∑

j=1

P̃(p)
b j

(n, z)
det(G( j)(n0, z))

det (G(z))
,

(15)
where G(z)i,k = P̃(p)

bk
(bi, z), a 6R × 6R matrix, is built by

considering the defect-free dynamics from one defect to ev-
ery other defect and G( j)(n0, z) the same as G but with
the jth column replaced with the transpose of the vector
[P̃(p)

n0 (b1, z), P̃(p)
n0 (b2, z), . . . , P̃(p)

n0 (bM, z)].

B. Honeycomb lattice

We define defective states along the boundary of the honey-
comb lattice B(a) = {(b1, mb1 ), (b2, mb2 ), . . . , (bN, mbN

)}. The
sites in which these defects are placed are equivalent to the
hexagonal case. However, with the inclusion of internal states,
the number of defective states is N = 6(2R + 1), that is, two
on each standard boundary site and three on each corner.
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FIG. 3. The occupation probability of the right shift bounded
periodic honeycomb LRW at (a) t = 2 and (b) t = 50 from Eq. (14).
In both cases, q = 0.9, R = 6, and the initial condition is at
(n01 , n02 , n03 ), m = (2, 2, −4), 4.

The absorbing propagator for the honeycomb lattice is
given as (Appendix D)

P̃
(a)
(n0,m)(n, m, z) = P̃(p)

n0,m0
(n, m, z)

−
N∑

j=1

P̃
(p)
(b j ,mj )

(n, m, z)
det(H( j)(n0, m0, z))

det (H(z))
, (16)

where H(z)i,k = P̃
(p)
(bk ,mbk

)(bi, mbi , z) and H( j)(n0, m0, z) is the
same as H(z), but with the jth column replaced with the trans-
pose of the vector [P̃(p)

n0,m0 (b1, m1, z), . . . , P̃
(p)
n0,m0 (bM, mM , z)].

VI. REFLECTING BOUNDARY CONDITIONS

We now place defects between boundary sites (or states).
Taking the periodic propagator as the defect-free solution,
we reduce the number of reflective barriers required to make

FIG. 4. A schematic representation of the reflective hexagonal
domain. (a) The required barriers to turn a right shift periodic domain
into a fully reflective domain. (b) The four full WS cells inside the
rectangle in panel (a). In panel (b) we show how the walker tries to
escape and is reflected onto the corresponding WS cell. The dotted
arrows represent the modified probability of remaining on that lattice
site and it depends on q, as indicated. Note that the probability of
remaining on a corner site is q

6 greater than other boundary sites.

a fully reflective domain compared to, say, the unbounded
propagator. The general formalism derived in [16] can be
used in the hexagonal lattice with careful consideration of the
placement of reflective barriers [see Fig. 4(a)] and we also
make it applicable to random walks with internal states for
the honeycomb lattice (see Appendix E for derivation).

Defects between boundary sites (states) are placed by mod-
ifying the outgoing connections from boundary site (state) u
to boundary site (state) v via the parameter ηu,v , where 0 <

ηu,v � q
Z . While it is possible for ηu,v 	= ηv,u (representing
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one way or partial reflection) [16], we take them as equivalent
with perfect, bidirectional reflection, i.e., ηu,v = ηv,u = q

Z for
all boundary interactions in either lattice.

Despite the zigzag boundaries, the movement directions
can be thought of as if the walker tries to jump over one of the
boundaries, it gets pushed back in [see Fig. 4(b) for the hexag-
onal case], meaning that reflective dynamics are modeled as if
the walker attempts to escape, it remains at the site (or state)
it came from. To find connected boundary sites, one imagines
a walker one jump outside the bounded domain and simply
subtracts the coordinate of the centroid of the nearest image
to this point. While the following equations do depend on
whether the left or right shift periodic propagator is taken, it is
simply a matter of considering the appropriate set of defective
sites (states) for the propagator chosen. Therefore, for ease of
notation we drop the ρ, λ superscripts.

A. Hexagonal lattice

We consider the set of defective paired sites B(r) =
{{b1, b′

1}, {b2, b′
2}, . . . , {bN1 , b′

N1
}}, where N1 = 6R + 3. Fol-

lowing [16], and taking ηbi,b
′
i
= ηb′

i,bi
= q

6 for all i, the
generating function of the propagator is given by

P̃(r)
n0

(n, z) = P̃(p)
n0

(n, z) − 1 + det(K(n, n0, z))

det (K(z))
, (17)

where K(z) and K(n, n0, z) are (6R + 3) × (6R + 3) matrices
with elements

K(z)i,k = q

6

[
P̃(p)

〈bk−b′
k〉(bi, z) − P̃(p)

〈bk−b′
k〉(b

′
i, z)

]− δik

z
, (18)

K(n, n0, z)i,k = K(z)i,k − q

6

(
P̃(p)

〈bk−b′
k〉(n, z)

× [
P̃(p)

n0
(bi, z) − P̃(p)

n0
(b′

i, z,)
])

, (19)

respectively, with the notation f〈b−b′〉(·) = fb(·) − fb′ (·).

B. Honeycomb lattice

The set of pairs of defective states is B(r) =
{{(b1, mb1

), (b′
1, mb′

1
)}, . . . , {(bN1

, mbN1
), (b′

N1
, mb′

N1
)}}, where

the sites (b1, b2, . . . , bN1
) correspond to the defective pairs

required for corresponding shift in the hexagonal case making
N1 = N1. We adjust the outgoing connections by setting
ηmbi

,mb′i
= ηmb′i

,mbi
= q

3 .
The generating function of the propagator is given as (see

Appendix E)

P̃(r)
n0,m0

(n, m, z) = P̃(p)
n0,m0

(n, m, z) − 1

+ det(L(n, m, n0, m0, z))

det (L(z))
, (20)

where L(z) and L(n, m, n0, m0, z) are (6R + 3) × (6R + 3)
matrices with elements

L(z)i,k = q

3

[
P̃

(p)
〈bk ,mbk

−b′
k ,mb′k

〉(bi, mbi , z)

− P̃
(p)
〈bk ,mbk

−b′
k ,mb′k

〉(b
′
i, mb′

i
, z)
]

− δik

z
, (21)

and

L(n, m, n0, m0, z)i,k

= −q

3
P̃

(p)
〈bk ,mbk

−b′
k ,mb′k

〉(n, m, z)

×[P̃(p)
n0,m0

(
bi, mbi

, z
)− P̃(p)

n0,m0

(
b′

i, mb′
i
, z
)]+ L(z)i,k,

(22)

respectively.

VII. FIRST-PASSAGE PROBABILITY
IN PERIODIC DOMAINS

Two important quantities in the dynamics of stochas-
tic systems are the first-passage, or first-hitting, probability
Fn0 (n, t ), and the return probability Rn(t ). Fn0 (n, t ) repre-
sents the time dependence of the probability to reach a
target n from the initial condition n0, while Rn(t ) rep-
resents the first time the walker returns to n = n0. The
generating functions of these quantities are obtained via
the well-known renewal equation [3], which is valid in
arbitrary dimensions. The generalization to random walks
with internal states is straightforward, leading to, in the z
domain, F̃n0,m0 (n, m, z) = P̃n0,m0 (n, m, z)/P̃n,m(n, m, z) and
R̃n,m(z) = 1 − 1/P̃n,m(n, m, z) [19]. In this section, we study
the differences between the first-passage temporal depen-
dence of the left and right shift in periodically bounded
domains in the presence of a single target. It is well known
that the direct trajectories, those that travel in a more direct
path from the initial condition to the target, influence the
location and the mode of the first-passage probability [46]. As
the chosen shift impacts the dynamics at the boundary, if the
initial condition and the target are placed across the boundary
from one another, the direct trajectories differ between the two
shifts. This difference is greater the smaller the number of
ways to reach the target (or variance in the direct trajectories),
which occurs when the locations of the initial condition and
the target lie only a few jumps across a boundary from one
another. In this setting, by considering all the ballistic trajec-
tories, one may expect disparities between the modes of the
two shifts’ probability as even if there is an equal number of
jumps to reach the target in both cases, one shift may provide
more ballistic options than the other.

In Fig. 5, we show one such case by placing the walkers
with identical initial conditions near the bottom left of the
domains, and placing the targets across the boundary near the
top left corner [see Figs. 5(b) and 5(c)]. In this setting, the
lower coordination number for the honeycomb lattice ensures
a lower variance in the direct trajectories. In turn, this causes
the trajectories that differ between the shifts to have a greater
effect on the modes of the distribution. While the difference
in first-hitting dynamics is evident for the honeycomb case, to
observe similar disparities for the hexagonal lattice one needs
to move the initial condition and target closer to the boundary.

Despite the mode dynamics being considerably different
in the honeycomb lattice, the tails of the distribution are very
similar as the tail is heavily dependent on the indirect trajec-
tories [46], i.e., the paths where the walker meanders around
the domain and does not hit the target for extended periods of
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FIG. 5. Time-dependent first-passage probability in periodic hexagonal and honeycomb domains. (a) The temporal probability for both
shifts in both lattices, for the initial condition and placement of the targets and [(b), (c)] initial conditions. The hexagonal lattice, panel (b),
is R = 13 (547 lattice sites) and the honeycomb lattice, panel (c), is R = 5 (546 lattice states). In both cases, the initial condition is placed
near the bottom left corner, that is, n0 = (1, 8, −9) in the hexagonal lattice, and n0, m0 = (1, 3, −4), 3 in the honeycomb lattice, while the
targets are placed across the periodic boundary near the top left corner, at n = (−8, 0, 8) in the hexagonal lattice and n, m = (−4, 0, 4), 3 in
the honeycomb lattice. This ensures that in the hexagonal shift, there is a ballistic trajectory of 10 steps for both shifts, while in the honeycomb
the left shift has a ballistic trajectory of 10 steps and the right shift has a ballistic trajectory of 12 steps. We show one of these trajectories using
a solid line before the walker crosses the boundary and a dashed line for the left shift and dotted line for the right shift after the walker crosses
the boundary. For all curves we take q = 0.85.

time. In the honeycomb case we see clearly when the indirect
trajectories become dominant as it corresponds to the kinks in
the temporal dependence at around t ≈ 110.

Analytic knowledge of the propagators also allows us to
readily calculate the first passage to a set of M targets {S} =
{s1, . . . , sM}. This is done by considering the splitting proba-
bilities, that is, the probability of reaching one target s j in {S}
before reaching any other, which is given by [15]

T̃n0→(s j |{S}−s j )(z) = det(F ( j)(n0, z))

det(F (z))
, (23)

where F (z)k,k = 1, F (z)i,k = F̃sk (si, z), and F ( j)(n0, z) is
the same as F (z) but with the jth column replaced with
[F̃n0 (s1, z), F̃n0 (s2, z), . . . , F̃n0 (sM, z)]ᵀ. Since the splitting
probabilities represent mutually exclusive trajectories, to ob-
tain the generating function for the first passage to any target,
one simply sums them, i.e., T̃n0→{S} = ∑M

j=1 T̃n0→(s j |{S}−s j )(z).
For all known internal states propagators with localized initial

conditions, the analogous quantities to those in Eq. (23) are
easily found, ensuring a trivial extension to the honeycomb
lattice.

VIII. MEAN FIRST-PASSAGE TIME

Analytic knowledge of the generating functions of the
first-passage and return probabilities allow us to obtain
closed-form representation of their first moments (Fn0→n and
Rn0 ) in the hexagonal and honeycomb lattices found by eval-
uating the first derivative, with respect to z, of the respective
probability generating function at z = 1 [3]. The MFPT to
multiple targets is also accessible via

Tn0→{S} = det(T0)

det(T1) − det(T )
, (24)

a general result derived more recently in [15], where Tii = 0,
Ti j = Fs j→si , T0i j = Ti j − Fn0→si , and T1i j = Ti j − 1.
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FIG. 6. [(a), (b), (d), (e)] The MFPT in periodic (dashed lines) and reflective (solid lines) cases with R = 13 hexagonal lattices. In (a) and
(d), n0 = (0, 0, 0), while in (b) and (e) n0 = (13, −13, 0). The upper two panels correspond to a single target system s(α)

1 , i.e., we use Eqs. (25)
and (26), while for the bottom two panels, we have a system with seven targets, i.e., we use Eq. (24), retaining s(α)

1 and introducing six other
targets at s{2,...,7} = {(−10, 10, 0), (0, 9, −9), (0, 8, −8), (7,−7, 0), (0,−5, 5), (−4, 0, 4)} giving the set {S} of targets. In both cases, we move
s(α)

1 anticlockwise around the R = 11 ring of coordinates where s(1)
1 = (11, −11, 0), the right-most point of the ring, s(2)

1 = (10,−11, 1), and so
on until s(65)

1 = (11, −10, −1). Thus, in total s(α)
1 moved through 65 locations. (f) The placement of these six additional targets (dark red), the

ring (light red) with the change in the placement of the target on the ring shown by the arrow and the two initial conditions (black). The vertical
grey lines in panels (a), (b), (d), and (e) denote the corner points of this ring. In panel (c), we show the temporal first-passage dependence in
a right shift periodic domain from n0 = (0, 0, 0) to s(28)

1 = (−11, 11, 0) [left dot in panel (a)] and s(34)
1 = (−11, 5, 6) [right dot in panel (a)],

shown in, respectively, dashed and solid lines. For all plots we take q = 6/7.

A. Hexagonal lattice

For the hexagonal lattice, the MFPT is given by

F
(p)[i]

n0→n = 2

q

R−1∑
r=0

3r+2∑
s=0

{
cos

(
2πk[i]

1 (n1 − n01 ) + 2πk[i]
2 (n2 − n02 )

�

)
− 1

}

×
{

1

3

[
cos

(
2π
(
k[i]

1 − k[i]
2

)
�

)
+ cos

(
2πk[i]

1

�

)
+ cos

(
2πk[i]

2

�

)]
− 1

}−1

, (25)

while for the mean return time (MRT) we confirm Kac’s
lemma [47], for which, regardless of the shift, R

(p)
n = � =

3R2 + 3R + 1, the inverse of the steady state probability.
Knowledge of the generating function of the reflective

propagator allows us to study the same statistics in reflective
domains [16]. The MFPT is given by

F(r)
n0→n = F(p)

n0→n − 1 + det(F − F (1) )

det(F )
, (26)

where

Fi j = q

6�

[
F

(p)
〈b j−b′

j〉→bi
− F

(p)
〈b j−b′

j〉→b′
i

]+ δi j, (27)

and

F (1)
i j =

qF
(p)
〈b j−b′

j〉→n

6�

[
F

(p)
〈n0−n〉→bi

− F
(p)
〈n0−n〉→b′

i

]
, (28)

while the MRT is R (r)
n = R

(p)
n , as expected.

In Fig. 6 we plot the MFPT as a function of the tar-
get location for two different initial conditions n0 = (0, 0, 0)
[Figs. 6(a) and 6(d)] and n0 = (13,−13, 0), the far right cor-
ner [Figs. 6(b) and 6(e)]. The target, s(α)

1 , is placed sequentially
in a ringlike manner anticlockwise around the R = 11 cir-
cumradius of the hexagon. For the case where n0 = (0, 0, 0),
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although the initial displacement between the initial condition
and any target is constant, rich dynamics appear as the target
is moved around the ring.

Owing to the symmetry of the system, in both domains, we
see oscillations occurring with a wavelength of 11, the length
of a side of the ring the target is moving around. Peaks are
located at the corners of the R = 11 circumradius, while the
troughs correspond to the center of the ring. At short times, it
is easier for a walker to hit a target in the center of the ring
than the corner as the number of direct trajectories is greater
for the center target, seen in the modes of Fig. 6(c). Owing
to the probability conserving property, the tail of Fn0 (n, t ) is
then slightly lower, giving a smaller MFPT. Furthermore, the
MFPT in the reflective cases is roughly twice that of the cor-
responding periodic case. This can be understood by thinking
that the periodic boundary conditions effectively double the
trajectories with which the walker can reach a target compared
to the reflective case.

In Fig. 6(b) there is a marked difference between the dy-
namics in the reflective and periodic domains. As n0 is the far
right point of the domain, the displacement between the initial
condition and a target at, for example, s(23)

1 = (−11, 0, 11)
is much greater in the reflective domain than in the periodic
domain. In the reflective case, we see a linear increase (de-
crease) as we move the target further away from (closer to)
the initial condition. The linear increase is seen until the target
moves around the first corner. We then see small oscillations
where, again, targets at the center of the ring produce a local
minimum and the peaks are located at the corners. The highest
peak corresponds to the target at s(34)

1 = (−11, 11, 0), the
target furthest from the initial condition.

We now introduce six other static targets {s2, . . . , s6}
placed at other locations within the R = 11 ring (given explic-
itly in the caption of Fig. 6) and move s(α)

1 sequently as before.
For the n0 = (0, 0, 0) case, the introduction of more targets
minimizes the differences between the two boundaries com-
pared to the one-target setup. This is likely due to the targets
being placed across the whole domain, meaning that for many
realizations, the walker will hit a target before any boundary
interaction. In contrast, for n0 = (13,−13, 0), we see similar
behavior to the one-target case as in the reflective case: the
initial condition renders targets on the opposite side of the
domain nearly redundant as many other targets lie between
them and the initial condition. For both initial conditions, we
again see a maxima at α = 34, the location where s(34)

1 is
located next to s2. As such, it renders one of these targets near
redundant because if the walker is to find one of the targets,
it is likely he will find both. In contrast, the shortest MFPT is
when s(α)

1 is dependent on the initial condition. For the case
with the origin at the initial condition, the minimum for both
reflective and periodic cases is located near the center of the
bottom right side of the domain. This placement of s(α)

1 fills
the space and creates the most widely spread arrangement
of targets, meaning that a walker exploring any section of
the domain is always in close proximity to a target. For
n0 = (13,−13, 0), the effect of the boundary conditions is
still visible with multiple targets. In both domains, the minima
naturally lie where the moving target is only a few jumps from
the initial condition.

B. Honeycomb lattice

For the honeycomb lattice, we find the MFPT as

F
(p)[i]

n0,m0→n,m

= Uᵀ
m · C · Um0 − Uᵀ

m · C · Um

+Uᵀ
m ·
⎡⎣6

R−1∑
r=0

3r+2∑
s=0

⎧⎨⎩e
2π i(n−n0 )·k[i]

�

[
μ

(
2πk[i]

1

�
,

2πk[i]
2

�

)
− I

]−1

+e
−2π i(n−n0 )·k[i]

�

[
μ

(
−2πk[i]

1

�
,
−2πk[i]

2

�

)
− I

]−1
⎫⎬⎭
⎤⎦ · Um0

−Uᵀ
m ·
⎡⎣6

R−1∑
r=0

3r+2∑
s=0

⎧⎨⎩
[
μ

(
2πk[i]

1

�
,

2πk[i]
2

�

)
− I

]−1

+
[
μ

(
−2πk[i]

1

�
,
−2πk[i]

2

�

)
− I

]−1
⎫⎬⎭
⎤⎦ · Um, (29)

where C is a 6 × 6 symmetric circulant matrix with the
first row c = [5 − 9

q , 5 − 4
q , 5 − 3

q , 5 − 4
q , 5 − 3

q , 5 − 4
q ] such

that Ci j = c j−i (mod 6). The term Uᵀ
m · C · Um0 − Uᵀ

m · C · Um

is independent of the choice of shift and governs the MFPT
in the degenerate R = 0 case, which is periodic in |m − m0|
and given explicitly in Eq. (F5). It gives the MFPT for any
m, m0 pairs that are either one jump away or those that are
two jumps away from one another [see Fig. 1(b) when R = 0
for a visual understanding]. We again confirm Kac’s lemma as
the MRT is found to be R

(p)
n0,m0 = 6�, the number of states in

the lattice. For the reflective case, one obtains similar expres-
sions to the hexagonal lattice with reflecting boundaries (see
Appendix F 2).

Using Eq. (29) we study the differences between the MFPT
of the two shifts as a function of the number of targets. We

sequentially introduce targets in two ways, either building
a “wall” of targets along the top of the domain or placing
targets at random locations, with both setups shown pictorially
in Fig. 7(c). In both the random and the wall placement of
targets, the initial condition and the location of the first target
correspond to the setup used to obtain the full first-passage
(FP) probability given in Fig. 5.

As Fig. 7(a) shows, for both target setups, adding targets
lowers the MFPT, as expected. In the randomly placed target
case, an increase in the number E of targets reduces the
differences between the MFPTs, if the added target is placed
in the bulk of the domain, seen in Fig. 7(b). This reduction
is due to the increasing likelihood that the walker reaches
the target before any boundary interactions occur. If, on the
other hand, the new target is placed on, or very closed to, the
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FIG. 7. The MFPT in the left and right shift periodic honeycomb domains as a function of the number of targets, E , for a randomly
placed set of targets (dotted lines) and a wall of targets (solid line). (a) The MFPT to E targets, F[i]

n0,m0→n,m, with the bar notation denoting the

option of multiple targets. (b) The difference, 	Fn0,m0→n,m = F
[ρ]

n0,m0→n,m − F[λ]
n0,m0→n,m, between the two shifts. (c) The order and placement

of the targets. The first target at n, m = (−4, 0, 4), 3, is shared by both setups and we denote its place in black. The other targets are added
sequentially, which we show via the blue color gradient from light to dark in the wall case and numerically for the random case, with targets
shown in green. The initial condition at n0, m0 = (1, 3, −4), 3 is shown in red and q = 0.85.

boundary (E = 5, E = 9, and E = 12), slight increases are
seen in 	Fn0,m0→n,m further emphasizing the importance of
boundary interactions in the periodic propagators.

In the case of the “wall,” we add the targets to the right of
the initial target until we reach it again from the left. In this
case we see a dramatic convergence between the two shifts
before the mean of the right shift becomes lower. With a wall
of targets placed near the top of the domain, the easiest route
for the walker to complete its search is the few steps across
the boundary. As exemplified by the higher first-passage prob-
ability mode of the left shift honeycomb walker (Fig. 5), when
there are few targets, the searcher benefits from the left shift
boundary condition since the distance to the target is smaller.
However, as we build the wall to the right, this advantage
lessens until sufficient targets are added such that it is more
beneficial to utilize the right shift walker. Finally, when the
wall is complete (E = 14) we see negligible differences be-
tween the two shifts.

IX. CONCLUSIONS

The implementation of the method of images to obtain
periodically bounded LRWs in square geometries has been
known for some time [4,37]. Somewhat surprisingly, the same
could not be said about hexagonal lattices. Here, we have
constructed the image set for a lattice in HCCs and derived
the exact spatiotemporal dynamics for a LRW on a periodic
hexagonal and honeycomb lattice. By generalizing the defect
technique to hexagonal geometries we have found the absorb-
ing and reflecting propagators for both lattices. We have then
utilized these propagators to obtain expressions such as the
return and first-passage probabilities and their means.

We note that while we limit ourselves to deploying the
defect technique for the dynamics in hexagonally constrained
spatial domains, it is possible to place absorbing and/or re-
flecting sites in such a way as to confine the domain to other
shapes, for example, a triangle. Moreover, the formalism may

be applied to other periodic propagators in hexagonal geome-
tries, for example, a biased LRW [11], a resetting random
walker [13], or when the space is composed of different media
[14]. Dynamics on other lattice geometries are also available
through our internal states procedure. For example, by placing
three internal states in a triangular structure, one can create the
so-called trihexagonal lattice [48], or with four internal states,
one can achieve a square-octagon tessellation seen in the
theorized T-graphene structure [49]. Other potential directions
include finding continuum limits of the periodic propagator
and placing either absorbing defects [38] or reflecting de-
fects [50] to obtain diffusive dynamics in hexagonally shaped
domains, avoiding the need to solve the diffusion equation nu-
merically in these geometries. We conclude by noting other
potential applications of our work. These include modeling
neutron diffusion in a nuclear reactor core [51,52], the trans-
mission of an infectious pathogen in a population of territorial
animals [7,22,23,53], diffusion on a SWCN with topological
defects such as dislocations [54], and ameboid migration in
Petri dishes with hexagonally placed micropillars [55].
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APPENDIX A: PLACEMENT OF IMAGES

Figure 8 shows the first ring of the infinite images for an
R = 1 domain as per discussion in Sec. IV. We refer to the
shift with respect to the location of the top red image, that is,
whether it is to the left or the right of the main domain.
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FIG. 8. A schematic representation of the nearest-neighbor images for (a) the left shift and (b) the right shift, in an R = 1 domain. In this
case, we show in the central domain the LRW starting location as a solid circle while the first ring of images has open circles. For ease of
visual comparison between the left and right shift, each hexagon in the nearest-neighbor image ring is colored differently.

APPENDIX B: DERIVATION OF THE PERIODIC HEXAGONAL PROPAGATOR

Using the periodic image set, Eqs. (10) and (11), in the unbounded Green’s lattice function, Eq. (4) in the main text, and
isolating the image contribution in the exponential, we obtain

P̃[i]
n0

(n1, n2, z) = 1

(2π )2

∫ π

−π

∫ π

−π

∞∑
m1=−∞

∞∑
m2=−∞

ei[(n−n0 )·k]ei[m·D[i]·k]

1 − zμ(k1, k2)
dk1dk2, (B1)

where m = (m1, m2), and for the right shift

D[ρ] =
[ −R −R − 1

2R + 1 −R

]
, (B2)

while for the left shift

D[λ] =
[

2R + 1 −R − 1
−R 2R + 1

]
. (B3)

Equations (B1), (B2), and (B3) allow us to connect with literature on Fourier analysis in hexagonal domains [39,56] and utilize
the distributional form of the Poisson summation formula associated with the hexagonal lattice,

∞∑
m1=−∞

∞∑
m2=−∞

ei[m·D[i]·k] = (2π )2

�

∞∑
m1=−∞

∞∑
m2=−∞

δ
(
k − 2πD−1

[i] · mᵀ), (B4)

where � = 3R2 + 3R + 1, the number of sites in the hexagonal lattice. The equivalent result for the square lattice can be found
in [57]. We note here the importance of dropping the n3 dependence from Eq. (2). If the full three-coordinate representation of
HCCs was chosen, D[ρ,λ] would be a 3 × 3 matrix, with three linearly dependent rows making D[i] singular matrices.

Applying Eq. (B4) on Eq. (B1) and shifting the integral limits, due to the periodicity of the integrand, we obtain

P̃[i]
n0

(n1, n2, z) =
∫ 2π−ε

−ε

∫ 2π−ε

−ε

∞∑
m1=−∞

∞∑
m2=−∞

ei[(n−n0 )·k]δ
(
k − 2πD−1

[i] · mᵀ)
�[1 − zμ(k1, k2)]

dk1dk2, (B5)

where the parameter 0 < ε � 2π
�

avoids having a singularity of the Dirac δ on the integral bound. The values where the Dirac δ

is nonzero are given by

k[ρ]
1 = 2π

�
[−Rm1 + (R + 1)m2],

k[ρ]
2 = −2π

�
[(2R + 1)m1 + Rm2], (B6)
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FIG. 9. The k[i]
1 , k[i]

2 value that gives a singularity of the Dirac δ in Eq. (B5) for an R = 3 domain for (a) the left shift and (b) the right
shift. The large circles represent k[i]

1 , k[i]
2 found numerically by summing over m1, m2. The corresponding parametrized values, Eqs. (13), are

represented by crosses. The first three (R) diagonal rows correspond to the positive k[i]
1 , k[i]

2 values, while the remaining three are the negative
ones, where for ease of visualization we have added a 2π phase to the negative terms. The term corresponding to the steady state is shown at
(0,0). Note that in this case, there are � = 37 points that need to be parametrized.

for the right shift and

k[λ]
1 = 2π

�
[(2R + 1)m1 + (R + 1)m2],

k[λ]
2 = 2π

�
[Rm1 + (2R + 1)m2], (B7)

for the left shift.
To proceed, one finds the values of m1 and m2, which lead to singularities that lie within the integral bounds where each

(m1, m2) corresponds to a unique point in the finite domain. However, due to the nonorthogonality of the coordinate points,
one cannot independently sum m1 and m2 along the length of each axis, as one does for the square lattice. To overcome this,
we parametrize k[i]

1 , k[i]
2 via Eq. (13), alongside their corresponding negative value, and create the nested summation in Eq. (12)

in the main text. Figure 9 shows the validity of this parametrization for the left [Fig. 9(a)] and right [Fig. 9(b)] shift. Upon
substituting these parametrized values into Eq. (B5) and simplifying the complex exponential, one obtains the exact periodic
propagator, Eq. (12).

APPENDIX C: DERIVATION OF THE PERIODIC HONEYCOMB PROPAGATOR

Starting from Eq. (7) in the main text and applying the images defined in Sec. IV leads to

P̃
(p)[i]

n0,m0
(n1, n2, z) = 1

�

∫ π

−π

∫ π

−π

∞∑
m1=−∞

∞∑
m2=−∞

δ
(
k − 2πD−1

[i] · mᵀ)ei[(n−n0 )·k][I − zμ(k1, k2)]−1 · Um0 dk1dk2. (C1)

Expanding [I − zμ(k1, k2)]−1 in powers of z, [I − zμ(k1, k2)]−1 = ∑∞
t=0[zμ(k1, k2)]t and shifting the integral limits, one has

P(p)[i]
n0,m0

(n1, n2, t ) = 1

�

∫ 2π−ε

−ε

∫ 2π−ε

−ε

∞∑
m1=−∞

∞∑
m2=−∞

δ
(
k − 2πD−1

[i] · mᵀ)ei[(n−n0 )·k]μ(k1, k2)t · Um0 dk1dk2. (C2)

Using the known parametrization of the Dirac δ (see Appendix B), one finds the closed-form solution for the honeycomb lattice,
shown in Eq. (14) of the main text.

Steady state behavior in the honeycomb lattice

Since the eigenvalues and eigenvectors of μ(0, 0) are readily available, one can diagonalize the symmetric matrix μ(0, 0) =
PEP−1 where E1,1 = 1, Ei,i = 1 − q, 2 � i � 5, E6,6 = 1 − 2q, Ei, j = 0 otherwise, and

P = 1√
6

⎡⎢⎢⎢⎢⎢⎢⎣
−1 1 0 −√

3 0 −1
1 1 −√

3 0 −1 0
−1 1 0 0 0 2

1 1 0 0 2 0
−1 1 0

√
3 0 −1

1 1
√

3 0 −1 0

⎤⎥⎥⎥⎥⎥⎥⎦. (C3)
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For 0 < q < 1, PEtP−1 → PEP−1 as t → ∞, where E1,1 = 1 and Ei, j = 0 otherwise. Evaluating PEP−1, it is straightfor-
ward to find μ(0, 0)t = 1

6J as t → ∞.
For the q = 1 case one has to be more careful as limt→∞ E6,6 = limt→∞(−1)t . Here, μ(0, 0) is a hollow Toeplitz matrix with

alternating bands of 0 and 1
3 . By inspecting this matrix, it is clear that all odd powers of t revert μ(0, 0) onto itself, while even

powers of t “swap” the bands, giving rise to the alternating steady state probabilities in this case.

APPENDIX D: PROPAGATOR WITH ABSORBING DEFECTS WITH INTERNAL STATES

Here we outline the generalization of the defect technique on the lattice to random walks with internal states. It follows closely
to, and generalizes, the derivation in Sec. 2.1 of [15].

We begin with the general master equation governing the dynamics of the occupation probability of a random walker in a
lattice with defective internal states (b, mb) in the set B with N defects:

P(n, m, t + 1) =
∑

n′

∑
m′

A(n, m, n′, m′)P(n′, m′, t ), n, m /∈ B,

P(bi, mbi , t + 1) = (1 − ρbi,mbi
)
∑

n′

∑
m′

A(bi, mbi , n′, m′)P(n′, m′, t ), bi, mbi ∈ B, (D1)

i.e., i ∈ {1, . . . , |B|}, A(n, m, n′, m′) is the transition probability tensor from state n, m to state n′, m′, and where ρbi,mbi
(0 �

ρbi,mbi
� 1) governs the probability of getting absorbed at defect bi, mbi where ρbi,mbi

= 1 represents perfect trapping efficiency
at that site. To proceed, one first considers the ρbi,mbi

	= 1 case.
For convenience, we combine Eq. (D1) into one equation,

P(n, m, t + 1) =
∑

n′

∑
m′

[
A(n, m, n′, m′)P(n′, m′, t ) −

′∑
b

∑
mb

ρb,mbδnbδmmbA(b, mb, n′, m′)P(n′, m′, t )

]
, (D2)

where the primed summation is over all defective sites containing a defective state, and the following summation is over all the
states mb in that site. The formal solution is simply the propagator of the defect-free problem plus the propagator convoluted in
time and space with the known, defect-free term [15]. Calling �n0,m0 (n, m, t ) the defect-free propagator (the periodic propagator
in this case) and applying the localized initial condition P(n, m, 0) = δnn0δmm0 [(1 − ρn0m0 )δn0m0∈B + δn0m0 /∈B] one obtains, in the
z domain,

P̃n0,m0 (n, m, z) = �̃n0,m0 (n, m, z) −
′∑
b

∑
mb

ρb,mb

1 − ρb,mb

�̃b,mb (n, m, z)P̃n0,m0 (b, mb, z). (D3)

After setting n, m to all absorbing sites b, mb, Eq. (D3) can be solved via Cramer’s rule, giving

P̃n0,m0 (b j, mb j , z) = (1 − ρb j ,mb j
)
det(H( j)(ρ, n0, m0, z))

det(H(ρ, z))
. (D4)

Equation (D4) represents the generating function of the probability of being at defective site b j , mb j at time t and not having
been absorbed in any of the other sites in the set B.

The elements in the matrix H(ρ, z) are given as Hk,k (ρ, z) = 1 + ρbk ,mbk
+ ρbk ,mbk

�̃bk ,mbk
(bk, mbk , z) and Hi,k (ρ, z) =

ρbk ,mbk
�̃bk ,mbk

(bi, mbi , z) and H( j)(ρ, n0, m0, z) is the same as H(ρ, z) but with the jth column replaced with

(�̃n0,m0 (b1, mb1 , z), . . . , �̃n0,m0 (bN, mbN
, z))ᵀ.

Substituting Eq. (D4) into Eq. (D3) and taking the limit ρbi,mbi
→ 1 gives us the defective propagator given in Eq. (16) of

the main text, where we have taken ρbk ,mbk
= 1, for all k, to model the fully absorbing boundary. As such, in Eq. (16), we have

dropped the ρ dependence in H.

APPENDIX E: PROPAGATOR WITH INERT SPATIAL HETEROGENEITIES WITH INTERNAL STATES

Here we outline the derivation of the defect technique to account for inert spatial heterogeneities in random walks with
internal states. It follows closely to and generalizes [16] (see Sec. I of the Supplementary Material in [16]). In this case, the
defects appear in pairs B = {{(b1, mb1 ), (b′

1, mb′
1
)}, . . . , {(bN, mbN

), (b′
N, mb′

N
)}}, that is, in the case of the reflective propagator,

the boundary states and their respective neighbor across the periodic boundary.
The dynamics are given by

P(n, m, t + 1) =
∑

n′

∑
m′

A(n, m, n′, m′)P(n′, m′, t ), (E1)
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when the walker is not on a defective site. Instead, when the walker is on any defective site, we have

P(bi, mbi , t + 1) =
∑

n′

∑
m′

A(bi, mbi , n′, m′)P(n′, m′, t ) + ηmb′i
,mbi

P(bi, mbi , t ) − ηmbi ,mb′i
P(b′

i, mb′
i
, t ), (E2)

P(b′
i, mb′

i
, t + 1) =

∑
n′

∑
m′

A(bi, mbi , n′, m′)P(n′, m′, t ) + ηmbi ,mb′i
P(b′

i, mb′
i
, t ) − ηmb′i

,mbi
P(bi, mbi , t ). (E3)

Once again, combining Eqs. (E2) and (E3) into one equation and taking the z transform, one obtains

P̃(n, m, z) − P(n, m, 0) =
∑

n′

∑
m′

A(n, m, n′, m′)P̃(n′, m′, z) + z
N∑

i=1

{
δbinδmbi m

− δb′
in
δmb′i

m
}

× [
ηmbi ,mb′i

P̃(b′
i, mb′

i
, z) − ηmb′i

,mbi
P̃
(
bi, mbi , z

)]
, (E4)

with the parameters ηu,v defined in the main text. Assuming the defect-free solution �̃n0,m0 (n, m, z) is known, i.e., the propagator
of Eq. (E1), which in our case we again take as the periodic propagator, the general solution of Eq. (E4) for a localized initial
condition P(n, m, 0) = δnn0δmm0 is

P̃n0,m0 (n, m, z) = �̃n0,m0 (n, m, z) + z
N∑

j=1

�̃〈b j ,mb j −b′
j ,mb′j

〉(n, m, z)
[
ηmb j ,mb′j

P̃(b′
j, mb′

j
, z) − ηmb′j

,mb j
P̃(bi, mbi , z)

]
. (E5)

We again solve by creating N simultaneous equations (for each defect pair). Using Cramer’s rule we obtain the propagator,

P̃n0,m0 (n, m, z) = �̃n0,m0 (n, m, z) −
N∑

j=1

�̃〈b j ,mb j −b′
j ,mb′j

〉(n, m, z)
det(S(n0, m0, z))

det(S(z))
, (E6)

where

S(z)i,k = ηb′
i,bi

�̃〈bk ,mbk
−b′

k ,mb′k
〉(bi, mbi , z) − ηbi,b

′
i
�̃〈bk ,mbk

−b′
k ,mb′k

〉(b
′
i, mb′

i
, z) − δik

z
, (E7)

and S(n0, m0, z) the same as S(z) but with the jth column replaced with[
ηmb′1

,mb1
�̃n0,m0 (b1, mb′

1
, z) − ηmb1 ,mb′1

�̃n0,m0 (b′
1, mb′

1
, z), . . . ,

ηmb′
N

,mbN
�̃n0,m0 (bN, mbN

, z) − ηmbN
,mb′

N

�̃n0,m0 (b′
N, mb′

N
, z)
]ᵀ

. (E8)

Evaluating the sum in Eq. (E6) explicitly and taking ηmbi ,mb′i
= ηmb′i

,mbi
= q

3 , i.e., the outgoing probability from each site in the
defect-free honeycomb lattice, one finds the honeycomb reflective propagator as shown in Eq. (20) in the main text.

APPENDIX F: HONEYCOMB MFPT AND MRT

1. Periodic boundary conditions

Using the generating function of Eq. (14), one finds the return probability as

R
(p)[i]
n0,m0 (z)

= 1 − �

Uᵀ
m0

· [[I − zμ(0, 0)]−1 +∑R−1
r=0

∑3r+2
s=0

{[
I − zμ

( 2πk[i]
1

�
,

2πk[i]
2

�

)]−1 + [
I − zμ

(−2πk[i]
1

�
,

−2πk[i]
2

�

)]−1}] · Um0

.
(F1)

Owing to the recurrence of the random walk, the matrix [I − zμ(0, 0)] is singular at z = 1. Denoting the summand in Eq. (F1)
as M[i](r, s) and multiplying the top and bottom of the fraction by det([I − zμ(0, 0)]), we find

R
(p)[i]
n0,m0 (z) = 1 − � det([I − zμ(0, 0)])

Uᵀ
m0

· [Inv([I − zμ(0, 0)]) + det([I − zμ(0, 0)])
∑R−1

r=0

∑3r+2
s=0 M[i](r, s)

] · Um0

, (F2)

where the notation Inv(·) denotes the inverse matrix multiplied by its determinant. Evaluating
∂R[i]

n0 ,m0
∂z |z=1, and utilizing the

property det([I − zμ(0, 0)])|z=1 = 0, we obtain, for either shift,

R (p)
n0,m0

= − �
(

∂ det([I−zμ(0,0)])
∂z

∣∣
z=1

)
Uᵀ

m0
· Inv(I − μ(0, 0)) · Um0

. (F3)

054139-15



MARRIS, SARVAHARMAN, AND GIUGGIOLI PHYSICAL REVIEW E 107, 054139 (2023)

Upon inspection of the 6 × 6 matrix, one finds ∂ det([I−zμ(0,0)])
∂z |z=1 = −2q5 and Inv(I − μ(0, 0)) = q5

3 J , where J again denotes
an all-ones matrix. Using these values in Eq. (F3), we confirm Kac’s lemma obtaining Rn0,m0 = 6�, the number of states in the
domain.

Following the same procedure on the honeycomb first-passage probability, one obtains Eq. (29) of the main text. When R = 0,
the periodic honeycomb MFPT, Eq. (29), reduces to

F(p)
m0→m =

6∑
i=1

λi
(
Uᵀ

m · ui · uᵀ
i · Um0 − Uᵀ

m · ui · uᵀ
i · Um

)
, (F4)

where ui is an orthonormal basis formed of the right eigenvectors associated with the eigenvalues of C, λk = ∑5
l=0 cle

2π i(k−1)l
6 ,

k ∈ {1, 6}. Evaluating Eq. (F4), one finds

F(p)
m0→m = 5

q

(
δ|m−m0|,1 + δ|m−m0|,3 + δ|m−m0|,5

)+ 6

q

(
δ|m−m0|,2 + δ|m−m0|,4

)
. (F5)

As expected due to the periodicity of the internal states, Eq. (F5) is symmetric around m0, m and equals zero when m0 = m.

2. Reflective boundary conditions

In the reflective honeycomb domain, implementing Appendix II of [16] to random walks with internal states, one obtains

F(r)
n0,m0→n,m = F(p)

n0,m0→n,m − 1 + det(F − F (1) )

det(F )
, (F6)

where

Fi j = q

18�

[
F

(p)
〈b j ,mb j −b′

j ,mb′j
〉→bi,mbi

− F
(p)
〈b j ,mb j −b′

j ,mb′j
〉→b′

i,mb′i

]
+ δi j, (F7)

and

F (1)
i j =

qF
(p)
〈b j ,mb j −b′

j ,mb′j
〉→n,m

18�

[
F

(p)
〈n0,m0−n,m〉→bi,mb

− F
(p)
〈n0−n〉→b′

i,mb′i

]
, (F8)

for the MFPT, while for the MRT we have R (r)
n,m = R

(p)
n,m, as expected. The factor q

18�
in Eqs. (F7) and (F8) is obtained via the

simple multiplication of the periodic return probability and the probability of movement, q
3 .

APPENDIX G: EFFICIENCY OF COMPUTATIONAL
PROCEDURES

To obtain propagators in the absorbing and reflective cases,
e.g., evaluating Eqs. (15)–(20), or to obtain the splitting prob-
abilities in Eq. (23), one undertakes the numerical inverse z
transform [45], which consists of evaluating

f (t ) = 1

2π i

∮
|z|<1

f̃ (z)

zt+1
dz 
 1

trt

t−1∑
k=1

(−1)kRe[ f̃ (re
ikπ

t )]

+ 1

2trt
[ f̃ (r) + (−1)t f̃ (−r)], (G1)

which has an error er given by er � r2t/(1 − r2t )−1. The
computational cost of this procedure scales as a function of
the number of lattice sites in the domain multiplied by the
number of defective sites squared, multiplied by the time t . To
illustrate let us consider the hexagonal absorbing propagator.
The nested double summation to obtain the periodic propa-
gator scales with the size of the domain, � ∼ R2. With 6R
defects on the boundary, the time complexity of the numerical
inverse scheme scales quartically in R, i.e., 36R2�t ∼ R4t .

The computation required for the honeycomb lattice is very
similar but with the slight additional burden of computing

the inverse of the 6 × 6 matrix in Eq. (7), which increases
the computation time by a scale factor of c (62.37 � c � 63)
depending on which numerical scheme is used [58].

To obtain the first passage to multiple targets, one must
populate the matrix in Eq. (23) creating a computational cost
that scales as E2R4t , where E is the number of targets. This
scaling should be compared to an alternate procedure to cal-
culate the FP to multiple sites, which consists of iteratively
solving a master equation [59]. Convenient implementation
of such a procedure in hexagonal geometry would require uti-
lizing the relationship between HCCs and three-dimensional
Cartesian coordinates, i.e., Eq. (2) modified appropriately to
account for the chosen boundary conditions. One would then
be required to iteratively solve a sixth-order sparse tensor and
extract information from E targets at each time iteration and
then set those values to zero, which would scale as ER6t .

A further advantage of our approach comes when extract-
ing the means of random walk statistics. To obtain MFPTs, by
setting z = 1, one bypasses the need to compute an inverse z
transform. As such, for the hexagonal lattice, the complexity
for the reflective MFPT scales as E2R4, where E is the number
of targets. If, on the other hand, one were to compute this via
an iterative method, an entire transmission probability would
need to be obtained, which is far more computationally ex-
pensive and introduces the uncertainty of a stopping criterion
to approximate long-time indirect trajectories.

054139-16



EXACT SPATIOTEMPORAL DYNAMICS OF LATTICE … PHYSICAL REVIEW E 107, 054139 (2023)

Note that performing stochastic simulations instead of the
analytic techniques developed is also disadvantageous. The
main reason stems from the impossibility to reduce system-
atically the error in the simulation output as one increases

the size of the ensemble. One is then forced to run a large,
time-expensive ensemble, which limits the ability to explore
the parameter space.
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