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We study a model of a lipid bilayer membrane described by two order parameters: the chemical composition
described using the Gaussian model and the spatial configuration described with the elastic deformation model
of a membrane with a finite thickness or, equivalently, for an adherent membrane. We assume and explain on
physical grounds the linear coupling between the two order parameters. Using the exact solution, we calculate
the correlation functions and order parameter profiles. We also study the domains that form around inclusions
on the membrane. We propose and compare six distinct ways to quantify the size of such domains. Despite its
simplicity, the model has many interesting features like the Fisher-Widom line and two distinct critical regions.
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I. INTRODUCTION

Continuous research effort has been put into understanding
the relationship between physical properties, functionality,
and the mutual influence of lipids and proteins in cell
membranes. One of the central issues concerns membrane
domains. It is well established that model lipid bilayer mem-
branes containing cholesterol can support two coexisting lig-
uid phases, called liquid-ordered (Lo) and liquid-disordered
(Ld) [1-3]. Below the critical point of miscibility domains of
different phases form, giving rise to a lateral heterogeneity
of a lipid membrane. Formation of domains and functional
lateral heterogeneity is observed also in living cell membranes
[4-6]. The structure, spatial organization, and role of lipid
and protein domains in cell signaling has been a long studied
problem. Nevertheless, many questions are still open in this
field [7-12]. Observed domains are nanoscopic and dynamical
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and also occur above the critical point [13—15]; therefore the
physical basis of heterogeneity in cell membranes is supposed
to be more complex than a miscibility transition alone.
Diverse equilibrium mechanisms that can lead to mem-
brane segregation on length scales smaller than the charac-
teristic size of the bulk phase separation domains have been
identified theoretically and experimentally [16,17]. Several of
them involve nanometer-sized membrane inclusions, such as
proteins. In general, both direct and indirect interactions be-
tween inclusion and membrane lipids can generate domains.
Direct specific interactions cause chemically favored lipids to
be attracted to the protein, creating a wetting domain [18-20]
or, above the critical temperature of demixing, an adsorption
domain with a concentration of preferred lipids greater than
that of the bulk membrane. The extent of the adsorption do-
main is of the order of the composition correlation length £,
and thus, near the critical point of demixing, where & grows
significantly, it can be as large as several microns [21,22].
Here we focus on the indirect interactions resulting from
protein-induced membrane disturbances. Among such pertur-
bations are changes due to hydrophobic mismatch between
membrane lipids and inclusion, i.e., when the hydrophobic
part of the inclusion has a thickness slightly different from the
hydrophobic part of the membrane [23,24]. The energetic cost
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bilayer midplane
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FIG. 1. Schematic plot of the two possible applications of the model. Different types of lipids are denoted with blue and yellow. (a) The
membrane is flat, but its thickness is not constant and described by the order parameter A(r). Due to hydrophobic mismatch of the anchor
(difference between the equilibrium thickness of the membrane and size of the hydrophobic region on the anchor) the thickness of the
membrane is alerted around the anchor, which modifies local composition of the lipids. (b) The membrane has a constant thickness, but it
is not flat, and its height over the reference plane is described by the order parameter (r). In this case the anchor (illustrated in the middle of
the picture) is locally fixing the height of the membrane, and, as a result, the membrane is bent. The external potential that acts differently on
different types of lipids changes the composition of the membrane around the anchor.

of hydrophobic mismatch deformation can be reduced by at-
tracting lipids with a suitable characteristic. One possibility is
that lipids that match the curvature of the membrane caused by
the protein will be effectively attracted [25-28]. Thus inclu-
sions with a hydrophobic core larger or smaller than that of the
membrane would tend to attract lipids of positive or negative
spontaneous curvature, thereby building a concave or convex
shape to fill in the height mismatch. For example, cholesterol
and saturated lipids exhibit a negative spontaneous curva-
ture, whereas unsaturated lipids, with a smaller acyl chain
area to polar head group area ratio, exhibit positive spon-
taneous curvature. In this mechanism, the inclusion-induced
deformation is strongly dependent upon the spontaneous cur-
vature, which in turn is coupled to the composition of the
membrane.

In this paper we discuss a different possibility for creating
chemical inhomogeneity. In order to accommodate hydropho-
bic mismatch, lipids of matching length of the acyl chain
are effectively attracted to the protein inclusion [20]. In
model membranes, such as those considered experimentally
in Refs. [1-3], the hydrophobic thickness of the membrane
is nonuniform. The Lo phase, rich in saturated lipids, shows
higher extension in the lipid acyl chains than the Ld phase,
rich in unsaturated lipids [29]. Depending on the sign of the
hydrophobic mismatch, the lipid composition around the pro-
tein will preferentially be in one of the two phases (Lo or Ld).
In this mechanism, which we call the thickness mechanism,
the composition of the membrane is coupled to its thick-
ness [30,31] and not necessarily to the overall spontaneous

curvature of the membrane. This process is schematically
illustrated in Fig. 1(a).

Another possible mechanism for creating lipid domains
around proteins is relevant in membrane adhesion. In this
case we consider the coupling of the lipid composition to
a particular separation between the membrane and opposing
surface (of another cell or of the extracellular matrix). Two
cell or celllike membranes in the absence of protein-mediated
adhesion maintain a finite distance of the order of 100 nm
[32,33]; hence, the membrane behaves as resting in a poten-
tial minimum. This initial separation is regulated through the
composition of the membrane and the cell glycocalyx, and
changes in these parameters result in different separations.
Local change of the separation occurs when bonds form be-
tween receptors in the membrane and their binding partners on
the opposing cell or in the extracellular environment (ligands
or proteins). In order for this bond to take place, the glycoca-
lyx must be expelled [34], which, in turn, leads to a change
of the composition of the membrane itself. A schematic plot
of this mechanism in presented in Fig. 1(b). Such a process
has been observed in integrin or cadherin adhesion [35,36],
but the same scenario is responsible for protein organization
during the formation of the T-cell synapse [37] or natural killer
cell activation [38].

From the theoretical point of view, the curvature effects
already were conceptually formalized two decades ago [27].
Further detailed analysis was both performed analytically
and in simulations by several groups [39—45]. The thickness
mechanism (coupling between the thickness of the membrane
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and its composition) was suggested in a numerical study [30],
while the analytic approach was then put forward only last
year by us [31]. In Ref. [31] we proposed a model which
couples the elasticity theory of lipid bilayer thickness defor-
mations [24,30,46,47] with the Landau-Ginzburg theory of
a near-critical binary mixture and with the inclusions. Our
model can be solved exactly, which has the obvious advantage
of allowing for a full understanding of the consequences of
considered couplings (beyond curvature) on the local demix-
ing of the binary lipid membrane. The price for this is the
simplification of the actual system, including the disregard of
the size, shape, and conformation of protein inclusions and
other specific properties of lipid bilayers, such as lipid tilt
[48] or intrinsic curvature, inhomogeneous deformations of
lipid volume, or asymmetric bilayer thickness deformations.
We are also restricted to the supercritical range of tempera-
tures. Nevertheless, our minimal model was able to reproduce
experimental observations of the formation of lipid domains
around lipids linked to a reconstituted actin cortex filament
in a model membrane [31,39]. In these experiments the lipid
bilayer was supported, which strongly suppresses spontaneous
curvature effects.

Interestingly, we note that, following the work of Bibtol
et al. [24], it is possible to draw a direct analogy between the
thickness and the shape deformation of the membrane in the
lowest order of theory. That means it is possible, on a different
length scale, to address theoretically both problems within
the same framework. The role of this paper is to provide this
analogy and to describe our model in more detail, which we
could not do in the letter format. Furthermore, we want to
understand the adsorption of lipids onto the protein inclusion
given that no direct attractive interaction is imposed.

We first explore the general features of the model for both
the shape and thickness deformation fields by computing and
analyzing correlation functions. In the absence of the protein
inclusions, we calculate two-point correlation functions and
discuss different forms of their asymptotic decay in connec-
tion with the poles appearing in their integral representation.
Due to the presence of two order parameters and higher order
derivatives in the Hamiltonian, the behavior of these functions
is rich and interesting. For example, the correlation length
that governs the asymptotic decay of the correlation func-
tions shows a curious nonmonotonic and nonanalytic behavior
as function of the temperature deviation t from the critical
temperature. This is far from a typical behavior of a binary
mixture upon approaching the critical point. From our analyti-
cal results we derive the asymptotic behavior of the correlation
functions and the correlation length in the several limiting
cases of the three relevant parameters of our model.

Furthermore, we investigate adsorption phenomena around
membrane-embedded protein in the context of a domain for-
mation upon approaching the critical temperature. Given that
there is no direct attraction between proteins and lipids that
would be responsible for the classical critical adsorption, it
is interesting to understand what kind of universal scaling
law is obeyed for the adsorption phenomena that take place
entirely due to the coupling of the two order parameters. For
this purpose we calculate the order parameter profiles around
protein inclusion. Based on the integral and local properties
of these profiles, we propose several definitions of the size

of the domain. We determine their asymptotic behavior in
several limits, including approaching the critical temperature
(r — 0).

Our minimal model does not include membrane tension.
We show under which conditions taking into account the
surface tension does not qualitatively change the results of our
model.

The paper is organized as follows: In Sec. II we define the
model, explain the physical mechanisms behind our assump-
tions, and briefly explain the method of calculation. Section I1I
is devoted to the correlation functions. We define them and
use their properties to distinguish three zones in the space of
the parameters. In Sec. IV we discuss the order parameter
profiles and study the formation of domains. We introduce
and compare six different ways to identify the size of in-
duced domains. Our research is summarized and discussed
in Sec. V. Finally, we have included several Appendixes: in
Appendix A we discuss how the properties of our model
change for nonzero surface tension; Appendix B presents the
method used to calculate the order parameter profiles and
correlation functions; in Appendix C we discuss the behavior
of the roots of a certain polynomial, which determine the
properties of correlation functions; in Appendix D we present
the details of the calculation of the integrals present in the
formulas for the correlation functions in different zones; and,
finally, in Appendix E we study the correlation functions in
various limiting cases.

II. MODEL

We start from introducing the model discussed in this
paper. In order to describe the system we use two order pa-
rameters.

A. Configuration order parameter

The spatial configuration of the membrane is described by
the order parameter 4(r), the height of the membrane above
the reference plane in a point given by the two-dimensional
vector r. For simplicity we assume that the membrane is
infinite, such that r can be any vector from the plane. The
energy associated with the configuration of a membrane can
be approximated by [49-52]

BHup = / dr2c[HET + 1S + Vel AP (1)

which we call the membrane deformation model. In this
Hamiltonian the bending stiffness « is a dimensionless param-
eter describing the energy cost of bending the membrane, H(r)
is a mean curvature of the membrane, 1 denotes the surface
tension, S(r) is a local change in surface area due to membrane
deformation, and an external potential Ve keeps the mem-
brane above the reference plane. In (1) we have introduced
B = (kgT)~' (where T is a temperature and kg is the Boltz-
mann constant) in order to keep the formula dimensionless,
and we have assumed that the membrane has no spontaneous
curvature.

When the membrane is almost flat, i.e., |[Vi(r)| < 1, the
mean curvature H(r) ~ V2Ah(r)/2, and the local change in sur-
face area S(r) ~ [Vh(r)]?/2. The external potential originates
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from many different interactions like steric repulsion or van
der Waals attraction and, in cellular systems, from the proper-
ties of the glycocalyx. We assume that it has a minimum for
h = hy, and (since we are interested only in small excitations
around the minimum) it can be approximated by a harmonic
potential. If one, for simplicity, additionally assumes that its
minimum is at 7 = 0, V. &~ yh?/2, where the parameter y
quantifies the strength of binding of the membrane.

The energy of a flat membrane with a variable thickness
can also be approximated by Eq. (1) for |Via(r)| <« 1. We
assume that a bilayer membrane is symmetric, so that the
thickness deformations of the two monolayers are identical.
In this picture, the order parameter h(r) is defined as the
difference between the local thickness and the thickness dp
of an unperturbed membrane (i.e., the distance between two
lipid layers). Of course, in this interpretation the meaning of k
and Ve, is different: the parameter «, as shown in [24], is four
times smaller than the true bending stiffness of the membrane,
and the potential now describes the interaction between the
two layers: it regulates the energy cost of the compression or
expansion of the lipid bilayer. Both possible interpretations of
the order parameter A(r) have been schematically illustrated
in Fig. 1.

A comprehensive description of a membrane definitely
requires consideration of both the spatial configuration of
the membrane and its thickness by taking into account two
distinct configuration order parameters [24] (in the leading
order they decouple from each other in the formula for a total
elastic energy of the membrane). In this paper, in order to
keep the model as simple as possible, we use only a single
field A(r). Nevertheless, we keep two possible interpretations
as they are both experimentally relevant.

To make our model simpler we also assume that the ef-
fects of surface tension can be neglected (we take n = 0).
While, when h(r) denotes the spatial configuration of the
membrane, this assumption is reasonable as in most cases the
effect of surface tension effectively modifies other parameters
describing the membrane [53], the situation is more subtle
when h(r) denotes the thickness of the membrane. In this
case the surface area term in SHwmp [Eq. (1)] gives rise to
two leading contributions 4(r)/dy and [Vh(r)]?, which were
employed in the literature to describe the effects of stretching
deformations tangential to the leaflet surfaces (typically by
fixing the volume of the membrane per molecule) and changes
in the projection of the bilayer area onto the reference plane,
respectively [24,30,48,54,55]. As shown in Ref. [24], there
appears another term proportional to [Vi(r)]* if one takes
into account the energy cost due to an increase of the area
per molecule in deformed membrane. It was argued that the
amplitude of this term results from the interfacial tension
of the hydrocarbon-water interface, which is of the order of
40-50 mN/m. This is much larger than the estimated maxi-
mum membrane tension (just before its rupture), which is of
the order of a few mN/m.

In Appendix A we investigate how our results would
change if we included the surface tension in the model. We
show that as long as the relevant parameter & = n/,/ky < 2,
the effect of surface tension is generating only a minor quanti-
tative change. Moreover, even if 9 > 2, where the qualitative
change occurs (the oscillatory solutions for the correlation

functions and order parameter profiles disappear), our results
for exponentially decaying functions are still valid.

Our estimates based on the values of parameters reported
in literature [24,54] are that for real bilipid membranes, when
h denotes the thickness of the membrane, the coefficient ¥ is
of the order of 1, so our model should be valid at least for
some membranes [56]. When % denotes the spatial position of
the membrane, ¥ depends strongly on the experimental setup
(via n and y), but we expect it to be even smaller.

B. Composition order parameter

In order to describe the composition of the membrane we
introduce a scalar order parameter ¢(r). We define it as a
difference between the local concentration of saturated lipids
and their concentration at the critical demixing point. In this
way, above the critical temperature 7; the equilibrium value
of the order parameter is zero, and below T it has two possi-
ble equilibrium values: the positive describing Lo phase and
negative describing Ld phase.

In this paper we use only one composition order parameter
to describe the membrane in order to keep the model simple;
thorough description of the chemical composition would re-
quire the introduction of several order parameters (separately
for each component and each layer), which typically compli-
cates the phase diagram.

Around the critical point, the energy associated with the
chemical composition can be approximated by the Landau-
Ginzburg Hamiltonian

O o d(m 12 o 72 4 7
prac = [ ar{ G980 +18%0) + ufte) - ch)
@

where o > 0 measures the energy cost of a chemical gradient
on the membrane, t « T — T is the temperature, u > 0, and ¢
is the ordering field proportional to the deviation of the chem-
ical potential of the considered component from its critical
value.

In our model for the sake of simplicity, we assume that ¢ =
0 and u = 0 in Eq. (2). The former means that the composition
of the membrane is at its critical-point value, which seems
to be in line with some of the experiments [39]. The latter
assumption makes the Hamiltonian unbounded from below
for t+ < 0 and, therefore, restricts our analysis to the cases
where the membrane is in a mixed state (r > 0). For u > 0
an analytical solution of our model is not known.

The two remaining terms in Hamiltonian (2) (u = 0,c¢ =0
and t > 0) define the so-called Gaussian model [51].

C. Coupling between order parameters

In order to study the relation between the chemical compo-
sition and shape of the membrane, it is necessary to introduce
coupling between the order parameters.

The simplest, mathematical coupling arises from the ob-
servation that the integral in Landau-Ginzburg Hamiltonian
(2) should be calculated on the curved manifold [given by
h(r)] rather than on the flat reference plain. Close investigation
shows that this effect gives corrections that are proportional to
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the powers of V/, and thus they are not relevant in the limit
of an almost flat surface |VA(r)| < 1 assumed in our model.

The physical mechanism of coupling between the order
parameter ¢ and the mean curvature H of the membrane was
proposed and analyzed in Refs. [25,57]. In the leading order, it
gives a coupling in Hamiltonian that is proportional to ¢ V>#,
which can lead to a curvature-driven phase separation in the
membrane.

In this paper we propose a different physical mechanism
that leads to a direct coupling between the order parameters—
a term proportional to s1¢ in the Hamiltonian.

When & describes the spatial configuration of the mem-
brane, an external potential Vi [see Eq. (1)] represents a
nonspecific adhesion, which keeps the membrane shape in
a minimum of an effective potential. Various theoretical and
experimental studies [58—62] indicate that the strength and the
position of this nonspecific minimum results from balancing
the membrane-substrate van der Waals and the Coulomb po-
tential with the membrane deformation repulsion. Other types
of interactions could also contribute. The quadratic form of
Vext 1s thought of as an expansion of the effective potential
around its minimum. It is natural to assume that that this
effective potential depends on the composition ¢ (e.g., via
van der Waals interactions [62]). The simplest possible way
to include this effect is to consider the composition-dependent
equilibrium height of the membrane, which for small |¢| gives

Vi = %[ﬁ(n — ad(r)P. 3)

where we have introduced the proportionality coefficient .

On the other hand, when / denotes the excess thickness of
the membrane (over the reference value dy) we assume that
different lipids have a different effective length of acyl chains.
This makes the equilibrium thickness of the bilayer dependent
on its chemical composition and justifies Eq. (3).

The effect of the coupling between order parameters has
been schematically shown in Fig. 1 for both possible interpre-
tations of .

We note that from the point of view of the composition
order parameter ¢, the coupling term given by Eq. (3) has two
effects: the term quadratic in ¢ effectively shifts ¢ by a?y /2
(and therefore pushes the system away from the critical point),
and the term linear in ¢ represents a position-dependent [via
h(r)] chemical potential.

D. Inclusions

Finally, we introduce inclusions that model the anchors
(like proteins or lipids) immersed in the membrane. We
assume that they are coupled to the configuration order pa-
rameter: If /1 is the height of the membrane above the reference
plane, we assume that the inclusions are attached to some ex-
ternal structures (cytoskeleton) and deform locally the shape
of the membrane. If & denotes the thickness of the membrane,
we assume that the inclusions have a hydrophobic mismatch,
i.e., the hydrophobic region on the inclusion has a differ-
ent height than the height of the unperturbed membrane. As
a result the membrane gets thicker or thinner close to the
inclusion.

For simplicity we neglect the size of inclusions and assume
that they are all isotropic and pointlike [63,64]. As a first
approximation, we also neglect the possible different affinities
to different components of the membrane, i.e., coupling of
the inclusion directly to order parameter ¢. This effect is
worth studying separately, but we expect it to be subdominant
in comparison with coupling to 4. A more realistic model
would require introducing some nonzero area covered by the
inclusion [this area should be excluded from the integrals
in Egs. (1) and (2), as the order parameters are undefined
there] and taking into account a possibility of angle-dependent
coupling. Moreover, the details of an interaction between an
inclusion and the membrane have been studied only for a
limited number of cases, and they often are under debate.
Pointlike inclusions are described with only a few parameters
(like the values of order parameters and their derivatives) that
can be fitted to reproduce a correct long distance behavior
of the membrane observed around the real inclusion. The
price to pay for this simplification is the possibility that some
quantities will be divergent. In our model, allowing for point-
like inclusions coupled to ¢ leads to some divergent integrals
and requires introducing a regularization scheme, which we
discuss in more detail in Sec. I'V.

We denote by N the number of inclusions and label their
positions by ry,r,, ..., ry. We approximate the interaction
with the harmonic potential:

Ao _
BHi =5 g[h(m — 2, (4)

where h; denotes the value of & preferred by ith inclusion,
and the positive coefficient A defines the strength of the po-
tential. In our calculations, for the sake of simplicity, we take
the limit A — oo, which enforces the relations a(r;) = h; for
i=1,2,...,N.

E. Hamiltonian of the model

We can now write the full Hamiltonian of our model in the
reduced, dimensionless variables.
We use the length scale

¢ =/ (5)

as a unit of length, and define # = /¢ and p =r/¢. The
length scale ¢ is proportional [65] to the correlation length
in a model of a tensionless membrane with a single order
parameter 4(r) [66]. The unit of the composition is given by
o~ !/2, and the unit of energy is kgT. All the formulas for
dimensionless variables are summarized in Table I.

There are three dimensionless parameters that describe our
model: the bending stiffness x which is already dimensionless
in the original formula, the reduced dimensionless temper-
ature T = t¢?/o proportional to the reduced temperature ¢,
and the parameter 1 = ao~!/2/¢ that is proportional to the
coupling o between the order parameters. It is also convenient
to introduce a fourth parameter w = x u? = ka?/(0¢?) as this
combination of parameters often appears in our formulas. As
we discuss in Sec. II'F, this parameter regulates the length
scale starting from which the thermal fluctuations of the or-
der parameters must be correlated. The anchors immersed in
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TABLE I. Definition of dimensionless parameters used in the model. The unit of length is denoted by L, the unit of chemical composition
(the unit of @) is denoted by C, and the unit of energy is denoted by E. In the last column, the names of the reduced variables that we use are

given.

Variable Original unit Rescaled variable Name

h L h=h/t Reduced height or thickness of the membrane

@ C p=¢o!? Reduced composition of the membrane

A L? A=A/¢? Reduced area of the system

r L p=r/¢ Reduced distance or position

K 1 K Bending stiffness

1% L - Strength of the potential acting on the membrane

n L2 v =n//ky Reduced surface tension of the membrane

o c? — Parameter describing energy cost of the gradient of concentration
t L72C™? T =t¢%/o Reduced temperature

o LC™! w=aoc %/t Reduced coupling

- 1 o=ku?=ra’/(0¢?) Combination of parameters appearing in the polynomial W
A L2 v =22 Reduced harmonic potential coefficient

hy L hi = hi/¢ Reduced height of the membrane for proteins

the membrane introduce additional parameters: the positions
of anchors p;, the imposed reduced heights of the mem-
brane h; = h; /¢ fori=1,..., N, and the harmonic potential
constant v (which we set infinite in our calculation). The
Hamiltonian in the new variables takes the form

H[h(p), p(p)] = Hmp + He + He + Hi, (6a)
BHup = / ap IV )P (6b)

1
BHc = f dp{z[V¢<p)]2+r¢2(p>}, (6¢)

BHe = f ap o)~ up@P, (60
v N
BHI =3 ; [h(p;) — hil, (6e)

where the symbol “V” denotes the gradient operator in dimen-
sionless variable p.

In the above formulas: Hyp describes the energy related to
the curvature of the membrane, which is part of the membrane
deformation Hamiltonian (1), and, in fact, it is the Hamilto-
nian expanded in small gradients of # with vanishing surface
tension 71; Hg is the Hamiltonian of the Gaussian model, i.e.,
Eq. (2), with u = 0 and ¢ = 0; Hc, describing the coupling,
originates from the second part of the membrane deformation
Hamiltonian with the potential given by Eq. (3); and H; is the
rescaled version of Eq. (4).

We note that in our model there is no external potential that
keeps & close to 0. Instead, this condition is attained via the
coupling term (6d), since the order parameter ¢ is kept close to
zero (for T > 0) by the term (6¢). As we have checked, adding
external potential proportional to 42(r) is not changing basic
properties of the system, and, therefore, we do not include it
in our model for the sake of simplicity.

We also note that in our model we allow the order pa-
rameters to take any real value. Physically, the height of the
membrane above the reference plane is always restricted by
some objects present in the system. Also, the excess thickness

is bounded from below as the two layers of the membrane
cannot intersect. Similarly, the concentration of one of the
lipids ¢ is bounded by the finite values that describe a mem-
brane without or full of this lipid. Here we ignore this limits
in order to solve the model analytically. As an a posteriori
justification of this assumption, we note that the boundary
values of the order parameters are typically located far in the
tail of the calculated Gaussian distributions, and, therefore, the
nonphysical values are highly improbable.

F. Length scales

Before going to the calculation of the correlation functions,
it is useful to discuss the length scales present in our model.
We have identified three physically relevant length scales.

The natural length scale for the order parameter £ is £, =
V2¢ = (4k /y)'4, i.e., the correlation length of the model of
the membrane without the composition order parameter ¢.
Analogously, the natural length scale for the order parame-
ter ¢ is £y, = (2t)~/?¢ = /o /(21), which is the correlation
length in the Gaussian model. The third length scale £coupling =
w2t = a=' /o]y is associated with the coupling between
the order parameters. As we have checked, the fluctuation of
¢ of the size ~Lcoupling has the coupling interaction energy
[given by Hc; see (6d)] of the order of 1kgT . This means that
on the scales much smaller than £.upiing One can ignore the
coupling, while on much larger scales the fluctuations of ¢
and & must be correlated.

The situation changes slightly when one considers nonva-
nishing surface tension of the membrane, i.e., nonzero 1 in
Eq. (1). In this case the correlation length of the model without
the composition order parameter becomes a function of «,
n, and y [53], and it is not equal to ¢; anymore. In such a
case one can introduce one more length scale £gyice tension =
/n/Q2y), which is equal to the correlation length in the
special case of x = 0. All calculations presented in this pa-
per assume 1 = 0, and, therefore, they are valid in the case
esurface tension <K gh» eq&’ gcoupling-

Our exact analysis of the model is valid for any values
of the length scales £;, £y, and £Leoypling. In Sec. IIIG and

054120-6



DEMIXING OF HOMOGENEOUS BINARY LIPID ...

PHYSICAL REVIEW E 107, 054120 (2023)

Appendix E we discuss the correlation functions in several
limiting cases in which one of these length scales becomes
much larger or much smaller than others.

G. Method of calculation

The partition function of the system is defined using the
path integral over all configurations of the two fields

Ok, T, . As {hi, p}L))

- / Dh(p)D(p) exp [—BH (<, T, 11, A; thi, )]
@)

Since all terms in the Hamiltonian (6) are quadratic in the
order parameters and their derivatives, it is possible to calcu-
late the partition function analytically—we replace the fields
h(p) and ¢(p) with their Fourier transforms and calculate the
integrals separately for every wave vector. For the details of
this procedure as well as for the calculation of the correlation
functions and order parameters profiles see Appendix B.

III. CORRELATION FUNCTIONS
A. Definition

We start the investigation from studying the two-point cor-
relation functions in the system without proteins. For such a
system N = 0, the Hamiltonian is

H = Hwmp + Hg + He, ®)

where the terms on the right-hand side are given by Eq. (6).
Because of the symmetry of changing the sign of both order
parameters, (h(p)) = (¢(p)) = 0 for any position p. There-
fore, we define all the possible two-point correlation functions
via

Crn(osk, T, ) = (h(pg)h(py + p)), (9a)
Crp (055, T, ) = (h(py)p(py + p)), (9b)
Cop(05kc, T, 1) = (P(pg)p(pg + p)). (%)

Since the Hamiltonian (8) is invariant under rotations and
translations, these functions depend only on the length p of
the vector p, and they are independent of the reference point

Po-

B. Integral formulas for the correlation functions

Using the path integral method, we obtain the formulas for
the correlation functions (see Appendix B 1)

o ) 1 /Oo x(2 + w0+ 20T (px) p
5 T, - )
MRS T ] 2nk Jo D221+ 0)—ow *
(10a)
wo [ x Jo(px)
K, T, = d )
Chg (316, T, 1) 271/0 D +2tta) -0
(10b)

Coulpikc, T )__/00 x(x4+1)._70(px) X
p ) = S Dttt —w
(10¢)

0.35 .

0.30 . ,
0.25

0.20 zone IIT .

-
0.15 | e e
T F 3
0.05 + zone II
0.00 —
0 1 w* 2 3 4 5 6
w = /i,u2

FIG. 2. Plot of the three zones in the space of parameters de-
fined by the properties of roots of the polynomial W (z; 7, x u?); see
Eq. (11). The behavior of the correlation functions for large p is
different in each zone. The blue dots denote the values of parameters
used in Fig. 3, and the black square marks the point where all three

zones meet (w*, 7%) = (8/(34/3), 1/(64/3)).

where 7; denotes the (unmodified) Bessel function of the first
kind of order i, and @ = k pu?.

C. Three zones

The above integrals can be transformed to contour integrals
on the complex plane and calculated using the residue theorem
[67]. The final formula depends on the form of complex roots
of the polynomial in complex variable z,

W(zw, )=+ D +21 +0) — o, (11)

which is in the denominator of all the integrands in (10). Since
W (z; w, T) has real coefficients and only even powers of z, if
2o is its root, then zjj, —zp and —zj are the roots of W (the
symbol z* denotes the complex conjugate of a number z). This
polynomial has no real roots.

The plane of the parameters (w, T) is split into three dif-
ferent zones by the properties of the roots of the polynomial
W (z; w, t). In zone I the polynomial has only imaginary roots
+it,, £it,, and =+it;, where we assume 0 <t <t <t3. In
zone II there are two imaginary roots %it; and four complex
roots of a form +a &+ it,, with a,t1,t, > 0, and #; < 1,. Fi-
nally, in zone III the roots are of the same form as in zone
II, ity and +a =+ it, with a, t;,, > 0, but now #; > t,. The
splitting of the parameter plane is presented in Fig. 2.

The behavior of the roots upon crossing the boundaries of
the zones is discussed in Appendix C.

D. Explicit formulas in three zones

Using the parameters describing roots of the polynomial
W, we were able to calculate the integrals in Eq. (10) to obtain
explicit formulas for the correlation functions.
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In zone I, where all the roots of the polynomial (11) are imaginary, the correlation functions are
1 |:M(,0, M2t+o—1) Mp.n)2t+o—13) Mp,6)2r+o- tg)] (12
, a

(7 =) (it = 13) (13 =) (3 = 13) (13 =) (3 =13)

Crn(ps, T, ) = —
2K

Cus(03kc, T, 1) = i|: M(p, 1) M(p, 1) M(p, 13) i|’ (12b)
| ((-0)@-16)  @-)@-5)  E-1)E-13)
Cop(pik, T, 1) = L[ Ko(or)(rf +1)  Kolp)(t; +1)  Kolprs)(r +1) ] (120)
| (B -n)et-5)  @-0)H-15) @B-1)E-15)
where we have introduced the function
T

and K; is a modified Bessel function of the second kind of order i. Even though M is not continuous in p, the correlation
functions €, and &4 are continuous at p = 0 (the divergent terms in the expansion of Bessel functions cancel each other). The
correlation function €44 diverges logarithmically for small p,
Inp
——— +0(),
2r
and the integral (10c) is divergent for p = 0. These properties of the correlation functions for p — 0 are true in all zones; they
are remnants of the divergences present in the Gaussian model in two dimensions [68].
Each of the correlation functions in Eq. (12) consist of three terms. When p is large these terms decay to zero exponentially
with length scales, respectively, 1/t;, 1/t,, and 1/t3; and since in this zone t; < f, < t3, the first term dominates over two other

Cop(p056, T, 1) = for p — 0, (14)

terms. Therefore, in this zone the correlation length § = 1/#;.
In zone II the correlation functions are

Crn(psk, T, u) =
2K

M(p, 1)

1 M(p,1)(2t + w — 1})
(12 — 2)” +2a2(1 + 12) + a*

"
Crp(psk, T, 1) = —

’Co(,otl)(l‘? + 1)

(-2 422 +12) +at

1
Cop(psK, T, ) = —

where the function M(p,t) is given by (13). Like in the
previous case, the functions €, and &, are continuous for
p = 0 and €y, diverges for p — 0; see Eq. (14).

For large p the two terms present in all the formulas for
the correlation functions (15) decay to zero like exp(—#;p)
and exp(—t,p), respectively. Because in this zone #; < 1,, the
first term dominates over the second one, and the correlation
length & = 1/1,.

Finally, in zome III the correlation functions are given
by Eq. (15), the same as in the previously discussed zone
II. The reason for this similarity is the same mathematical
structure of the roots of the polynomial (11) in these two
zones. However, in this zone #; > t,, and, therefore, for large
o the second terms in the formulas (15) dominate; the cor-
relation length & is 1/t,. The difference between dominating
terms justifies the distinction we have made between zones 11
and III.

It is convenient to decompose the correlation func-
tions in all of the zones into a dominating decay and an

2| (2 -2) +2a2(2 +3) +at

M(p, tr + ia)(a — itr)* + 27 + ]
— Im — , (15a)
2at[17 + (a — iy)]
m M(p, tr + ia)
2atr(t} + (a—in)*] ) |
(15b)
m Kolp(tz + ia)ll(a — itr)* + 1]
2an[1? + (a — iy)?] ’
215 2
(15¢)

(

amplitude
Coc(pik, T, ) = A, T, p)p~2eE@D - (16)

where “xx” denotes “hh”, “h¢,” or “¢p¢”, A, are the ampli-
tudes, and the correlation length

1/t1(z, )
l/lz(T, w)

will be discussed in the next subsection.

The three amplitudes A4,, are zero for p = 0 [in the case
of €44, the divergence for p — 0 is cured by the factor p~!/2
present in Eq. (16)]. The behavior of the amplitudes for p > 0
is different in different zones. In zone I the amplitudes mono-
tonically increase upon increasing p, and their value saturates
at certain limiting values attained for p — oo. In zone II the
amplitudes also have a well-defined limit for p — oo, but they
show some oscillations caused by the second term in each
of the formulas (15). These oscillations decay with a length
scale 1/t, and typically make the amplitude nonmonotonic

in zones I and 11,

in zone III, a7

é(r,w)={
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(b)
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0.02
0.00

(©)
0.10
0.08 | |
0.06 |¢,,
0.04 | / / |
0.02 F

0.00 ‘ ‘ :
0 2 4 6 8 10
P

0.6

04 + Ane 8

00 ! 1 'Ahh 1

0 5 10 15 20
P
0.4
0.3 + \ 8
A,
0.2 L ¢ 4
Ann Ao
0.1 | ]
0.0
0 5 10 15 20 25 30
P
0.2
0.1
0.0
—0.1 +
_02 I 1 L I I
0 5 10 15 20 25 30

FIG. 3. Example plots of the correlation functions €, €4, and €4, and their amplitudes in different zones as functions of the distance p.
(@) k =10, 7 =0.02, and u = 0.5 (zone I), (b) x = 10, T = 0.15, and u = 0.2 (zone II), (c) k = 10, T = 0.30, and u = 0.5 (zone III). The
values of parameters used here have been marked with blue dots in Fig. 2. In each panel the plot on the left presents the correlation functions,
and the plot on the right their amplitudes [see Eq. (16)]. The behavior of the amplitudes is different in each zone.

function of p. Only when 1/t, is much smaller than £ might
the amplitude stay monotonic, but the oscillations are still vis-
ible. Finally, in zone III, where the oscillating term dominates,
the amplitude has no limit for p — oo. Instead, it oscillates
around zero. For large p these oscillations have period 3 =
27 /a, and for smaller p higher order terms perturb slightly
the amplitudes. The full correlation functions [see (16)] decay
to zero exponentially in zones I and II and like a damped
oscillation in zone III.

The correlation functions, upon crossing the border of
zones, show a smooth crossover between different asymp-
totic behaviors. Typically, two different length scales become
comparable or the period of oscillations diverges. This means
that, close to the border, the size of the system necessary
to observe characteristic behavior of the correlation func-
tions becomes very large. We have not observed any phase
transition associated with changing of the zones. Detailed
analysis of the observed crossover is beyond the scope of this
paper.

The plots of the correlation functions and their amplitudes
in different zones are presented in Fig. 3.

The phenomenon of different asymptotics of the correla-
tion function is well known in the literature in the context of
the theory of fluids; the line separating regions with exponen-
tial and damped oscillatory decay of the correlation functions
(in our case borderline between zone III and other zones) is

called the Fisher-Widom line [53,69,70]. We note that, even
though the mathematical mechanism generating the Fisher-
Widom line is the same, its physical reason is different. While
in fluids the oscillations appear due to layering of particles,
in our model the oscillations are the result of minimizing the
energy of an elastic membrane.

E. Correlation length

In this subsection we discuss the properties of the cor-
relation length &(7, w) given by Eq. (17) that describes the
exponential decay of all the correlation functions.

Even though the correlation length & has been defined
separately in each of the zones, it is a continuous function
of its parameters; upon crossing the border between zone I or
IT and zone III the derivative d&/dt is discontinues and can
even be divergent. On the contrary, there is no nonanalyticity
associated with crossing the border between zones I and II,
which is in line with the properties of the roots of the poly-
nomial; see Fig. 7(b) below. We stress that the nonanalyticity
appears only in the correlation length; it is not present in the
correlation functions.

For large values of the reduced temperature t,

E(t,w) =2+ 0(/7), fort — oo. (18)
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(b)
2.0
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1.9 g
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1.8 + w=1.70 )

/ /w:w*%1.54
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et E

0.0 0.2 0.4 0.6 0.8 1.0

T

FIG. 4. Correlation length £ as a function of t for different values
of w. (a) For w < w* the minimum gets deeper upon increasing w;
(b) for w > w* the value in the minimum increases upon increasing
and, eventually, disappears for @ = w'. The dashed lines denote the
asymptotic behavior of the correlation length (which is independent
of w): (27)~'/2 for small , and +/2 for large 7. The kinks, visible for
all the curves, are associated with crossing the border between two
different zones: in (a) from zone II for small t to zone III for large
7, and in (b) from zone I to zone III. Crossing from zone I to zone
II is not associated with any nonanalyticity of &, and for the selected
values of w it is located beyond the range of the plot.

This result agrees with the correlation length [measured in
units ¢; see (5)] reported for a membrane without the com-
position order parameter ¢(p) [66]. This limit is discussed in
Appendix E 1.

When the reduced temperature is close to zero, we have

E(r,w) = Q1) "2+ 0(x'?), (19)

which means that for 7 — 0 our model becomes critical
and & diverges with the critical exponent v = 1/2. This
value is characteristic for the Gaussian model. The proper-
ties of the correlation functions in this limit are presented in
Appendix E 2.

In Fig. 4 we present the plots of the correlation length £ as
a function of t for several fixed values of w. When w is small,

for small t the correlation function is a decreasing function of
T and has a minimum exactly when the parameters are on the
border between zones II and III (see Fig. 2). For this special
value of 7, £ is nonanalytic and the derivative 9§ /9t jumps
from a finite negative value to a finite positive value. For
larger values of 7 the correlation length, upon increasing ,
first increases, has a shallow maximum, and decreases to the
asymptotic value /2. Upon increasing w [for small values of
w, see Fig. 4(a)] the shape of the correlation function plotted
as a function of t changes only slightly. The value of t for
which there is a minimum is slowly decreasing (following
the border between zones II and III) and gets deeper. At the
same time the jump of the derivative 0§ /9t in the minimum
is increasing, and the value in the minimum is decreasing.

The above picture changes when, upon increasing o, @ =
w* = 8/(3«/5) ~ 1.54 is reached, i.e., the value in the point
where all three zones meet. In the minimum [observed for T =

= 1/(6\/_) 0.0962] the derivative & /9t is —oo from
the left side and o0 from the right side. In this special point
the correlation function has the smallest possible value

Emin = (T, 0*) = 3"~ 1.32 (inunitsof 7).  (20)

Upon further increasing of w [see Fig. 4(b)], the minimum
moves towards smaller values of 7, following the border be-
tween zones | and III. The derivative d£ /9t stays (minus)
infinite from the left side, but the right side derivative is
finite and decreasing. For w = o' 4(10 2\/_)1/2 ~ 1.88
the right side derivative changes its sign; for @ > o' the cor-
relation length £ does not have a minimum, and, as a function
of 7, it monotonically decreases. At the border between zone
I and III there is still a point of nonanalyticity with an infinite
left side derivative & /0.

These properties of the correlation length & can potentially
be used to experimentally estimate the value of w and, thus,
the coupling between order parameters «. The value of t for
which £ is nonanalytic and (for @ < ') has a minimum is
uniquely related to the value of w.

F. Period of oscillations

Another quantity that can potentially be measured ex-
perimentally is the period of oscillations of the correlation
function. The oscillations are visible only in zones II and III,
and their period is

P = 2_n 2y
a

where a is determined by the roots of polynomial (11) (it is
the real part of the complex root). This period can be reliably
estimated from the plot of the correlation function only when
PB/& < 1; otherwise the exponential decay damps the oscilla-
tions too fast, like is illustrated in Fig. 3(c).

As we have checked numerically, in zone III for large t the
period 8 = 27+/2, while the correlation length £ = +/2 (in
units of ¢), which gives 8/& = 2m. Upon decreasing t both
the period and the correlation length are growing but the ratio
SB/& is increasing, making it harder to measure the period of
oscillations. Finally, upon approaching the border of the zone,
the period reaches a finite value for the border between zones
IIT and 1I, or infinity for the border between zones III and I.
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The situation is different in zone II, where the oscillations
do not dominate for large distances, but they are still visible
on top of exponentially decaying correlation function. In this
case, the ratio J3/& can be small, especially for T — 0, where
the correlation length diverges while the period of oscillations
stays finite. Nevertheless, in this zone the decay of oscillations
is governed by a length scale £, = 1/t,, which is smaller than
the correlation length. As we have checked numerically, in
zone II the ratio B3/, is always larger than 2.

To conclude, for all possible values of parameters, the
decay of oscillations has a length scale comparable to the
period of oscillations and, therefore, experimental measuring
of it must be very challenging, if possible at all.

G. Correlation functions in different limiting cases

We conclude the analysis of the correlation functions in the
model by studying their behavior in various limiting cases.
In order to keep the text compact, the detailed analysis is
reported in Appendix E; here we provide only the most im-
portant results.

When the reduced temperature is big (r — oo limit and
£y much smaller than other length scales) the composition
order parameter ¢ becomes negligible, and thus the correla-
tion functions €44 and €y go to zero. In this limit only the
order parameter 4 is relevant and the results known for the
membrane deformation model are recovered.

When, on the other hand, the reduced temperature is small
(t — 0 limit and £y > €5, Leoupling) the system becomes crit-
ical and all the correlation functions are proportional to a
single scaling function, the same as in the Gaussian model.
Surprisingly, only the formula for €4 is strictly universal; the
other correlation functions still depend on the parameter u
describing the strength of the coupling.

In the case of weak coupling between order parameters
(1 — 0 limit and £coupling much larger than other scales) the
correlation function €4 is vanishing. Surprisingly, the two
order parameters stay coupled for a nonzero u and decay with
the same correlation length. Only when p = 0 does the decay
for &, and €4 happen on different length scales.

When the coupling between the order parameters is strong
(= 00 and Leoupling K €i, £y) the correlation length di-
verges and the system is again critical. We identify this limit
with critical roughening present in the membrane deformation
model without external potential. All the correlation functions
can be described with a single scaling function.

We have also considered a limit of y — oo in the coupling
term in the Hamiltonian (3), which implies £coupling < € <K
£4. As we show in Appendix E 5, it is equivalent to the limit
of both 7 — 0 and u — oo with 72 fixed. Even though any
of these limits alone imply criticality, when they are applied
together the system in not critical anymore. In fact, it can be
mapped to a membrane deformation model with both elastic
and surface energy included.

IV. ORDER PARAMETER PROFILES AND SIZE
OF INDUCED DOMAINS

Now we introduce a single anchor into the membrane,
i.e., we put N = 1 in Eq. (6), and discuss the resulting order

parameter profiles. For simplicity, we assume that the inclu-
sion is located in the origin (p; = 0), and thus the system has
a rotational symmetry with respect to the origin. As a result,
the equilibrium values of the order parameters depend on the
distance from the origin p and not on the exact position p. In
Appendix B 2, using the method based on path integrals, we
show that

(h(p)) = MCp(psk, T, W)/ (01, T, @),
(@(p)) = hiChg(ps, T, W)/ (031, T, 1),

where /; denotes the value of the order parameter 4 imposed
on the membrane in the pinning point p; = 0. Depending on
the interpretation of &, this can be either fixed excess thick-
ness that matches the hydrophobic mismatch of the anchoring
protein or fixed position of the membrane imposed by the an-
chor attached to the cytoskeleton. The formulas for the order
parameter profiles (h(p)) and (¢(p)) are equal to properly
rescaled correlation functions &, and &g, respectively. This
implies that the order parameters have a different asymptotic
behavior in the three zones identified in Sec. III.

Here we skip the detailed analysis of (h(p)) and (¢(p))
in different regimes as this would only repeat the discussion
of the correlation functions presented in Sec. III. Moreover,
the plots of the profiles in different zones have already been
presented in [31].

When the excess thickness of the membrane is fixed to
some nonzero value in the origin, the order parameter /(p) is
also nonzero in the region surrounding the pinning point, and,
due to the coupling between order parameters, ¢(p) also is
nonzero there. Of course, the farther away from the origin we
g0, the smaller the magnitudes of the order parameters are. We
identify the perturbation in the order parameters caused by the
presence of the anchor with experimentally observed so-called
domains of lipids that form around the pinning points [31,39].
In order to facilitate the comparison between our model and
experimental systems, it is necessary to introduce an effective
size SR of the induced domain. We note that in our model,
the membrane is always above the critical temperature, where
there is only a single bulk phase (with equilibrium average
of both order parameters equal zero); therefore the observed
perturbations cannot be the domains in the strict sense of
the meaning. This explains why there is no straightforward,
unique definition of the radius of such a domain. In this
section we discuss six possible ways to define such a quantity
(three different definitions applied to two order parameters).

(22a)
(22b)

A. Effective radii based on integrated order parameters

We define the excess adsorption I'¢x and the excess volume
Vex via

Pex(, 1, T,h1)=2ﬂ/0 (p(p)pdp, (23a)

[e.¢]
Vex(i, i, T, ) = an (h(p))pdp, (23b)
0
i.e., the area integral of the composition and thickness order
parameter profiles. Excess adsorption is proportional to the
additional amount of the component of the membrane pre-
ferred by the anchor that has gathered around it, and excess
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volume is equal to the additional volume (measured in ¢3
unit) of the membrane due to the hydrophobic mismatch of
the anchor. We note that both quantities can be positive or
negative: the sign of ¢, and hence I'«x, determines the type
of lipids that the anchor effectively prefers, whereas positive
(negative) Ve, corresponds to the hydrophobic core of the
anchor larger (smaller) than the preferred distance between
the leaflets of an unperturbed membrane. Using Eq. (22), after
some algebra, we get

hip
Fex(k, 0,7, ) = ——m———, 24
ex (i, (b, T, h1) 2T Oik, T 1) (24a)
hi (2 2
Varlics o Iy ) = 2T 000 (24b)

2tk (036, T, 1)’

Both quantities are continuous functions of all their param-
eters, and they are linear in the thickness of the membrane %,
imposed by the inclusion. For small t they have a divergence
of a type (rInt)~!. For T — oo, the excess adsorption Iy
decays to zero like 77!, while the excess volume V., has a
finite limit 8%, .

From definition (23a) and Eq. (22b) it follows that, upon
approaching the critical point, the excess adsorption is de-
termined by the integral of the mixed correlation function
Chy. We recall that for systems described by a single or-
der parameter, the integral of the (dimensionless) correlation
function is equal to the susceptibility and diverges as ~|¢t|77,
where t = (T — T.)/T; is the reduced temperature and y is
the critical exponent [21]. For the Gaussian model y =1
and logarithmic correction are expected, and T ~ #; hence our
results are in agreement with this general law. Moreover, the
same law applies to V,x which is based on the order parameter
h, which shows that, due to the coupling, in the limit T — 0
the critical behavior is relevant for both order parameters, as
we have observed in Appendix E 2.

The excess adsorption can be used to define the effective
size of the induced domain. For a given set of parameters «,
u, 7, and hy, we consider a simplified circular deformation
of the membrane of the radius R with a constant chemical
composition inside equal to (¢(0)), a zero composition order
parameter outside, and the same excess adsorption as the real
deformation. Using (24a) we get

(25a)

12
I
277 C(0; , T, M)) '

Similarly, one can define the effective radius Ry as the
radius of the circular deformation of fixed thickness 4; and
the same volume as the real deformation:

2t +K,u2 2
2wtk (035, T, 1)

mr(Ksﬂsr):<

mV(Kv M?T) = ( (25b)

B. Effective radii based on local properties
of the order parameters

Another possible definitions of the effective radius are
based on local properties of the order parameters. When
observing the thickness of the membrane or its chemical com-
position it is natural to place the border of the deformation
in the place where the observed quantity is changing in the
fastest way, i.e., where the derivative is the biggest—in the

inflection point. Therefore, we introduce two effective radii

%f;ﬁ and R | based on the inflection points:
32
352 @0) =0, (25¢0)
p P=R% (1.7
82
o5 (h(p)) =0, (25d)
p =Ry e, p,T)

where, in the case of zone III, one has to take the smallest pos-
itive p fulfilling the above condition. Unlike R and Ry, these
two radii are based on local properties of the order parameter,
which makes their analytical analysis more challenging.

Finally, the effective size of the domain can be defined
as a distance at which the magnitude of the order parameter
reaches half of its value in the center of the domain

(6(R¢ k. 1. ) = L (0)), (25¢)
(h(RE 5, 1, D)) = L(r(O0)). (25f)

This definition is especially handful when working with mi-
croscope images of experimental system.

We note that all six radii introduced here do not depend
on the thickness h; of the membrane set by an inclusion.
For Rr and Ry changing of h; is changing the reference
value of the relevant order parameter at p = 0 together with

the excess adsorption and the excess volume, and for D‘iﬁﬂ,

R ‘ﬁ‘f/z, and R" Jo varying hy c.hanges~ the magnitqde of the
order parameters but does not shift the inflection point or the

midpoint.

C. Comparison of effective radii in different limiting cases

We have calculated rigorously the asymptotic behavior of
all the radii for large and small values of their parameters—the
results are summarized in Table II.

For T — 0 the values of fir and fy diverge in exactly the
same, independent of the value of w = k> way ~|t Int|'/2.
The divergence is slower than the divergence of the correlation
length £ ~ =!/2 only by a logarithmic factor; this seems to be

a manifestation of the universality principle. The radii D‘i? P

and 9%’11/2 also diverge for t — 0O but like 714 ie., much

slower than &, Rr, and Ry, and with w-dependent amplitude.
In contrast, radii Eﬁﬁ’]ﬂ and R . in the limit T — 0 approach
two different, finite, w-dependent values. We note that, for
7 =0 our model is not well defined, and therefore these
limiting values cannot be reached. These results imply that
for small values of 7,

£ RAr >Ry > 9%‘11’/2 >R, >R >R, fort — 0.
(26)

The example behavior of the radii for small 7 is presented in
Figs. 5(a) and 5(b).

In the limit T — oo all radii approach finite, nonzero, w-
independent values. In this limit

%r 2%y 2 VB/m > £ 2 V2> %, 2 9,

ZR >R ZRE 2R, fort— o0, (27)
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TABLE II. Asymptotic behavior of six effective radii for small and large effective temperature t and the coupling constant . (the bending
stiffness « is assumed to be constant). Only leading order terms in a given limit are given; the limits T — 0, co are calculated for fixed u, and
the limits © — 0, oo are for fixed 7. The special values $R* and SR are defined in Eq. (28).

Radius Definition of effective radius T—0 T — 0 nw—0 L —> 00
Rr Excess adsorption V2|tInz|12 8/ ~ 1.596 t-dependent constant V8w [kp?/(2T)]V4
Ry Excess volume V2t Inz|~2 J8/m ~ 1.596 J8/m ~ 1.596 8/ [kp?/(2T)]V4
%ﬁlﬂ Inflection point of (¢) w-dependent constant R* = 0.8096 7-dependent constant R [k p? /1))
R Inflection point of (/) w-dependent constant R* ~ 0.8096 R* ~ 0.8096 R e/ (21)]V4
SR‘f/z Half of maximal value of (¢) fi(w)r™1/4 R~ 1.302 t-dependent constant R ep?/(21)]4
9‘{’{/2 Half of maximal value of (k) folw)Tt™* R~ 1.302 R~ 1.302 R ep?/210)]7*
where of parameters, we have observed that all radii are decreasing
1 upon increasing 7, and they are increasing upon increasing (.
kei(R') = 3 kei (0), 9"~ 1.302, (28a)  We have also checked that

d2 Rr > Ry > /8/7, 9%‘{’/2>9%}1'/2>9‘iT,

—— kei (p) =0, R =~0.8096 (28b)

dp =i+ and M\?, > N, > R (30)

[where R* is the smallest positive solution of (28b)]. The
behavior of radii for large 7 is illustrated in Figs. 5(a) and
5(b).

When p — 0 (which for fixed « is equivalent to w — 0)
all radii approach finite values. For radii based on chemical
composition ¢, this limit depends on 7, while for radii based
on A it does not depend on any parameter; see Table II. As
presented in Fig. 5(c), upon reducing u, depending on the
values of other parameters, the relation between the radii can
change.

Finally, in the limit © — oo all radii are proportional to
[ku?/(21)]/* ~ p!/2. In this limit (like in the case of large
values of 7), we observe that the radii group into pairs that
become asymptotically equal:

i 1/4 i 1/4
Rr, Ry ~ ,/8/71(?) > &~ \/§<¥>

KMZ 1/4
¢ h
> Ry, Rip ~ m*(z—r)

P Iu2 1/4
> i)‘iﬁlﬂ, %ihnﬂ ~ %*(7) , foru — oo, (29)
where we have used Eq. (E13). The above behavior of the
radii has been illustrated in Fig. 5(c). Surprisingly, the ampli-
tudes multiplying the dominant divergence [k u?/(27)]"/* are
identical to the limiting values of the radii for t — oco. We
also note that, depending on the radius and parameters, the
asymptotic formula can be approached both from below and
from above (which is in contrast with the limit T — oo, where
the limiting value was always approached from above).

The above rigorous analysis has been supported by nu-
merical calculation of all the radii. We have not noted any
nonanalytical behavior of the radii upon crossing the borders
of the three regimes discussed in Sec. III, which is different
from the behavior of &£. In zone III all the radii are of the
same order as the correlation length &, while in zones I and
IL, in the limit T — O, the radii and the correlation length can
be significantly different [cf. Eq. (26)]. For all tested values

where 23" and 9R* are defined in Eq. (28). For most of the
tested values of parameters we have also observed Ry > D‘i? P

and D‘i}f n > SR;’;H; however, when both t and p are small this
relation does not hold.

Finally we note that each of Ry, 9{’11 /20 and iﬁﬁlﬂ has the
same limiting value for T — oo and for © — 0 (equal, re-
spectively, to /8/m, R', and 93*). Closer investigation shows
that for small values of i these functions are almost constant,
except for a small region around t = 0, for which their value
is significantly higher. Upon reducing p the size of this region
is decreasing. Such a behavior suggests the existence of a scal-
ing limit for 4 — 0 and v — 0. The detailed analysis of the
model in this limit and the discussion of the physical relevance
of the membrane with strongly fluctuating composition order
parameter weakly coupled to spatial degrees of freedom go
beyond the scope of this paper.

V. DISCUSSION

The main goal of this paper was to investigate the structure
properties of a simple model that couples the composi-
tion of the two-component lipid membrane to a membrane
shape order parameter that describes two different situations:
deformations of the local thickness of the membrane or de-
formations of its local position. This coupling is relevant in
the context of domain formation in cell membranes and model
membranes. For example, it has been observed that membrane
lipids segregate near anchors linking the membrane to the
cytoskeletal actin filaments. Typically, these anchors have a
hydrophobic part with a thickness slightly different from that
of the hydrophobic part of the membrane. Due to this hy-
drophobic mismatch, the hydrophobic core of the membrane
locally deforms, effectively attracting to this region lipids
with an appropriate length of the hydrophobic acyl chain. The
same mechanism would apply whenever proteins or anchors
have a hydrophobic part with a thickness slightly different
from that of the hydrophobic part of the membrane. Another
possible mechanism for creating lipid domains around pro-
teins is by deforming the membranes through ligand-receptor
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FIG. 5. Plots of the effective radii 9, Ry, Rhy. R, RY ), and
9%’1’ » describing the size of the domain induced by the defect. (a), (b)
Plot of six radii as functions of t for k = 10 and = 0.4. (c¢) Plot
of the radii as a function of u for fixed k = 10 and r = 0.15. In
all panels, the dashed lines denote the asymptotic behavior for t,
u — 0, 0o, and the dots for t = 0 and u = 0 denote the finite limits

of the radii; cf. Table II.

interactions with the structures in the extracellular space. In
this case the composition of the membrane can be affected
by the change of the average separation from the opposing,

adherent surface, namely, the displacement of the membrane
may result in the expulsion of the proteins of the glycocalyx
from the region of the contact. Likewise, a significant redis-
tribution of charged moieties may take place. In both cases
the nonspecific interactions of the adherent membrane will
be affected, which can drive modification of the membrane
composition. Such a process is responsible for protein orga-
nization during the formation of the T-cell synapse or natural
killer cell activation. The same scenario has been observed in
integrin or cadherin adhesion.

The advantage of our model is that it can be solved ex-
actly. Using the path integral approach, we have calculated
analytically correlation functions of all three pairs of order
parameters. Our model has three independent (dimensionless)
parameters. One of them, i.e., the reduced deviation from the
critical temperature of membrane demixing 7, is a natural
control parameter in experiments. The parameter describing
membrane elasticity « can in principle be measured. This is
not the case for the third parameter, which is the strength
of coupling between the local deformation of the membrane
thickness (or the membrane height) and the local change in
the lipid concentration . However, as we argued in Sec. III E,
its value can be estimated from the behavior of the correlation
length, which is measurable.

In the phase space spanned by these parameters we have
distinguished three zones of distinct functional forms of
the two-point correlation functions. In all zones the leading
asymptotic decay is exponential; however, it is multiplied by
different prefactors: in zones I and II by a constant number,
and by an oscillating function in zone III. Close to the critical
point, in zones I and II this behavior is very similar to the one
observed in the Landau-Ginzburg model, whereas away from
criticality, in zone III it resembles the membrane deformation
model behavior.

These correlations are responsible for enhanced concen-
tration order parameter near an inclusion embedded in the
membrane, which locally change the thickness (height) of
a membrane. This phenomenon is an analog of critical
adsorption occurring in binary liquid mixtures upon approach-
ing critical point of demixing from a homogeneous phase.
We have found that excess adsorption of membrane lipids
of one kind diverges in the same way as predicted for
two-dimensional Ising-like systems near symmetry-breaking
pointlike inclusions [21]. In order to facilitate comparisons
with experiments, we have proposed several definitions of
the size of domains rich in the lipid effectively attracted to
the inclusion, and we have discussed their universal aspects,
advantages, and disadvantages. For example, for a study of
coalescence of two domains in comparison with images from
microscope, it is convenient to use %? ,- However, like for
all other proposed radii, this definition does not depend on
the hydrophobic mismatch of the inclusion, so the size of the
domain is not changing upon increasing the mismatch, which
is counterintuitive.

The current work has several very natural extensions. First,
one can include the ¢* term in the Hamiltonian. This allows
for studying the model at and below the critical temperature
but requires numerical calculations. Second, one can intro-
duce several inclusions in arrangement that mimics anchors
linking the membrane to the actin network, and compare the
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lipid concentration field with experimental images. Due to
the presence of quenched disorder along the lines following
the filaments of the actin, such a model can be treated only
numerically. Third, one can also add to our model a coupling
between the curvature of a membrane and its composition,
and study the combine effect of the two mechanisms of do-
main formation. Finally, this model can also be used to study
membrane-mediated Casimir-like interactions between float-
ing inclusions. These effective forces could be very strong
and might be a dominant factor in the process of formation
of clusters of proteins on the membrane.
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APPENDIX A: EFFECT OF THE SURFACE TENSION
OF THE MEMBRANE

In this Appendix we discuss how the properties of our
model change when nonzero surface tension 7 is considered;
see Eq. (1). In such a case, the part of the dimensionless
Hamiltonian BHmp giving the energy associated with the
shape of the membrane [cf. Eq (6b)] is

4
BHam = / dp(%[vzhmnz + %[vmmf), (AD)

where ¥ = 1/(ky)!/? is the dimensionless variable propor-
tional to the surface tension 7 of the membrane.

Using the path integral method, we have calculated the
formulas for the correlation functions for the extended
Hamiltonian

Crn(ps i, T, 1, ¥)
1 /"0 x(x 4+ w4+ 27)Jo(p x) I
S 2k Jy A4+ D242t H0)—w

(A2a)
Crp(posK, T, 1, )
_ i \/\OO ij(Px) d.x
T2anfy O+ 2t w)—w
(A2b)
thﬁ(b(p’Ks T, U, 19)
1 [ x(x* 4+ 9x% + DTo(p x) 4
= — X,
2 Jo 92+ D2 +2t+w)—w
(A2¢)

which is equivalent to Eq. (A2) with x* + 1 replaced with x* +
9x? + 1 [and, of course, it reduces to (A2) for & = 0].

The calculation of the integrals (A2) can be done in exactly
the same way as for the original integrals. Again, the proper-

ties of the correlation functions depend on the roots of the
polynomial in the denominator

Wizo1,9) = +92+ D)@ +2t+0)—o. (A3)

The properties of the roots split the space of parameters (w, 7)
into three distinct zones whose shape now depends on ¥. In
zone | all six roots are imaginary =+if;, =£iftp, and =£it; with
t| <t < t3. In zones II and III there are two imaginary roots
=+it; and four complex roots +a =+ it, and #; < £, in zone II
while #; > t, in zone III. The correlation functions ¢, and
¢y are given by exactly the same formulas (12) and (15)
as in the case of a membrane without a surface tension, but
the parameters t;, t,, f3, and a are now given by the roots
of the polynomial (A3). The situation is slightly different in
the case of €44 since ¢ appears in the nominator of the inte-
grand (A2c); after a short calculation we get the following: in
zone I,

A N R s
Ko(pn)(tf — 013 + 1)

(2 =) —13)
Ko(pts)(t — 013 + 1)

(13 =) = 13)

1 [Ko(ptl)(tf‘ — o +1)

:| . (Ada)

and in zones II and III,

Cpp (03K, T, 1, V)

1 Kolpr)(t} — 011 + 1)
e [ (= 13)" +202(} + 13) + a*

Kolp(tz + ia)l[(a — itr)* + O (a — it)> + 1]
—Im .
2at2[t12 + (a — il‘z)z]

(A4b)

The dependence of the zone diagram on the value of the
reduced surface tension ¥ is presented in Fig. 6. For & = 0 we
recover the diagram for the model without surface tension; see
Fig. 2. Upon increasing ¥, zone III is decreasing, and zones
I and II are increasing. This is especially visible for larger
values of w. As we have checked, the line between the I and
T approaches for large w an asymptote

2
3292 o+ 7 for large w.
The situation changes when, upon increasing %, the value 9 =
2 is reached [see Fig. 6(f)]. Starting from that point zone I1I
completely disappears, and the space of parameters is split
only into two zones. Upon further increasing of © zone II is
slowly growing, and the line between the zones approaches

(AS5)

asymptote , _
Ty (w:0) = 3

Tasymptote( ) =

I (A6)

— a)—i—i, for large o,
4429 2

with some deviations for very small w. A similar behavior

has been reported in the model without a composition order

parameter [53]: upon increasing the surface tension of the

membrane, at some point the order parameter stops showing

oscillations.
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FIG. 6. Schematic plot presenting how the three zones are changed by the surface tension 1 of the membrane. (a) ¥ = n/(xy)"? =0,
®) ¥ =0.2,(c)v =0.5,(d) ¥ =1.0,(e) v = 1.5, and (f) ¥ = 2. On every plot the black square marks the point where all three zones meet.

The color code used to denote the zones is the same in every panel.

We have also checked numerically that for ¥ < 2 the corre-
lation length is the smallest in the point where all three zones
meet (denoted by a black square in Fig. 6). Moreover, for
® > 0 this minimal value is larger than 3'/4, the minimal value
of the correlation length in a model without surface tension
[see Eq. (20)].

We conclude that introducing nonzero surface tension of
the membrane, as long as © = n/(ky)"/? < 2, is changing
the system only quantitatively; the main qualitative properties
remain unchanged.

Finally we note that introducing nonzero 7 is changing the
behavior of our system in some limiting cases. In the limit
= 00 (Leoupling K Lp, £g), while for % = 0 the system is in

zone 111, it is in zone I for ¢ > 0. In the limit y — oo (cf.
App. E5) the reduced temperature ¢ is effectively shifted by a
term proportional to 7.

APPENDIX B: METHOD OF CALCULATIONS

In this Appendix we present the details of the calculation
of the formulas used in the paper. The calculation is based
on [66], where the membrane with a single order parameter
h(r) is studied. We have decided to include the derivations
here because the additional order parameter ¢ (r), described by
the Hamiltonian of the Gaussian model, makes it necessary to
regularize the integrals by introducing the cutoff, which was
not necessary in [66].

1. Correlation functions

To calculate the correlation functions for the membrane without pinning points we calculate the probability density of having
h(p,) = hy, ¢(p,) = ¢a, h(p,) = hy, and ¢(p,) = Pp. In a canonical ensemble it is given by

p(pay ha, ¢av pby hb7 ¢b; K9 IJU T)

— const / Dh(p) / D(p)Th(p,) — hal8[d(0,) — du18Th(py) — o lS[d(py) — dulexp (—BHIA(0). 40T}, (BD)

where the term const denotes a constant prefactor (its exact value is not relevant, the final value is determined using the
normalization condition), [ Dh(p) [ D¢(p) is the path integral over all possible configurations of the two order parameters,
8 denotes the Dirac delta function (it is used to fix the values of the order parameters in p, and py,), and the Hamiltonian SH is
given by Eq. (6) without the pinning part (N = 0).

Using the the relation

8(x) = 1 foo dy eV, (B2)

27 J_oo
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we transform Eq. (B1) into
P ey i e 7) = const [ Diio) [ Doty [ awn [ ave [ avs [ dvserst-prinio. s(o)
+ iv1h(p,) + iV (p,) + iYsh(py) + ivad(py) — iViha — iVoda — iY3hy — iYadp}. (B3)

The next step is to introduce the Fourier transform of the order parameters

h(p) =) hee®,  ¢(p) =D g€, (B4)

lgl<A lgl<A

where, in order to regularize some prefactors and integrals, we have introduced a cutoff A; to obtain the final results we apply
the limit A — oo. The allowed values of the wave vector ¢, assuming square shape of the membrane of the area A and periodic
boundary conditions, are

2w
=—mm), nmeZ, |q <A. (BS)
q JA q
Using (B4) we transform all the terms of Hamiltonian (6). After some algebra we get
K
BHwo =A D ' hyl, (B6a)
lgl<A
1
BHo =AY (qu + r)|¢q|2, (B6b)
lgl<A
K
BHe =AY (kg + 12 leg” — 2uh@)), (B6c)
lgl<A

where we have used identities h_4 = h; and ¢_g = ¢, which follow from the fact that the order parameters i(p) and ¢(p) are
real-valued functions. Using the above result in Eq. (B3), after some reordering of terms in the exponent we get

PPy o By i e, ) = const [ Do) Do) [ atwn [ ava | s | dw4exp{—Z[A§<q‘*+1>|hq|2

lgl<A

A . . . .
+ E(q2 + 27 + )|, * — Ak phgdy — iVrihge' s — iyagge s — iyrshge'tf — ilﬁ4¢qe'q”bi|

— iYrihy — 1Yoy — iY3hy — l'l/f4¢>b}~ (B7)

In order to simplify the above formula it is necessary to define what exactly is meant by the path integral | Dx(p), where x
denotes one of the order parameters & or ¢. Clearly, one has to integrate over all degrees of freedom x, describing the function
x(p), but they are not independent variables since x_q = x;. Therefore, we group together all terms containing x; and x_,, and
integrate them separately over real and imaginary part of x,. Since

00 00 _ 2
/ d Rexq / d Iquefa(q”quz*zb(q)xll efa(fq)|xﬂl|272b(*‘1)xfll — |: i exp (W)] (Bga)
s o 2a(q) a(q)
and
2
/oo dxo e~ aO)x0*=260)x _ o exp b(0) i (B8b)
- a(0) a(0)

where we have used the fact that x is real and assumed that a(—q) = a(q); we can use the following rule for calculating the path
integrals:

b(q)b(—
/ Da(pyexp | — 3 a@lgP +2b(@)z,] } = constexp | 3 20X | (B9)

lgl<A a=n 4D

We note that the omitted constant depends on the parameters present in a(q), which in our case are «, u, and t. The strict
calculation of the constant standing in front of the integral for the probability p requires including not only all the prefactors
from Eq. (B8) but also a Jacobian coming from the change of variables made with the Fourier transform. Moreover, such a
constant is clearly cutoff dependent and may diverge in the limit A — oo or A — oo. Here we avoid all these problems by
calculating the constant via the normalization of the probability distribution.
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Applying the transformation (B9) for /(p) in Eq. (B7) with
a(q) = %(q“ +1), (B10a)
2b(q) = —Ak gy — i€ — iz, (B10b)
after a short derivation gives

p(pa’ haa ¢a7 pb’ hba ¢b;K7 u, T)

:const/qu(p)/ dlﬂl/ dl//zf d¢3/ dlﬂ4exp{ _ Z |:§ (" + )(qq4++:+w) a)|¢q|2

lgl<A
Y4y P g Jiam, cosq(p, — py)
M +1)  F+1° Vidq = 4+1 Vstg + Ak(g* + 1) Vivs
— iYrpgeths — iwqe"‘"’b} — Yy — iYada — irshy — iwmb}. (B11)

In the resulting formula one of the factors has the exact form of the polynomial from Eq. (11): W(q) = (¢* + 1)(¢> + 21 + w) —
. The transformation (B9) can now be applied to Eq. (B11) in order to calculate the path integral over ¢(p). From Eq. (B11)
we read

A W(Q)
alq) = 4 e (B12a)
i e
2b0(q) = — 4P Py — j e Pe — il eiPs B12b
(q) = p + Vi — 4+1 V3 — iYe iYse ( )

After some algebra we derive
PPy, hay Pas Py hb, D3k, 1, T)

2
—const/ dt/q/ dl//z/ d¢3/ dxlf4eXp{ - — Z [%(‘/f%‘i“/’g)

\ [<A

W cosq(p, — py)

(1/f2 + 7)) + —(1/f11/f2+1/f31ﬂ4)+ (s + Yy3)

2W( ) W(g) W(q)
2 4y _
L ool =m0 @ Deosalp, pb)t/fzm}—iwlha—iwqua—iwghb—imaﬁb}. (B13)
kW (q) Wi(q)

To simplify the above formula it is convenient to take the limit A — oo. From Eq. (BS5) it follows that, upon increasing A, the
allowed values of ¢ are getting closer to each other, and in the limit of infinite area, the sum is replaced with an integral following
a formula

.1 1
Jim =Y f@=5 | daf@, (B14)

lgl<A lgl<A

valid for any function f(q) that decays sufficiently fast for large q.
We introduce three functions:

1 (q° + 27 + w)cos q(p, — py,)
(P d
nh(Pab) = a7 Jyn q W(Q)
1 A 2 2 .
dqq(q + 27 + w)Jo(gp b)’ (B15a)
~ 2k 0 W(q)
= pncosq(p, — py)
Chp(pap) = — _
19 Lfab 47t2 lgl<A 1 W(CI)
A
_ K quo(qpab), (B15b)
27 Jo Wiq)
_ (¢* + Dcosq(p, — py)
Cpp(pab) = —
o) = lgl<A Wi(q)
1 A 4 1 al
_ _/ d q(q* + DD (qp b)’ (B150)
2n Wi(q)
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where we have defined p,, = |p, — py|, and simplified the integrals by performing the integral over the direction of vector . We
note that the functions have been given a bar to distinguish them from the correlation functions [see Eq. (10)]. Our goal in this
subsection is to prove that, in the limit A — o0, they are actually equal to the correlation functions.

Using Eq. (B15), formula for the probability in Eq. (B13) can be written in the form

o0 o0 o0 o0 1 _ 1 _
B0y, e, b By By, i K 11, T) = const / dv, / dvs / dv; / s exp [—Echhm)(w%w%) — 5 C O3 +v3)
— Cup (YWY + V3Ya) — S (Pan) W1 + V23) — Cn(0an)V1¥3 — Cp(0an) V2 s

—iYr1hy — iV — i3y — i¢4¢bi|~

We note that the coefficient Q_ﬁw (0) diverges for A — oo. This
is the main motivation for introducing the regularization.

Using the matrix notation, the formula in Eq. (B16) for the
probability can be rewritten in a form

p(P,, hay Gas Pus Mo, Posk, 4, T)
1
= const/d\llexp (—E\IITM\II — i<I>T\II), (B17)

where the four-dimensional vector W = [y, ¥, ¥3, ¥4]T,
® = [hy, ¢a, hy, P17, the symbol “T” denotes transposition
of the vector or matrix, and the symmetric matrix M is given
by

Cin(0) Chp(0)  Crnlow)  Cg(oab)
_ Chp(0) Css(0)  Cug(oam)  Cpp(pab)
| Eiow) Chp(oan)  €(0) Chp(0) .
Cho(oan)  Cpp(pap)  Cig(0) (1)

(B18)

This reveals the simple structure of the formula for the prob-
ability in Eq. (B17). We have imposed four conditions on the
membrane: (1) in point p, the order parameter £ is equal to
hy, (2) in point p, the order parameter ¢ is equal to ¢,, (3) in
point p, the order parameter / is equal to Ay, and finally, (4) in
point p,, the order parameter ¢ is equal to hy,. The element of
the matrix Mj; is solely related to the conditions i and j. The
type of the correlation function is selected based on the fields
that are fixed, and the argument of the correlation function
is the distance between the points where the conditions are
imposed. The second term in the exponent in Eq. (B17) sets
the relation between variables 1/; and the values of fixed order
parameters for the four conditions imposed on the membrane.
We note that this rule can easily be extended to an arbitrary
number of points where the order parameters are fixed and,
therefore, allows one to skip the part of the calculations with
path integrals. We leave the mathematical proof of correctness
of this general procedure as a simple exercise.

The integral in Eq. (B17) can be calculated using the matrix
analog of Eq. (BS),

1
/dv exp (—EvTAv + wTv)

27 )2 1
()

(B19)

(B16)

[
where A is an arbitrary, n x n, symmetric, positive-definite
matrix. After simple derivation, from Eq. (B16) we get

p(pav hav d)as pb’ hb’ ¢b;l€, M) t)

= (4n*v/detM) 'exp (—1@"M ' @), (B20)

where the prefactor is calculated from the normalization
condition

[e.¢] [e.¢] [e.¢] o0
/ dhaf d(]ﬁaf dhb/ doy
X p(K’ I’L7T;pa7haa ¢a7 pbahba ¢b) = 1 (BZI)

using Eq. (B19). Finally, we calculate the correlation func-
tions using the relations

1
/dv v; eXp (—EvTAv) =0, (B22a)
1 Qmy’?
dvv;v;ex ——vTAv) = A7,
/ ! p( 2 Jaeta
(B22b)

where v; and v; denote components of the n-dimensional
vector v; A is a symmetric, n X n, positive-definite matrix;
and (A!');; denotes a component of the matrix A~, i.e., the
inverse of A. After straightforward calculation we get

Chn(pab) = [\lgnoo ((hahp) — (ha){hyp)) = A11_I>noo Chn(Pab)s

(B23a)
Chp (0ap) = All_{noo ((hatpp) — (ha) () = AII_I)I;O Chp(Pab),

(B23b)
Cyp(0ap) = Ah—I>noo ((@ato) — (Pa) (b)) = 1\151100 Cpp(Pab)-

(B23¢)

The result, together with Eq. (B15), proves the formulas in
Eq. (10).

2. Order parameter profiles

We now move to the problem of finding the order pa-
rameter profiles in the system with N pinning points. The
part of the Hamiltonian responsible for the pinning is Hp;
see Eq. (6e). In order to include this term in our calcula-
tion of the path integrals we use the Hubbard-Stratonovich
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transformation
N
v
exp (—pHp) = [ Jexp[—31hp) — il

i=1

N

M [

i=1

2
X exp [—g—; + iyilh(pi) — hi]], (B24)

which in the limit v — oo produces the same factor in the
exponent as the Dirac delta function; see Eq. (B2). Therefore,
neglecting the prefactor, the calculation of the path integrals
goes along the same line as in the previous section and gives
a formula similar to (B17).

In order to make the calculation as general as possible,
we denote by x the order parameter for which we want to
calculate the average (x = h for height order parameter and
x = ¢ for the composition order parameter) and denote its
value in the point of interest p by xy, i.e., x(p) = x¢. If the
membrane, following the pinning Hamiltonian Hp, is pinned
in N additional points p;, p,, . .. py, where its height is fixed
to hy, hy, ..., hy, respectively, then, following the discussion
presented in Sec. B 1, the probability is given by

pe (o, X0, {01, iYL p5 K, 1, T)
N . 1
= t d i - __xx ;
cons ll:! </_Oo w) exp |: 2€ Oy

N _ 1 N
=2l = pD¥ovi — 5 D Byvit

i=1 i j=1

N
— il//())C() - lZ I/fihi:|1
i=1

where the matrix B;; = Q_ihh(|pi — pj|). We now use Eq. (B19)
to calculate the integrals over i1, ¥, ..., Yy in the above
formula, and then Eq. (B8) to integrate over . After straight-
forward calculation we get

px(PvXO» {ph hi}fvzl;Ka M, T)

(B25)

N
1 _
= const exp { —3 |:x(2) — 2xp E hi€p(lp; — p|)(]Bl)ij:|

i,j=1

N -1
x [éuw)— > Cuclloi = pDElp; p|><IB%—'>,»,-} }

i,j=1
(B26)

After finding the constant from the normalization condition,
we derive

(o) = lim (x0)

o0
= lim dxo xo px (P, X0, {ps hiY sk, 1, T)
A—o00 —00
N
. 5 -1
= lim Zlh,-e:hx(pj—pw )i (B27)
i,j=

We note that in the final formula for the order parameter
profile, the limit A — oo exists, as the correlation functions
present in Eq. (B27) are all well defined in this limit.

In the case of N = 1 and p; = 0, we have B = [&,,(0)],
and the formulas in Eq. (22) are recovered. In a different case
of hy = hy = --- = hy = hy the formulas for the profile from
[31] are verified.

APPENDIX C: BEHAVIOR OF THE ROOTS OF THE
POLYNOMIAL W

In this Appendix we discuss the complex roots of the poly-
nomial W(z; t, ) given by Eq. (11). As we have pointed in
the main text, the properties of the roots define three zones
present in the model; see Fig. 2. In zone I the roots have
the form =ity, %if,, and =%it3, with #; < t, < 3. In zones 11
and III the six roots have the form +if; and +a + it,, where
a,t;,tp > 0andt; <t in zone Il and #; > t, in zone II1I.

We note, that all the above coefficients can in principle be
calculated analytically with the help of Cardano’s formula, as
W is a third-order polynomial of z>. Nevertheless, we keep the
roots as parameters for the sake of simplicity.

The behavior of the parameters upon crossing the borders
of the zones has been illustrated in Fig. 7. Upon going between
zones II and 111, the parameters ¢, (w, T), ©(w, T), and a(w, T)
are analytic functions. This is because the only difference
between this zones is the relation between #; and ;. On the
contrary, going from zone I to zone II or III is accompanied
with a rapid change of #; or #, as these functions have been
differently defined in zone I. Upon approaching the border
of zone I from zone II [Fig. 7(b)] #; and 1, stay finite and a
approaches zero. Exactly at the border, a is zero and #, (from
zone II) splits into the parameters #, and t3 (from zone I). The
parameter #; stays analytic upon crossing this border. Upon
approaching the border between zone I and III from the side
of zone I, the parameters #; and f, approach each other. Exactly
at the border they become equal and become #, from zone
III. The parameter a from zone III is zero at the border and
grows upon entering inside zone III. The parameter #; in zone
I is analytic and is renamed #; in zone III. The behavior of
the roots upon crossing the borders of zone I is similar to
what happens to the roots of the polynomial z> 4+ ¢ when ¢
is continuously changed from positive to negative values.

In the special point w* =8/(3v/3)~ 1.54 and t* =
1 /(6«/5) ~ 0.0962, where all three zones meet, the poly-
nomial W has a pair of triple-degenerate roots equal to
+371/4j ~ £1.32i. This means that upon approaching to this
point from zone I, the parameters ¢, ,, and #; become equal;
and upon approaching from zone II or III, parameters #; and #,
become equal and a decays to zero.

APPENDIX D: CALCULATION OF INTEGRALS

In this Appendix we present the details of calculation of the
integrals present in the formulas for the correlation functions
in different zones. The calculation is based on a (simplified)
method presented in [67]. Here we focus on Eq. (10b),

1_/"" x Jo(p x) dx D)
T G HDE 2t -0
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FIG. 7. Parameters ?y, ,, 13, and a that describe the complex roots of the polynomial W (z; w, t) as a function of 7 for fixed (a) v = 1.0, and
(b) @ = 1.9. The zones on the plane of parameters have been marked on top of the graphs, and gray vertical lines denote the borders between

zones (see Fig. 2).

and assume that the parameters are in zone II or III, where
the roots of the polynomial W (z) are of the form +i#; and
+a +itp; see Eq. (11). All other integrals can be calculated
exactly the same way.

First, we note that the Bessel functions present in the cal-
culation are analytical functions on the complex plane with a
branch cut for a real, nonpositive argument. Moreover, if x is
shifted infinitesimally towards positive imaginary values, the
integrand becomes a symmetric function of its argument, and,
therefore, we can extend the range of integration

1 oo+ie
I== lim *Jo(p¥) dx.

2 e—0+ i 4+ D)2+ 2 — ©2)
0t _opie K+ DO+ 21+ w) —o

In the second step, the Bessel function J, is replaced
with the Hankel function of the first kind Hg])(z) = Jo(2) +
i Yo(z), where ) denotes the (unmodified) Bessel function of
the second kind. The resulting integral is

1 (1)
I:ERe|:lim Xy () dx:|.

oo+ie
e—0* [oo+ie CH+ D+ 2t 0) -
(D3)

The advantage of this change is that 'Hf)l)(z) for large |z|
behaves like exp(iz), and, therefore, we can close the contour
of integration in (D3) with a large semicircle on the upper
half of the complex plane. Now, the integral can be calculated
using the residue theorem. For € — 07 there are three poles
of the integrand inside the contour of integration: the roots of
the polynomial W (z)

z1=iti, zZp=a+it, and zz3=—a+itz. (D4)

We thus get
I=1Re [2ni[Rzes f(2)+Res () + Res f(z)]], (D5)

where f(z) denotes the integrand in (D3).

The last step is the calculation and simplification of (D5);
this is done using the identity

Hy '(2) = —;Ko(—zz), (D6)

valid for Rez > 0 or Imz > 0. After a short derivation we

discover that the last two terms in Eq. (D5) are equal, and we
recover Eq. (15b).

APPENDIX E: LIMITING CASES FOR THE
CORRELATION FUNCTIONS

This Appendix is devoted to study of the properties of the
correlation functions, defined in Sec. III, in various limiting
cases. We concentrate here on the cases where the result can
be related to other, already known models.

1. Limit T — oo with x and u fixed

The limit t — oo implies that the length scales fulfill the
relation £y < €y, Leoupling: The parameter t appears in the
Hamiltonian of the model (6) in the term Hg, where it is
multiplied by ¢?(p). Therefore, the limit 7 — oo, with other
parameters fixed, implies that ¢(p) — 0, which reduces the
interaction to the membrane deformation Hamiltonian for the
field h(p). This observation is in line with the limiting value
of the correlation length given by Eq. (18): in the membrane
deformation model the correlation length (in units of ¢) is
equal to /2.

In order to calculate the correlation functions in this limit
we first note that for large values of t the system is in zone III,
and therefore, the formulas given in Eq. (15) must be used. In
the second step we calculate the roots of the polynomial (11)
in this limit and parameters associated with them. After some
algebra we get for t — oo

1 -1
h=a=—+0(").

fh =27 4+ 0x"?),
V2

(EL)
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Finally, we use the above result in Eq. (15). The first term
in each of the formulas decays to zero for large 7 like
exp(—+/27p), and, for p # 0, it can be neglected in compari-
son with the second term. After simple calculation we derive

1 ) _
Cunlpsk, T — 00, ) = ——— kei(p) + Ot 1),
2Tk

(E2a)
g3, T — 00, 1) = ——— kei (p) + O(x ),
drt

(E2b)
2

kei (p) + O(t ™),
(E2¢)

where kei(p) = Im KCo[p(1 + i)/ V2] denotes the Kelvin
function kei.

The result for the correlation function ¢, [Eq. (E2a)] is in
full agreement with the result known for the membrane de-
formation model [49,66]. The disappearing of the correlation
functions €4 and Cyy in the limit 7 — oo is caused by the
vanishing of the order parameter ¢ in this limit.

We note that the limiting correlation function €44 [given
by Eq. (E2c)] is finite for p = 0, even though for any finite
T the function diverges logarithmically [see Eq. (14)]. The
disagreement shows that in this case the limit T — oo is not
uniform—for any finite 7 there is a region around p =0,
where the value of €44(p;«, T, ) is essentially different
from €44 (p; k, T — 00, 1), but the size of this region shrinks
~1~1/2 upon increasing .

K
¢ K, T —> 00, (L) = —
o0 w) =

2. Limit 7 — 0 with « and u fixed

We now move to the opposite limit 7 — 0, i.e., to the case
Lh, Leoupling K L. In this regime the Gaussian model is known
to be critical [68]. Since, as discussed in Sec. IIIE, in our
model the correlation length diverges for small values of ,
here we also expect criticality.

We start the analysis by noting that for T — 0 the system
can be either in zone I or in zone II. For w > 2, the system is
in zone I, the parameters describing the roots of polynomial
(11) are

=27 +0(?), (E3a)
h=(w— v —4"?/V2+0(1), (E3b)
= (w+ vV — 5?2+ 0(), (E3c)

and the correlation functions are given by Eq. (12). For v < 2,
the system is in zone II, the parameters are

f =2t + 0(t*?), (E4a)
th =2+ w/2+ 0(), (E4b)
a=+2—-w/2+0(1), (Edc)

and the correlation functions are given by Eq. (15). The spe-
cial case of w = 2 has been incorporated into the first case
above, because for small nonzero T and @ = 2, the system is
in zone 1, just like for @ > 2.

For fixed p and t — 0 we derive the following formu-
las for the correlation functions (the calculations were done

separately for the system in zone I and in zone II giving the
same results):

wrlnt

Cn(osc, T —> 0, u) = — +0@), (ES5a)
ulnt

Crp(ps6, 7 — 0, ) = — e + O(1), (ESb)
Int

Cop(p36, T — 0, 1) = i + 0(1). (E5c¢)

All the functions do not depend on p, which means that
the fluctuations keep both order parameters constant. This
is not surprising since for t — 0 the correlation length &
diverges, and thus keeping p fixed implies the regime p < &
in which the correlation function is expected to stay almost
constant. Moreover, the relation €y, = u€yy = u?€4y im-
plies that the coupling between order parameters given by
Eq. (64d) is strictly fulfilled (at least in the leading order). We
note that all the correlation functions diverge logarithmically
fort — 0.

To gain more insight into the behavior of the correlation
functions for small 7, it is useful to introduce the scaling limit
T — 0, p — oo with the scaling variable u = V2tp ~ p/&
fixed. In this limit, after some algebra, we get

2
K
Crn(uz k0,7 — 0, 1) = Mz—;(u) +0(r), (E6a)
K
Chotsie, T — 0.0 = 2 L o), (eob)
T
K
Cop(uik, T — 0, ) = g(“) +0(7). (E6c)
T

This result should be compared with the prediction for sys-
tems in the vicinity of a critical point based on the scaling
hypothesis [71]

¢ = p e, (E7)

where d = 2 is the dimensionality of the system, 7 is a critical
exponent, and C(u) is a universal scaling function. We note
that only €4, is strictly following Eq. (E7), with n = 0 (the
same value as in Gaussian model) and C(u) = KCo(u)/(2m)
(see, e.g., [68]); the scaling formulas for €, and €4 contain
an additional nonuniversal (depending on the coupling u)
factor. Like in the case of fixed p, the correlation functions in
the leading order differ only by the power of p, which implies
that the order parameters are strongly coupled. This explains
why both order parameters become critical in the limit T — 0
and the divergence of all the correlation functions (E6) for
u— 0.

3. Limit 4 — 0 with « and 7 fixed

We now consider the case of u — 0, i.e., when the two or-
der parameters are weakly coupled. This implies that £, £4 <
£coupling- In this limit, depending on the value of 7, the system
is in zone II or III, and therefore, the correlation functions are
given by Eq. (15).
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We start from expanding the roots of the polynomial (11)
in the limit of small w = ku?. After some algebra we get

2 3/2
Y, = i

1+ 472 (E8a)
=L U200 500 (E8b)
T2 423 + 412 ’
a= N G + O(w?), (ESc)

V2 421 +472)
and the same expansion is valid for both zones II and III. This
allows us to calculate the correlation length in this limit

£, 0= 0)=max(21) %, vV2) + O(@), (B9

which is in agreement with the plots of the correlation length
in Fig. 4(a).

Using Eq. (E8) in Eq. (15) we derive the asymptotic form
of the correlation functions:
WKo(py/27) _ kei(p)
27(1 + 472 27k
1 Ko(p+/27)
27 (1 + 412)

ul2t kei(p) + ker (p)]
B 27 (1 + 412) ’
Ko(p+/27)

2
KMZ[(1—4'E2) kei(p)—4t ker(p)]
27 (1 + 412)?

Cu(pik, T, 10— 0) = , (E10a)

Crp(ps6, T, 0 — 0) =

(E10b)

Cop(ps6, T, 0 — 0) =

)

(E10c¢)

where we have introduced another Kelvin function ker(p) =
Re Ko[p(1 +i)/+/2]. In Egs. (E10) we have calculated the
leading term separately for the two terms present in the for-
mula for each of the correlation functions in Eq. (15); the
neglected, higher order terms were always smaller at least by
a factor of 2.

Each of the formulas for the correlation functions (E10)
consists of two terms: the first term, proportional to
Ko(p~/27), for large p decays exponentially to zero with a
length scale (27)~!/2; the second term, proportional to the
combination of kei(p) and ker(p), for large p decays expo-
nentially to zero with a length scale v/2. For t < 1/4 (i.e., in
zone II) the former length scale is bigger, and, therefore, for
@ # 0 all correlation functions decay with the same length
scale (2t)~'/2, in line with Eq. (E9). Nevertheless, upon de-
creasing p to 0, the amplitudes multiplying the first term in
Eq. (E10a), both terms in Eq. (E10b), and the second term in
Eq. (E10c) are decaying to 0. As a result for u© = 0 the func-
tion €y, decays to zero with a length scale +/2, g 1s zero,
and €44 decays to zero with the original length scale Qr)~12,
For t > 1/4 (i.e., in zone III) for u > O the second terms in
formulas (E10) dominate, and all correlation functions decay
with a length scale /2. For u = 0, due to zeroing of some
amplitudes, the same result as for T < 1/4 is recovered.

The above analysis shows that, even though the correla-
tion functions change for © — 0 in a continuous manner, the
correlation length is discontinuous at u = 0: For > 0 the

correlation length is the same for all correlation functions, and
it is given by Eq. (E9). For u© = 0, we have

_kei(p)

Cun(pos6c, T, 0 =0) = ) (Ella)
2K
Crp(os6c, 7,0 =0) =0, (E11b)
Ko(pv/27)
Coplpik. T =0) = =222, (Elle)

i.e., the correlation function €, decays to zero with a length
scale +/2 and the correlation function €44 with a length scale
(27)~Y/2, and there is no correlation between the order pa-
rameters. We note that Eq. (E11a) agrees with the correlation
function in the membrane deformation model and Eq. (El1c)
with the correlation function in Gaussian model [see Eq. (E2a)
and Refs. [66,68]].

4. Limit u — oo with k and 7 fixed

The effect of this limiting case, in which £coupiing <K 5, L4,
is not evident at first sight. In order to study and explain the
behavior of the system, we first note that in the limit u — oo
the system is for t > 0 in zone III; see Fig. 2. In this zone the
roots of the polynomial (11) are described by three parameters
t, h, and a. For large u we have calculated

f =k + MTT + o), (E12a)
= (i)wu“/z +0(u=3?), (E12b)
a= Qt/o)* N2+ 0w, (E12¢)

which implies

T

1/4
E=1/t, = <2_"> Vi + 0 = oo, (E13)

and, therefore, in the limit © — oo the system becomes crit-
ical. By substituting Eq. (E12) into Eq. (15), for fixed p (i.e.,
for p <« & when u — o0) we get
7

Cin(pske, T, b — 00) = +0(In ), (E14a)
AR T I 832tk "
g ) ! +0<—ln“> (E14b)
VK, T, - X)) = ,
notp o 82tk %

1 I
Cop(p3k, T, 4 — 00) = ——— + 0(—), (El4c)
ooip o 8u/ 2tk wu?

which shows that in this limit both order parameters stay
constant on the length scale £ (the same behavior we have
seen in the limit T — 0; see Sec. E 2). The value of field 4(p)
fluctuates with a standard deviation that scales like ./, and
the field ¢(p) has a standard deviation ~1/,/u. Therefore,
for large p the Gaussian term (6¢) in the Hamiltonian (6a)
becomes negligible. This, in turn, allows the field ¢ to adapt to
changes of the field / at no additional energy cost (which is in
line with the fact that in this limit £coupling — 0) and makes the
coupling term (6d) also negligible. Without pinning, the only
relevant term left in the Hamiltonian is (6b) which allows for
large-scale fluctuations of the membrane [72]. The behavior
of our system in the limit 4 — oo can thus be identified with
the critical roughening of the membrane.
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Finally, to describe the correlation functions in the limit
© — oo it is useful to introduce the scaling variable v =
p/& = pty ~ p//i. As we have checked, in the scaling limit
u — oo with v fixed we get

T/ 8Tk
_ kei(v/2v)
B T/ 8TK

kei(+/2
€¢¢(U;K,T,M—>OO)=M

+0(?), (ElS5a)

Cg (V3 K, T, = 0O) +0(u™?), (EI5b)

+0(™).  (El5c)

T/ 8TK L

5. Limit of strong binding between order parameters

Another interesting limiting case is when the binding y
between two order parameters is going to co. In this limit
Leoupling K £ K £y. From Eq. (3) it follows that the two order
parameters must strictly fulfill the relation 4(r) = a¢(r), and
the system is effectively described by a single order parameter.
In this case the Hamiltonian reduces to

o

BH = / dr{g[vzﬁ(r)]2+ 2[W'z(r)]2

7 R
+ TR+ 5 ) IR - mz}, (E16)

i=1

with & = o /a? and 7 = 2¢/a?. The above Hamiltonian has
already been discussed in the literature [53], as it describes
a membrane with binding stiffness « and surface tension & in
an external harmonic potential of the strength . The results of
our model, after taking the proper limit (as described below),
are in full agreement with [53].

The limit y — oo implies that ¢ = (k/y)"/* — 0, and
thus, T — 0 and u — oo (see Table I) with fixed
tica? 1,

o2 8%

kT =tw= (E17)
where, in order to simplify the notation, we have added an
extra factor «, and we have defined x > 0. The vanishing of
the unit of length ¢ makes the analysis of this special limit
challenging.

In Fig. 2 the limit considered here is located in the re-
gion where the border between zones I and III asymptotically
touches the line T = 0. Closer analysis shows that in this limit

the system is in zone I for x < 1 (and the correlation function
decays exponentially) and in zone III for x > 1 (where &,
shows damped oscillations). The same change of asymptotics
has been reported in [53] for o /A% = 1/4, which is in an
agreement with our results since /A in [53] is equivalent
to (4x)~" in our paper.

Detailed analysis of the roots of the polynomial (11) shows
that in this limit for x < 1 (zone I)

2
n=2J1-JT— 3202 4 0¥, (Elsa)
X
2
h=J14/I= 224 0GY?),  (EI8b)
X
X 172
= +0(x'?), (E18¢)
’ 2421
and for x > 1 (zone III)
A2
a=YL T4 0E, (E19a)
X
X 1/2
n=-—2_+o0a" (E19)
RN
A2
="y +1+0). (E19¢)
X

Therefore, the (dimensional) correlation length £ is for
x < 1 (zone )

: 1/2
_ X -
=t =2=—"2 , E20
and for x > 1 (zone III)
_ ¢ 2% 1V2.
=== = , E21
L s [(x+1)} ‘ 2D

with ¢ = (k/7)"/*. The above formula for the correlation
length can be shown to be identical with Eq. (36) in [53].
We note that, even though in this limit two different critical
regimes T — 0 and u — oo overlap, only the dimensionless
correlation length £ is infinite. Together with increasing &, the
unit of length { — 0, which keeps the dimensional correlation
length £ = ¢£ finite, and the system is actually not critical.

Because our notation makes the analysis of this limit un-
necessarily complicated, we refrain from a detailed study of
our model for y — 0. Properties of the model in this special
case have been discussed in [53].
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