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Population effects driving active material degradation in intercalation electrodes
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In battery modeling, the electrode is discretized at the macroscopic scale with a single representative particle
in each volume. This lacks the accurate physics to describe interparticle interactions in electrodes. To remedy
this, we formulate a model that describes the evolution of degradation of a population of battery active material
particles using ideas in population genetics of fitness evolution, where the state of a system depends on the health
of each particle that contributes to the system. With the fitness formulation, the model incorporates effects of
particle size and heterogeneous degradation effects which accumulate in the particles as the battery is cycled,
accounting for different active material degradation mechanisms. At the particle scale, degradation progresses
nonuniformly across the population of active particles, observed from the autocatalytic relationship between
fitness and degradation. Electrode-level degradation is formed from various contributions of the particle-level
degradation, especially from smaller particles. It is shown that specific mechanisms of particle-level degradation
can be associated with characteristic signatures in the capacity-loss and voltage profiles. Conversely, certain
features in the electrode-level phenomena can also provide insight into the relative importance of different
particle-level degradation mechanisms.
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I. INTRODUCTION

Lithium ion batteries are driving a revolution in electronic
devices and electric vehicles for a more sustainable, elec-
trified future [1]. Degradation in lithium-ion batteries with
aging is a major problem that prevents global electrification
by shortening the lifetime of Li-ion batteries [2–4]. Cath-
ode degradation is generally caused by particle-level physical
mechanisms such as electrochemical resistance growth from
films at the electrode/electrolyte interface [5,6], phase trans-
formations and loss of kinetic abilities at the surface or
bulk [7,8], as well as electrolyte loss [9,10]. The appar-
ent capacity loss from the convolution of these mechanisms
cannot be physically explained by a single degradation mech-
anism, since it is caused by many degradation mechanisms,
and results in slightly different behavior in electrode-level
phenomena.

Electrode-level degradation phenomena is seen in capac-
ity loss curves and in voltage-capacity curves [11]. This
is seen through impedance experiments, where experimen-
tally, impedance growth has been found to be mainly from
the cathode side [12–15], while anode degradation is gener-
ally motivated by solid electrolyte interphase formation and
lithium plating [5,16]. Understanding the increase of cathode
impedance is a critical step of deconvoluting electrode-level
degradation. Previous work [12,17] has identified resistance
growth as a large component of this failure, but has not

*dezhuang@mit.edu
†bazant@mit.edu

clarified the separation of all the different mechanisms. To
deconvolute these particle-level mechanisms, it is impera-
tive to understand the different relationships between the
particle-level driving forces and electrode-level behavior of
the degradation mechanisms, especially in relation to particle
population dynamics. This reveals a more complete under-
standing of electrode degradation.

In many physical theories, single-particle models are used,
but can be inaccurate due to not accounting for interactions be-
tween particles. This concerted behavior between individuals
in population dynamics has been observed in many systems,
from biological systems such as fireflies [18,19] to electro-
chemical oscillations in batteries [20]. In a battery, the effects
of population dynamics can appear in solid solution materials
[21] as well as in phase separating materials as each parti-
cle activates and phase transitions [22–25]. Past biological
modeling used population dynamics [26–28] studied with the
Fokker-Planck equation [29] to understand the growth and
eventual death of biological populations [30,31]. The idea
of a fitness landscape [31], where the fitness represents the
reproductive rate of a genotype, or “effectiveness,” was incor-
porated into these models to explain why populations evolve
toward certain traits. We can similarly apply this idea to model
particle population dynamics in lithium-ion batteries.

For a battery, the fitness can be envisioned for each particle
as the effectiveness of carrying the current load, as shown in
Fig. 1 for a population distribution affected by degradation
effects and particle size effects. Figure 1(a) shows the fitness
as a rate of change of the capacity fraction of each particle,
which is the capability of carrying current. However, fitness
landscapes can also evolve depending on the environment

2470-0045/2023/107(4)/044603(17) 044603-1 ©2023 American Physical Society

https://orcid.org/0000-0002-1855-3768
https://orcid.org/0000-0002-8200-4501
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.107.044603&domain=pdf&date_stamp=2023-04-21
https://doi.org/10.1103/PhysRevE.107.044603


DEBBIE ZHUANG AND MARTIN Z. BAZANT PHYSICAL REVIEW E 107, 044603 (2023)

FIG. 1. Schematic of particle size distribution effect on current distribution in a constant current charge or discharge simulation for a
battery. (a) The absolute value of the capacity change fraction of each particle is plotted with respect to the cycle number as the system
is degraded. This accounts for effects of degraded charge transfer kinetics and particle size contributions by reducing the nondegraded
current to the degraded current. (b) A snapshot at a single time point for a sample of degraded or nondegraded particles of small or large
particle sizes is shown, where the capacity change distribution splits the current between the different particles based on their size effects and
degradation.

they are in [30,32], which in turn affects the evolution of
population dynamics, called coevolution [33]. In a system of
battery particles, the fitness landscape of the particles changes
[34] as the battery is cycled, similarly to how the fitness of
different genotypes changes with evolution [35]. Thus, it is
important to quantify the fitness landscape of battery particle
systems as they evolve.

In this work, through methods of population dynamics cou-
pled with electrochemical kinetics in a simple battery model,
we gain an understanding of active material degradation mod-
els at the particle scale and how it affects electrode-level
degradation phenomena. We simulate an interacting popula-
tion of particles in a single electrode volume in a porous
electrode. Initially, particle size effects influence the current
distribution in the population, while as the battery is cycled,
degradation also influences the current distribution. Fitness
and degradation are observed to have an autocatalytic rela-
tionship from the simulations. We use specific degradation
mechanisms to understand the effect on the electrode-level
behavior of each of these materials. Inversely, experimental
information on the capacity loss profile and voltage-capacity
curves may provide insight on the particle-level degradation
mechanisms present.

II. THEORY

In porous electrode theories, single-particle models are
often used to described the active material interactions of the
system [36], which can be inaccurate from not accounting
for interparticle interactions. To remedy this, we formulate
a theory in porous intercalation electrodes featuring the cu-
mulative effect of population dynamics including degradation.
We consider particles with a size distribution, each of which
is treated homogeneously during (de)intercalation. The pop-
ulation f (t, c; r) is the probability distribution of particles
with radius r and concentration c at time t . The evolution of
population f (t, c; r) can be tracked by the modified Fokker-
Planck equation. During evolution, the fitness function W is
introduced to modify the intercalation rate of degradation. The
analytic expressions of fitness functions for three degradation
modes are derived.

A. Conservation equation

A porous electrode is normally modeled using volume dis-
cretizations at the electrode scale, with single-particle models
in each volume to simulate the particle-level intercalation and
diffusion mechanisms of lithium ions [36,37]. To account for
interparticle interactions, many active material particles need
to be modeled in the same volume, which are under the same
voltage. The dynamics of a population can be driven by con-
trolled parameters imposed on the system [38,39], such as the
applied current or voltage. Neglecting transport limitations at
the electrode scale, these models can be simplified to a single
volume.

We can use the Fokker-Planck equation, which is com-
monly used to simulate population dynamics of evolving
probability distributions f (t, c; r) of multiple fields (such
as concentration and particle size) under time evolution, to
model this as

∂ f

∂t
= − ∂

∂c
( f R) + ∂

∂c

[
D

∂

∂c
( f W )

]
. (1)

In this equation, the first term is from the mean of the re-
action happening amongst the particles in the system, while
the second term is from the variance of the reaction among
the particles. The variables are defined as R, the volumetric
reaction rate derived from the mean of the transition rates,
and D, the thermal diffusivity related to the fluctuations of the
transition rates [40], with the full definitions in Appendix A.
The full derivation of the modified Fokker-Planck equation ac-
counting for the fitness value can be seen in Appendix A and
reveals that the appearance of the fitness function W is from
the change in the effective reaction rate from degraded charge
transfer kinetics and particle size effects [27,28,41,42]. For
better understanding of interparticle effects, we write this in
the form where the volumetric reaction is replaced by the non-
degraded intercalation rate per area multiplied by the fitness of
the battery W as

∂ f

∂t
= − ∂

∂c
( f īW ) + ∂

∂c

[
D

∂

∂c
( f W )

]
, (2)

where D = kkBT/Nt is the thermal diffusivity parameter, k =
ī/η for a linear form of the reaction rate, and Nt is the

044603-2



POPULATION EFFECTS DRIVING ACTIVE MATERIAL … PHYSICAL REVIEW E 107, 044603 (2023)

maximum number of molecules in the system. Here ī is the
nondegraded intercalation current per area, i is the real in-
tercalation current per area, R is the real volumetric reaction
rate per volume, and W = R/ī is the fitness function, which is
defined and expounded in the following section.

B. Intercalation kinetics

The intercalation kinetics control the mean of the time evo-
lution of the system as defined in Eq. (2), and thus an accurate
description of kinetics becomes imperative [41,43,44]. For
electrochemical systems, well-known physical models exist
for thermodynamically consistent reactions such as the Butler-
Volmer reaction [36,37,45]. Increasingly complex models as
coupled ion electron transfer (CIET) theory [46,47] have been
further derived and verified experimentally from x-ray imag-
ing of lithium iron phosphate materials to account for electron
availability from the density of states of the intercalation
material. These intercalation models can be used to quantify
the heterogeneity and degradation growth in a population of
battery particles.

The general form of the intercalation reaction takes the
form of

i(η) = k0(c)h(η); h(η) = r← − r→, (3)

where k0(c) is a transition state term describing the overall
rate of reaction (incorporating exchange current density) and
h(η) is from the thermodynamic driving force composed of a
forward r→ and backward reaction r← driven by the overpo-
tential

eη = [eφs + μ(c)] − (eφ+ + kBT ln a+), (4)

where c is the concentration of the intercalated lithium, μ(c)
is the chemical potential of the intercalated lithium, φ+/s is the
lithium ion electrical potential in electrolyte or solid, and a+
is the activity of the lithium ions in electrolyte.

When there is no degradation accounted for in the system,
the intercalation reaction can be similarly defined as

ī(η) = k̄0(c)h̄(η), (5)

where the overbar indicates a system without degradation. The
Butler-Volmer reaction rate is modeled with transition state
theory as

ī(η) = k0(c){exp (−αη) − exp [(1 − α)η]}, (6)

with the thermodynamically consistent prefactor k0(c) =
k∗

0 cα (1 − c)1−αa1−α
+ , where k∗

0 is the reaction current prefac-
tor, α is the charge transfer coefficient, and a+ is the activity
coefficient for the electrolyte. The reaction rate from coupled
ion electron transfer, which accounts for electron availability,
is modeled using an approximation as [46,48]

ī(η) = k0(c)[a+helper(−η f , λ) − chelper(η f , λ)], (7)

with prefactor k0(c) = k∗
0 (1 − c), where the helper function is

defined as [48]

helper(η f , λ) =
√

λπ

1 + exp (−η f )
erfc

⎛
⎜⎝λ −
√

1 + √
λ + η2

f

2
√

λ

⎞
⎟⎠.

(8)

Here, the formal overpotential is defined as eη f = eη −
kBT ln c

a+
, which is the overpotential with the ionic con-

centration dependencies removed, and λ is the Marcus
reorganization energy for electron transfer in the solid mate-
rial. In this electrochemical reaction, the overall reaction is
driven by the difference between the reduction and oxidation
reactions, ī = īred − īox, where īred = k0(c)a+helper(−η f , λ)
and īox = k0(c)chelper(η f , λ). There is a limiting current
reached with this model from the density of states of the mate-
rial used with respect to overpotential, ilim = k∗

0 (1 − c), unlike
the Butler-Volmer model, which grows exponentially with
overpotential [47]. Kinetic behavior at high overpotentials is
strongly affected by the correct choice of reaction kinetics.

An important term we will encounter is the idea of an
inverse differential resistance, or differential conductance, ∂ ī

∂η
,

which is first mentioned in Refs. [49,50] to explain the idea of
autocatalytic reactions. Since degradation affects the overpo-
tential, the differential conductance reveals the acceleration of
the reaction with overpotential. Experimentally, this differen-
tial conductance also appears in the charge transfer resistance
term in electrochemical impedance spectroscopy measure-
ments [45]. A negative differential conductance means that
the reaction is self-driving or autocatalytic, as opposed to a
reaction that is self-limiting or autoinhibitory. This differential
conductance incorporates an effect from the driving force term
h(η) as well as from the transition state term k0(c). For a
solid solution material, the effect of the driving force term
is generally autocatalytic, with the exception of Marcus-type
electron transfer reactions, which may have inverted regions
causing local values of autoinhibitory reactions [51,52]. How-
ever, the effect of the transition state term is not necessarily
autocatalytic and can amplify nonheterogeneity in population
dynamics, as explored in Ref. [41].

C. Fitness function

As seen from the population evolution equation [Eq. (2)],
the fitness of particle population dynamics, especially in
relation to resistance evolution as the battery is cycled, is
important to quantify [5,6,53,54]. The coupling of degrada-
tion evolution, kinetics, and particle size distributions in a
porous electrode model is difficult to model because captur-
ing multiscale effects [55] and calculating implicit solutions
numerically at each step in the Fokker-Planck solution is
computationally expensive. We aim to formulate in a simple
manner the solution of the Fokker-Planck equation with the
formulation of the fitness function W .

The fitness model captures a ratio between the real and
ideal currents, which linearizes the kinetics of the system.
The advantage of using a fitness function formulation is that
from the definition of the fitness variable, we keep the orig-
inal formulations of our reaction rates without having to self
consistently solve implicit kinetic equations in the population
balance. This becomes especially difficult for models with a
film resistance contribution, as implicit solutions are neces-
sary for these models. In addition, with the use of a fitness
function model, there is a separation between the different
contributions of particle size as well as modes of degrada-
tion on fitness, so there is a clear dominant mechanism from
degradation.
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The nondegraded intercalation current without degradation
ī is the reference that the current at a certain overpotential
reaches with no degradation. In physical particles, there are
often degradation effects, especially as the particles are cy-
cled, so the real current magnitude |i| is generally smaller than
the nondegraded current magnitude |ī|. The general definition
of the fitness, or “performance,” is the ratio of the volumet-
ric reaction rate accounting for particle size and degradation
effects, or

W = R

ī
, (9)

where R is the volumetric reaction rate and ī is the nonde-
graded intercalation current per area without any resistance.
This is an important ratio that relates our known electrochem-
ical reaction data ī, the nondegraded current, with the real
volumetric current R. In physical terms, W can also be thought
of as an effectiveness parameter that indicates the ability to ac-
cept current, representing the performance of a battery, since
a higher effectiveness indicates a better performing particle.
However, a better performing particle is also more sensitive
to degradation effects, so infinitely small particles are not the
most beneficial in electrode design.

Intercalation currents in battery particles are usually mod-
eled as surface reactions [56,57]. However, the total capacity
in the system depends on the particle volume. Solid diffusion
is often not limiting in intercalation materials, where reaction
limitations tend to be more important in nanoscale systems
[58]. Under this assumption, there is a simple scaling of the
particle size (radius r) relating the reaction rate per volume
R to the reaction rate per area i as V R = Ai, where V is the
particle volume and A is the particle area. Using this, for
spherical particles, the fitness can be simplified to

W = 1

r

i

ī
, (10)

which relates the particle filling rate to the current density as
shown earlier. This introduces a separation between particle-
size effects 1/r and degraded charge transfer effects i/ī. The
initial distribution of the “fitness” is determined by the size
of the particle distribution as W = 1/r since there is no
degradation.

D. Degradation models

From the degraded charge transfer effect of fitness i/ī, we
see that the degradation buildup on each particle also plays
a role in the fitness. Mechanically and electrochemically,
there are many different modes of degradation in a lithium-
ion battery [2]. For simplicity, we only consider the most
important electrochemical degradation modes in lithium ion
batteries. There are three possible modes of electrochemical
active degradation in a battery material that we will consider.
The first is formation of a film resistance on the battery,
based on some film-forming reaction, such as solid-electrolyte
interphase formation [53,59]. The result of this is an increased
surface resistance that mainly plays a role in affecting the
kinetics by reducing the overpotential.

The second mode of degradation is through the reduction
of active material, from phase transformations into rock salt

or spinel phases (such as in nickel rich materials), which
cause changes in surface kinetics and active material capacity
[60,61]. This would result in the loss of active material, which
plays a role through rescaling the available lithium concentra-
tion in the system. It mainly reduces the number of available
sites in the transition state, which affects the reaction kinetics.

The last mode of degradation is a general contribution from
degradation in the battery, either in the cathode or anode, as
a loss of electrolyte in the system from degradation reactions.
This can be modeled with a loss in electrolyte concentration
[9,53].

Since we use nickel-rich materials as an example, degrada-
tion reactions are modeled at higher voltages [62,63] using a
simple Tafel reaction to define the degradation current as

ideg = k0,deg exp
(
μ0

deg − μres + iR f
)

(11)

where μ0
deg is the cutoff potential for degradation.

1. Resistive film

A resistive film may form as a type of solid electrolyte
interphase on the cathode [64,65] or anode [66] and grow
continuously. Experimental measurements of resistive inter-
face growth have found that though the initial amount of
growth is quite rapid, even past the initial stages, there is often
continuous growth of resistive film on active material [67].
For any intercalation reaction, when a resistive film grows, it
affects the current i through the reduction of the overpotential
to η + iR f with film resistance R f .

From the definition of the fitness of the reaction rate in
Eq. (10), it is necessary to obtain i/ī when there is a resistive
film. The simplest electrochemical reaction is a symmetric
Butler-Volmer model, which can be solved with fewer sim-
plifications than the generic Butler-Volmer model because of
the symmetry of the model. If we do a Taylor expansion on
this system and assume that the charge transfer coefficient is
symmetric, then we can obtain an analytic expression for the
driving force term in Eq. (E6). We obtain the fitness value any
given time as

W = 1

r
[1 + αi coth (αη)R f ] + O

(
R2

f

)
. (12)

A more general case can be found by linearizing the full
kinetic model with respect to the overpotential. Using this, we
can avoid the need to find an implicit solution of this problem.
A natural dependence on the differential conductance occurs
from how resistance affects overpotential. The ratio of the
degraded to nondegraded current is found to be

i

ī
= 1

1 − R f
∂ ī
∂η

+ O
(
R2

f

)
(13)

from the linearizations in Appendix E 1, where the second-
order solution can be seen in Appendix C. Thus, the fitness
value is found to be

W = 1

r

(
1 − R f

∂ ī

∂η

)−1

+ O
(
R2

f

)
, (14)

which is the general formula for any reaction rate. The specific
analytical formulas for each reaction rate (Butler-Volmer and
CIET) can be found in Appendix D.
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For the resistive film model, with the electrochemical
cycling of a battery, the resistance on a particle R f (� m2)
changes as

dR f (t, c, r)

dt
= βideg, (15)

with the value of the degradation current per area ideg from
Eq. (11). The resistivity per amount of reaction is β =
nMM/(Fσρ), which is the resistivity per amount of resis-
tance reaction in units of � m4/C. This is a property of the
material which makes up the resistive film. It is related to
the conductivity of the material σ , the density of the mate-
rial ρ, the number of lithium atoms per chemical formula
in the film material n, Faraday’s constant F , as well as the
molecular mass of the film material MM. For materials such
as lithium carbonate which form inorganic films in batteries,
we expect the resistivity parameter β to be on the range of
10−7–10−5 �m4/C [68]. Since we are only concerned with
the dependence of the resistance with the particle size, we
can take the mean value of Eq. (15) over the concentration
distribution using Appendix B.

2. Surface blockage

The model of fitness in surface blockage is similarly de-
fined to the approximate solution of the resistance formation
model. The surface blockage model is a homogeneous version
of a model for phase transitions from cation disorder-induced
degradation, especially common in nickel rich materials,
which involves a change in surface concentration as well as
bulk availability [69–71]. The rescaled capacity is defined as
c̃. Since there is a loss of active material in this model, in
the chemical potential model of the active material, the real
concentration needs to be rescaled by the amount of capacity
loss as μc(c/c̃) instead of μc(c). The value of degraded to
nondegraded current is shifted as a result, as the reaction is
affected by the rescaled chemical potential as well as the re-
duction in the number of available sites, which influences the
reaction rate through transition state theory. We can calculate
these two effects separately.

We first calculate the effects from the reaction rate without
prefactor, which comes from the effect of overpotential on this
mechanism. The ratio of the degraded to nondegraded reaction
rate without the prefactor is found to be

h

h̄
≈ 1 + 1

h̄

c(1 − c̃)

c̃2

∂μc

∂c

∂ h̄

∂η
(16)

from a Taylor expansion of h in Appendix E 2, where we again
see a form similar to the differential conductance. This change
in maximum capacity plays a role by limiting the current in
these coupled-ion electron transfer reactions. If we mainly
consider surface effects, then we can neglect this term.

Following, we can calculate the effects of the prefactor ra-
tios, which consist of the surface effects. For an nondegraded
Butler-Volmer current, the ratios of the prefactors is ( c̃−c

1−c )1−α

from the thermodynamically consistent Butler-Volmer equa-
tion [50]. For the coupled-ion electron transfer reaction, the
ratios of the prefactors is c̃−c

1−c when the transition state is
assumed to occupy one site. Thus, the total fitness for the

surface blockage model results in

W ≈ 1

r

(
c̃ − c

1 − c

)n

+ O[(c̃ − 1)2], (17)

where n = 1 − α for the Butler-Volmer equation, and n = 1
for the coupled-ion electron transfer reaction rate.

For a model of surface blockage, the amount of degradation
is classified by

dc̃(t, c, r)

dt
= − idegC

ρs,maxr
, (18)

an equation that scales with the size of the battery particle and
the total site density of the material. Here, C is the Coulomb
number and ρs,max is the maximum site density of the material
in mol/m3. This equation can again be integrated over all
concentration values for an average value per particle size as
in Appendix B.

3. Electrolyte loss

In a full battery cell, the amount of degradation should be
affected by degradation on the other electrode (anode) as well.
The formation of degradation on the anode will often lead to a
loss of usable lithium capacity from the lithium consumed in
the side reaction to form products [72]. These products consist
of the solid electrolyte interphase, cathode electrolyte inter-
phase, and others. Since we are modeling a perfect electrolyte
bath, which does not use an opposing electrode, we cannot
“consume” lithium ions on the other electrode and reduce
the total usable lithium concentration. Thus, electrolyte loss
needs to be prescribed in the system, which we choose to be
linear for simplicity [53]. We call this degradation mechanism
electrolyte loss since it reduces the available electrolyte.

In the Butler-Volmer equation, the electrolyte concentra-
tion affects the transition state prefactor as k0(c) ∝ c1−α

+ . In
addition, there is a subtle effect on shifting the overpotential
from the entropic component. From linearizing the reaction
rate without prefactor h in Appendix E 3 and applying the
definition of the thermodynamic factor ∂ ln a+

∂ ln c+
from Ref. [36],

which relates the activity in a Stefan-Maxwell concentrated
electrolyte with the lithium ion concentration, we can obtain
the fitness value. We see that the fitness value in a Butler-
Volmer equation is simply found to be

W = a1−α
+
r

[
1 + 1

h̄

∂ ln a+
∂ ln c+

kBT
∂ h̄

∂η
(1 − c+)

]
+ O[(c+ − 1)2],

(19)

with our linear approximation for concentrated solutions. A
dilute solution approximation can also be used, where the
thermodynamic factor is unity.

For coupled ion electron transfer, the effect of electrolyte
is more complicated [47]. In the reduction reaction, since
the electrolyte is a reactant, there is a direct concentration
dependence on the reduction reaction, but not on the oxi-
dation reaction. In addition, in the formal overpotential, the
electrolyte does not influence the amount of available sites in
the overpotential except through the activity in a concentrated
solution. Thus, it does not change the overpotential of the
reaction for a dilute model [46]. As derived in Appendix E 3,
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we see that

W = 1

r

[
1 − ∂ ln a+

∂ ln c+

īred

ī
(1 − c+)

]
+ O[(c+ − 1)2] (20)

is the fitness value for the electrolyte loss model if a CIET
reaction rate is used. For a CIET reaction rate, the reduction
current ratio in the total reaction contributes strongly to scal-
ing the value of the fitness function. This causes the fitness
in intercalating systems to be lower than in deintercalating
systems for this model.

Assuming that the initial electrolyte concentration is unity,
the degradation rate for a half-cell model with a electrolyte
loss can be prescribed using the simple relation

c+ = 1 − kt, (21)

where k > 0 is a parameter that reduces the availability of
electrolyte with time in units of M/h if the initial concen-
tration is 1 M and t is the amount of time spent cycling the
battery in hours.

4. Combined model

These three degradation models can be combined into an
overall fitness value to account for multiple degradation ef-
fects to the first order approximation. Similarly, if other fitness
values for different degradation mechanisms are also derived,
they can be combined into such an overall fitness value. The
value of the combined fitness function for the Butler-Volmer
equation is

W ≈ a1−α
+
r

(
c̃ − c

1 − c

)1−α

[1 + αi coth(αη)R f ]

×
[

1 + 1

h̄

∂ ln a+
∂ ln c+

kBT

e

∂ h̄

∂η
(1 − c+)

]
. (22)

For the coupled-ion electron transfer system, the overall fit-
ness function can be written as

W ≈ 1

r

(
c̃ − c

1 − c

)
1

1 − R f
∂ ī
∂η

[
1 − īred

ī
(1 − c+)

∂ ln a+
∂ ln c+

]
. (23)

From each of these equations, we can see the explicit con-
tributions of particle size and the three different degradation
modes we are modeling (resistive film, surface blockage, and
electrolyte loss). The separate effects of each degradation
mode contribute to the overall fitness, aiding understanding of
which modes are the most detrimental and should be mitigated
to preserve the current capability of the battery.

III. SIMULATIONS

A. Numerical setup

Here, we attempt to model the degradation of a nickel
manganese cobalt oxide blend electrode with a ratio of 5:3:2
(NMC532) under constant current cycling and capture the
evolution of capacity changes and degradation with time
evolution. Using the Fokker-Planck model in Eq. (2), we
model a single electrode volume. We simulate each degra-
dation mode separately to analyze their individual effects.
Simulations were performed with MATLAB using autodiffer-
entiation from CasADi [73] to increase speed of solving the

FIG. 2. [(a), (b)] Average solid lithium concentration for a single
cycle of charging and discharging for Butler-Volmer/coupled ion
electron transfer plotted with respect to the state of charge and the
particle size during charge and discharge. [(c), (d)] Variance of the
solid lithium concentration at a single cycle for each state of charge
plotted with respect to the state of charge and the particle size from
charge to discharge.

DAE system. The Fokker-Planck numerical simulations were
performed until end of life for each degradation and reaction
model. Simulation parameters and details were reported in
Appendix F.

B. Analysis

We first focus on the particle-level details of degradation,
and then analyze how dynamics at the microscale affects
electrode-level degradation. From the particle-level details
of kinetics and degradation, we observe the heterogeneity
between particles in intercalation. To understand their con-
tributions to degradation, the fitness values in the simulation
are observed. The heterogeneity of degradation at the particle-
level scale and the autocatalytic relationship between fitness
and degradation are discussed. Following this, microscale
degradation is then used to explain electrode-level phenom-
ena, with the voltage curves and the capacity loss data as
an example. Heterogeneity at the particle-level is then found
to heavily influence electrode-level degradation effects, espe-
cially from the smaller particles.

1. Particle-level heterogeneities

In a single cycle, the average concentration at each particle
radius is plotted in Figs. 2(a) and 2(b) and the variance of
the concentrations is plotted below in Figs. 2(c) and 2(d).
We observe that even the differences between these reaction
rates can cause heterogeneity in the intercalation of particles.
This is influenced by the “limiting current” for coupled-ion
electron transfer type reactions from the electron availabil-
ity, while the Butler-Volmer reaction grows exponentially
with overpotential and is unbounded. This limiting current is
bounded by the transition state value γ ‡ = (1 − c)−1, which
shows up in both reaction rates, but because of the exponential
form of the Butler-Volmer equation, it affects the coupled-
ion electron transfer reactions more strongly. This causes an
asymmetry between charge and discharge in the CIET re-
action rate, stemming from the prefactor. The asymmetry in
discharge is discussed further in Refs. [21,41].

The heterogeneity at the particle-level scale representing
the effectiveness of each particle is described by the fit-
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FIG. 3. (a) The initial fitness value W̄ = 1/r is plotted in the
first cycle with respect to each concentration and particle size at a
single time point during the initial cycle. [(b)–(g)] For each Butler-
Volmer/coupled ion electron transfer reaction rate, the fitness values
W from a set of simulations each with a single degradation mode
toward the end of cycling are plotted with respect to concentration
and particle size at a single time point during one of the last few
cycles.

ness. This describes each particle’s inherent current-carrying
capability. The initial value of performance is defined by
the inverse particle size as shown in Fig. 3(a). After cy-
cling, the fitness function W is plotted in Fig. 3, where
the analytical values can be found in Appendices E 1–E 3.
The fitness becomes infinitely small from the unbounded
behavior of Butler Volmer reactions for some values in
Fig. 3(b), where the reaction is infinitely large for intermediate
concentrations. This causes asymptotic behavior in the Butler-
Volmer solution for the resistive film and electrolyte loss
models.

We observe that as the battery is cycled, the value of the
fitness function is reduced from degradation accumulation.
Overall, the reduction of the fitness values drives further in-
creases in heterogeneity in degradation, which triggers more

FIG. 4. [(a), (b)] For a set of simulations with only resistive film
growth, relative resistance at each cycle to the maximum resistance
at each cycle is plotted with respect to cycle number and particle
size, for the Butler-Volmer and coupled ion electron transfer reac-
tions. [(c), (d)] For a set of simulations with only surface blockage
increase, surface blockage at each cycle relative to the maximum
surface blockage at each cycle is plotted with respect to cycle number
and particle size, for the Butler-Volmer and coupled ion electron
transfer reactions. (The degradation mechanism of electrolyte loss
is prescribed so it has no heterogeneity.) This plot displays the
heterogeneity growth in degradation as we cycle the battery.

heterogeneous reduction in the fitness values. Thus, we ob-
serve an autocatalytic effect between fitness and degradation.

This autocatalytic relationship between fitness and degra-
dation is further seen in Fig. 4. The relative degradation
parameter with respect to the maximum parameter at each
time is plotted for the Butler-Volmer or coupled ion elec-
tron transfer reactions with the degradation mechanisms from
film resistance or surface blockage. Resistance growth asym-
metry happens in the first couple cycles in Figs. 4(a) and
4(b), where more resistance forms on the larger particles and
reaches steady values after the first few cycles to attempt to
homogenize the system. Initially, no autocatalytic behavior is
observed as the initial resistance formation seen is part of the
“formation cycling” in battery electrodes [74,75] to stabilize
the system and reduce the homogeneity between the particle
sizes.

The second step of nonheterogeneity in resistance forma-
tion appears after formation cycling in the battery lifetime and
reduces the overall capacity of the battery as shown in Fig. 4.
Because of the larger fitness values for small particles, there is
a higher capacity change fraction distributed to them, causing
more degradation from the higher amounts of degradation
current. This degradation growth behavior becomes autocat-
alytic as more asymmetry in degradation growth is observed
with cycling. This is seen in the later cycles in Figs. 4(a) and
4(b), where more resistance forms on the smaller particles
toward the end of life. Similarly, for the surface blockage
mechanism, there is an autocatalytic effect on degradation
favoring smaller particles. This is coupled with the fitness
values, which eventually lose all their available capacity

044603-7



DEBBIE ZHUANG AND MARTIN Z. BAZANT PHYSICAL REVIEW E 107, 044603 (2023)

toward end of life and leaves only larger particles operational.
Thus, for both the surface blockage and resistance formation
models, heterogeneity grows autocatalytically as we cycle the
batteries, with degradation favoring the smaller particles and
larger particles remaining more stable.

From the combined observations of particle-level degrada-
tion at different particle sizes, we theorize that the terminating
behavior of battery capacity is not caused by the average
particle size, but rather the smaller particle sizes. As ob-
served in Fig. 4, at later stages in cycling, degradation starts
to accumulate on all particles, but especially quickly on
smaller particles, which require larger amounts of potential
to charge/discharge and thus causes a stronger drop in bat-
tery capacity. This autocatalytic behavior between fitness and
degradation drives a strong heterogeneity in fitness values in
Fig. 3 as the battery is cycled. This continually favors smaller
particles as the system reaches end of life in Fig. 4.

2. Electrode-level measurements

The effects of heterogeneous degradation effects can
be shown to influence the experimental measurements of
electrode-level electrochemical phenomena. The shifting and
hysteresis behavior of the voltage curve provides important
pieces of electrode-level information from cycling the de-
graded cells. The capacity loss profile can also be observed
and information on the degradation mechanisms can be ex-
tracted from the shape of these curves.

Expansion of the voltage curves, or hysteresis, occurs from
kinetic limitations in the system, which are often caused
by degradation mechanisms that do not degrade the active
material. For the electrolyte loss mechanism in Fig. 5, the
formal overpotential for the coupled-ion electron transfer re-
action does not contain any electrolyte effects. The main
influence of degradation is on the kinetics in the reduction
direction of the reaction. Thus, there is no shift in the open
circuit voltage (OCV) curves and only an “expansion” of
the charge/discharge curve around the original open circuit
voltage, which occurs from the limitations on the kinetics. The
apparent shift in the open circuit voltage comes from the need
to apply higher electrolyte potentials to compensate for lower
electrolyte concentrations. There is an asymmetry between
insertion and deinsertion since the influence of electrolyte
concentration appears solely in the reduction reaction.

Shifts in the voltage measurement, however, generally oc-
cur from either shifts in overpotentials required or active
material ranges. The surface blockage mechanism observes
a leftward shift compared to the potential of the original
model, occurring from the reduction of available transition
state sites and the shift in the OCV. This causes the change
in active material range in the surface blockage mechanism,
which generates a shift in the overpotential ranges, translat-
ing to the accessible voltage range. Similarly, because of the
shifted overpotentials for the Butler-Volmer formulation for
the electrolyte loss mechanism, there is a downward shift of
the open circuit voltage curve. This is in contrast to the surface
blockage mechanism, since there is not a change in range of
active material voltage, but a shift in the electrolyte potential
applied. This generates a downward movement on the voltage
curve instead of leftward shift of charging range.

FIG. 5. The voltage discharge and charge curves from simula-
tions with a single degradation mechanism with respect to the state
of charge of the cathode are plotted at the beginning, middle, and end
cycle of each set of simulations with each reaction model [BV/CIET
for [(a), (c), (e)] and [(b), (d), (f)]] and degradation mechanism
[resistive film for [(a), (b)], capacity loss for [(c), (d)], and electrolyte
loss for [(e), (f)]].

The electrode-level behavior of “expansion” and “shift-
ing” of the discharge curves provides us with macroscopic
information on the contributions of the degradation mech-
anisms from kinetic effects or changes in the overpotential
(which can be caused by electrolyte concentration loss or ac-
tive material degradation). Generally, a combination of these
will contribute to the physical degradation of voltage curves.
Through observing the expansions and shifts of the degraded
charge/discharge curve, we can learn about whether degrada-
tion consists of active material degradation or electrochemical
changes in kinetics at the surface.

In capacity loss curves, a linear drop in capacity is ob-
served in Fig. 6, which later rolls over into a steeper capacity
loss curve when more degradation has accumulated. Each
degradation mechanism contributes differently to the terminal
behavior of the capacity. The resistance formation mechanism
and surface blockage mechanism both cause sharp terminating
curves, but the resistive film mechanism is much smoother
than that of the surface blockage mechanism. The electrolyte
loss mechanism has a smooth and nonlinear drop off as the
concentration of electrolyte drops, especially at lower elec-
trolyte concentrations.

The different shapes of these drop offs may be able to
give insight into the dominance of different degradation mech-
anisms from the experimental observation of capacity loss
plots. In addition, a set of simulations where all three models
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FIG. 6. [(a)–(c)] The capacity cutoff for each cycle with respect to the cycle number for BV/CIET is plotted for sets of simulations
with the three separate degradation mechanisms in the first row, while the real relative electrochemical capacity loss from the integrated
degradation current with respect to the cycle number is plotted in the second row in panels [(d), (e)]. For the electrolyte loss model, because
the electrochemical capacity loss is from the anode, we instead plot the prescribed degradation of electrolyte concentration with respect to
cycle number in Panel (f). (g) We plot the capacity loss curve with respect to cycle number for a set of simulations with all three degradation
mechanisms implemented for the two reaction models.

were combined was performed, where it can be seen that the
dominant degradation mechanism tends to override the capac-
ity loss curve (in, this case, the surface blockage mechanism)
in Fig. 6(g).

IV. CONCLUSION

Using the idea of fitness functions in biological popula-
tions, we map this idea to the degradation of battery particles
of varying sizes in a lithium-ion battery. The coevolution of
fitness with reaction and degradation on these battery particles
is modeled as the battery is cycled with the Fokker-Planck
equation, using different intercalation reaction models. For
all reaction models, the fitness function values are found
to grow heterogeneously as the battery is cycled, initially
with formation cycles accumulated onto the battery. After the
formation cycles, degradation accumulates while preferring
smaller particles. The observed heterogeneous degradation
accumulation on the smaller particles from the autocatalytic
behavior between fitness and degradation contributes to the
eventual death of the battery [13]. This overall trend causes
the smaller particles to lose their usable capacity faster and
contribute to the failure of the battery before the larger parti-
cles do.

From our simulations, we also learn that particle-level
degradation mechanisms drive electrode-level behavior of
the system, and the shape of the behavior of electrode-level
current-voltage relations gives insight into which of the degra-
dation mechanisms is most dominant. “Expansion” of voltage
curves can be attributed to changes in reaction kinetics, while
“shifts” of the voltage curves are attributed to active material
degradation or changes in overpotential. Asymmetric effects
between intercalation and deintercalation in the voltage curve
can be attributed to electrolyte loss effects from their stronger

contribution to the reduction reaction. In addition, the shape of
the capacity loss curve gives insight into the mode of degra-
dation that is most dominant. Electrolyte loss has smoother
terminal behavior, while resistive film and surface blockage
all have sharper capacity loss drops.

Future work would extend to experimental validation of
this model. Possible experiments to perform could involve
SEM or TEM imaging experiments on observing degradation
growth on particles from the film thickness dependent on par-
ticle size [67,76]. Small and large particle distributions could
also be mixed to make observations of degradation growth
simpler, so that only two limits of degradation values would
need to be observed and compared.

Such a model of fitness evolution for driven electrochem-
ical reactions can be expanded to systems beyond a simple
Fokker-Planck model. These simple degradation mechanisms
can be applied to porous electrode models [36,37,56] to study
the effect of degradation on the porous electrode scale. The
development of simple, physically driven degradation models
which can be applied to porous electrode scale simulations
can provide support for data-driven modeling of degradation,
aiding solutions to the major challenges in developing and
designing better Li-ion batteries [77].
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APPENDIX A: DERIVATION OF THE MODIFIED
FOKKER-PLANCK EQUATION

The derivation of Fokker-Planck with resistance evolution
in these systems is similar to that of biological evolution
with a fitness landscape. In fact, we expect to see the fitness
effects more strongly as we apply current/voltage to a control
system instead of letting the population evolve naturally as in
genetics. Starting from the Langevin equation, we can derive
the Fokker-Planck equations needed as follows. The Langevin
equation for the filling of a battery particle, assuming no solid
diffusion limitation, is

Vjċ j = −Aj[i j (μ) + Fj (i j )], j = 1 . . . N, (A1)

where V is the total volume of the particle, A is the area
of the particle, c is the concentration of the particle, which
is the site density of the intercalation material scaled by the
maximum site density, c = ρ/ρs,max, i is the reaction rate
caused by the difference between the reservoir potential μres

and the particle potential μ, which is related to the driving
force μ = μres − μ, and F (i) is the random force for par-
ticle j, which depends on the reaction magnitude i by the
fluctuation-dissipation theorem [78,79]. In a battery particle,
we know the volume of a particle scales with the particle size
as Vj ∝ r3

j and the surface area scales with the particle size as
Aj ∝ r2

j , where r j is the radius of a spherical particle. We can
simplify the Langevin equation into

ċ j = − 1

r j
[i j + Fj (i j )], j = 1 . . . N. (A2)

In a reactive system, for j = 1 . . . N particles, every particle
obeys the Langevin equation under a total constraint. Reac-
tions happening directly between the particles are assumed to
be nonexistent [80] and reactions only happen between the
active material particles and the environment.

This constraint is usually some form of constant current
or voltage. For constant current, we expect that

∑
j m j ċeff, j =

Rxnconstraint for applying a current constraint from all particles,
or for constant voltage that μres = μconstraint for all particles i.

If we assume that the probability density of particles in the
system is at f (c), then we can convert this system of Langevin
equations into a Fokker-Planck equation [acknowledging that
the system is not deterministic from the noise term F (i)]
[40,81]. At each concentration variable, we need to take a
small time increment such that we can sum the transition
rates leaving and arriving at the current concentration as the
chemical master equation

f (t + t, c; r) = f (t, c; r) + t
∫ 1

0
p(c − c′, c′) f (t, c′; r)

× W (t, c′, r)dc′ − t
∫ 1

0
p(c′, c)

× f (t, c; r)W (t, c, r)dc′. (A3)

Here, p(x, y) is the transition matrix from state y to x be-
fore dampening the transition probabilities with the fitness.

It needs to be weighed by the changes in the transition state
matrix because there is a modified amount of transitions hap-
pening from the changes in the fitness variable.

The derivation of Fokker-Planck with resistance evolution
in these systems is similar to that of a fitness landscape in ge-
netics. We can start with the chemical master equation, which
comes from the continuum limit of the previous equation to
derive the full Fokker-Planck equation

∂ f (t, c; r)

∂t
=
∫ ∗

dc′ p(c − c′, c′) f (t, c′; r)W (t, c′, r)

−
∫ ∗

dc′ p(c′ − c, c) f (t, c; r)W (t, c, r),

(A4)

and change the integration variable c or c′ to the difference
between these two variables y = c − c′.

We take a Taylor expansion of the system only around the
change of concentration variable y. The Taylor expansion on
the term in the integral returns

p(y, c − y) f (c − y)W (c − y)

= p(y, c) f (c)W (c) − y
∂

∂c
[p(y, c) f (c)W (c)]

y2

2

+ ∂2

∂x2
[p(y, c) f (c)W (c)] + · · · (A5)

We know that there is no flux when there is no concentration
change, so then the zeroth-order term from the expansion is
zero. Thus, only including the first and the second-order term
of the expansion, we see that the chemical master equation
now is converted to the Fokker-Planck equation, which after
moving the integrals into the derivative terms is revealed as

∂ f (t, c; r)

∂t
= − ∂

∂c

[
f (c)W (c)

(∫
dyyp(y, c)

)]

+ 1

2

∂2

∂c2

[
f (c)W (c)

(∫
dyy2 p(y, c)

)]
(A6)

to obtain the Fokker-Planck equation we are familiar with.
For simplicity in notation, we define the first order term as
the reaction rate such that i = ∫ 1

0 dc′c′ p(c′, c) to represent the
driving velocity from the mean in concentration change from
the transition probabilities. The second-order term as D =∫ 1

0 dc′c′2 p(c′, c) represents the fluctuations, or the variance
from the concentration change for the transition probabilities.
From the definition of the intercalation reaction rate and the
definition of a diffusion coefficient explicitly defined above,
we see that

∂ f

∂t
= − ∂

∂c
( f R) + ∂

∂c

[
D

∂

∂c
( f W )

]
, (A7)

where D = kkBT/Nt and k = i/η for a linear form of the
reaction rate mapping to previous electrochemical derivations
of the Fokker-Planck equation. This is the full Fokker-Planck
equation with the resistance evolution terms [28,41,42,49].
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APPENDIX B: GENERAL PROPERTIES
OF THE FOKKER-PLANCK MODEL

Some general properties need to be defined in these sys-
tems. Since we assume there cannot easily be particle size
changes in the system, we see that∫ 1

0
f (t, c; r)dc = g(r), (B1)

which is constant with time as the size distribution g(r) of the
particles. The average over all the volumes for any property x

can be defined as

〈x〉 =
∫∞

0

∫ 1
0 xr3 f (t, c; r)dcdr∫∞

0

∫ 1
0 r3 f (t, c; r)dcdr

=
∫∞

0

∫ 1
0 xr3 f (t, c; r)dcdr∫∞

0 r3g(r)dr
, (B2)

since the volume of each particle is of a different size, which
scales with r3.

APPENDIX C: SECOND-ORDER SOLUTION TO RESISTIVE FILM MODEL

The second-order Taylor expansion to the resistive film model is as below:

i = ī + ∂i

∂R f

∣∣∣∣
R f =0

R f + 1

2

∂2i

∂R2
f

∣∣∣∣
R f =0

R2
f + O
(
R3

f

)

= ī + iR f
∂ ī

∂η
+ R2

f

1

2

[(
∂ ī

∂η

)2

+ i
∂2 ī

∂η2

]
+ O
(
R3

f

)
. (C1)

The ratio between the degraded and nondegraded currents in the second order is given by

i

ī
=
{

1 − R f
∂ ī

∂η
− R2

f

1

2

[
ī−1

(
∂ ī

∂η

)2

+ ∂2 ī

∂η2

]}−1

+ O
(
R3

f

)
. (C2)

The fitness value of the landscape is given by

W (t, c, r, R f ) ≈ 1

r

1

1 − R f
∂ ī
∂η

− R2
f

1
2

(
ī−1
(

∂ ī
∂η

)2 + ∂2 ī
∂η2

) . (C3)

The second-order model is not used in the simulations, but is given as an example to show how higher order terms would be
derived.

APPENDIX D: ANALYTICAL DIFFERENTIAL CONDUCTANCE

The transition state prefactor for the thermodynamically consistent Butler-Volmer equation is

k0(c) = k∗
0 cα[a+(1 − c)]1−α, (D1)

where α is the charge transfer coefficient, a+ is the electrolyte activity coefficient, and k∗
0 is the current rate prefactor. The

analytical differential conductances are reported in the following sections where all values are reported in nondimensionalized
form. In these functions, the exchange current density is actually the fitted prefactor [58] that includes the lumped reaction rate
prefactors. For coupled ion-electron transfer, the formal overpotential is eη f = eη + kBT ln a+

c to satisfy the De Donder relation
[47]. In future equations, it is assumed that the overpotential η is nondimensionalized with the dimensional group e

kBT . In this
series of equations, the helper function is found to be

helper(η f , λ) =
√

λπ

1 + exp (−η f )
erfc

⎛
⎜⎝λ −
√

1 + √
λ + η2

f

2
√

λ

⎞
⎟⎠, (D2)

and the derivative of the helper function with respect to the formal overpotential is found to be

dhelper

dη f
(η f , λ) =

√
π exp (−η f )

√
λerfc
( λ−
√

η2
f +

√
λ+1

2
√

λ

)+ [exp (−η f )+1]η f exp
[
−
(√

η2
f +√

λ+1−λ
)2

4λ

]
√

η2
f +

√
λ+1

[exp (−η f ) + 1]2
. (D3)

In fact, though dhelper
dη f

(η f , λ) is not strictly equal to dhelper
dη

(η f , λ), to the first order approximation of a Taylor expansion, if the
perturbation to the electrolyte concentration and solid concentration at any given time is small, this solution is correct. The
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Model Reaction model i(c) ∂ ī
∂η

Butler-Volmer k0(c){exp (−αη) − exp [(1 − α)η]} −k0(c){α exp (−αη) + (1 − α) exp [(1 − α)η]}
Coupled ion electron transfer k∗

0 (1 − c)[a+helper(−η f , λ) − chelper(η f , λ)] −k∗
0 (1 − c)

[
a+

dhelper
dη f

(−η f , λ) + c dhelper
dη f

(η f , λ)
]

derivation is shown in the following equation:

dhelper

dη
= dhelper

dη f − kBT d ln a+ + kBT d ln c
= dhelper

dη f

[
1 + kBT

d ln a+
dη f

− kBT
d ln c

dη f

]
+ O(a2

(+) ) ≈ dhelper

dη f
. (D4)

We thus use this approximation for most of our solutions, since perturbations to the electrolyte and solid lithium concentrations
are not that large.

The second derivative of the helper function can also be found analytically to be

d2helper

dη2
f

(η f , λ) = − 1

2(e−η f + 1)3

(
− 4

√
πe−2η f

√
λerf

⎛
⎜⎝λ −
√

η2
f + √

λ + 1

2
√

λ

⎞
⎟⎠

+ 2
√

πe−2η f (eη f + 1)
√

λerf

⎛
⎜⎝λ −
√

η2
f + √

λ + 1

2
√

λ

⎞
⎟⎠

+
η2

f (e−η f + 1)2e−
(√

η2
f +√

λ+1−λ
)2

4λ

(
λ −
√

η2
f + √

λ + 1
)

λ
(
η2

f + √
λ + 1
)

+ 2(e−η f + 1)2e−
(√

η2
f +√

λ+1−λ
)2

4λ√
η2

f + √
λ + 1

− 2η2
f (e−η f + 1)2e−

(√
η2

f +√
λ+1−λ

)2
4λ(

η2
f + √

λ + 1
)3/2

+ 4(eη f + 1)η f e−
(√

η2
f +√

λ+1−λ
)2

4λ
−2η f√

η2
f + √

λ + 1

)
. (D5)

Model ∂2 ī
∂η2

Butler-Volmer k0(c){α2 exp (−αη) − (1 − α)2 exp [(1 − α)η]}
Coupled ion electron transfer k∗

0 (1 − c)
[
a+

d2helper
dη2

f
(−η f , λ) − c d2helper

dη2
f

(η f , λ)
]

APPENDIX E: PARTIAL DERIVATIVES

1. Film resistance

For the film resistance model, the partial derivative with
respect to the film resistance can be found as

∂i

∂R f
= ∂i

∂η

∂η

∂R f
= i

∂ ī

∂η
, (E1)

which naturally evokes the value of the differential conduc-
tance. The Taylor expansion of the system with respect to
R f is

i = ī + ∂i

∂R f

∣∣∣∣
R f =0

R f + O
(
R2

f

) = ī + iR f
∂ ī

∂η
+ O
(
R2

f

)
, (E2)

where all derivatives are evaluated at no degradation (we will
neglect the evaluation terms for some future derivatives). By
combining terms and dividing by ī, we see that

i

ī
= 1

1 − R f
∂ ī
∂η

+ O
(
R2

f

)
, (E3)

which gives

W = 1

r

(
1 − R f

∂ ī

∂η

)−1

+ O
(
R2

f

)
. (E4)

For a symmetric Butler-Volmer model, it becomes more
convenient to separate the prefactor effect and the driving
force effect as i = k0(c)h(c, η). Thus, we can expand the
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system as

i

ī
= k0

k̄0

h

h̄
= h

h̄
. (E5)

When linearizing a symmetric Butler-Volmer model, a Taylor
expansion of the driving force term shows that

h(η, i, R f ) = h̄(η)

⎧⎨
⎩
⎡
⎣ ∑

k=2n,n∈N

(αiR f )k

k!

⎤
⎦

+
⎡
⎣ ∑

k=2n+1,n∈N

(αiR f )k

k!

⎤
⎦ coth αη

⎫⎬
⎭. (E6)

We see that to the first order,

W = 1

r
[1 + αi coth (αη)R f ] + O

(
R2

f

)
. (E7)

2. Surface blockage

For the surface blockage model, we separate the reaction
rate effects into the prefactor effects from k0(c) and the re-
action effects from h(η). Similarly to the approximation for
resistance formation (but using h instead of i), a Taylor ex-
pansion can be performed on h(η) with respect to c̃ − 1 so
that

h = h̄ + ∂h

∂ c̃

∣∣∣∣
c̃=1

(c̃ − 1) + O(c̃2) ≈ h̄ + c(1 − c̃)

(c̃ − 1)2

∂μc

∂c

∂ h̄

∂η
.

(E8)

Again, we see a form of differential conductance appear in
this solution, since the differential conductance without the
transition state prefactor can be obtained with the following
relation:

∂h

∂ c̃
= ∂h

∂η

∂η

∂ c̃
= − c

c̃2

∂μc

∂c

∂ h̄

∂η
. (E9)

If we divide both sides of Eq. (E8) by h̄, then we see that the
ratio of the degraded to nondegraded reaction rate without the
prefactor is found to be

h

h̄
≈ 1 + 1

h̄

c(1 − c̃)

c̃2

∂μc

∂c

∂ h̄

∂η
. (E10)

In addition, the effects from k0(c) are shown as

k0(c)

k̄0(c)
= c̃ − c

1 − c
(E11)

for CIET and

k0(c)

k̄0(c)
=
(

c̃ − c

1 − c

)1−α

(E12)

for the BV reaction. Combining the two effects, we see that
the fitness for the surface blockage model is

W ≈ 1

r

(
c̃ − c

1 − c

)n(
1 + 1

h̄

c(1 − c̃)

c̃2

∂μc

∂c

∂ h̄

∂η

)
, (E13)

where n = 1 − α for BV and n = 1 for CIET. The effects of
the latter term can be neglected if we focus on surface effects,

so the approximation is

W = 1

r

(
c̃ − c

1 − c

)n

+ O[(1 − c̃)2]. (E14)

3. Electrolyte loss

For the electrolyte loss model, we operate exactly as we
did in the surface blockage model, separating the reaction into
the prefactor and the driving force components i = k0h for a
Butler-Volmer system. We can separate the contributions from
the transition state (performing a Taylor expansion on c+ − 1)
and the nontransition state effects

h = h̄ + ∂h

∂c+

∣∣∣∣
c+=1

(c+ − 1) + O(c̃2)

≈ h̄ + ∂h

∂η

∣∣∣∣
c+=1

∂η

∂c+

∣∣∣∣
c+=1

(c+ − 1)

= h̄ + kBT

e

∂ ln a+
∂ ln c+

∂ h̄

∂η
(1 − c+). (E15)

For the overpotential for BV, ∂η

∂c+
= − kBT

ec+
∂ ln a+
∂ ln c+

, while for
a coupled-ion electron transfer kinetic system, there is no
dependence on formal overpotential on the electrolyte concen-
tration ( ∂η f

∂c+
= 0). We also define the thermodynamic factor

as ∂ ln a+
∂ ln c+

, which will be used in concentrated solution models
[36]. We see that

h

h̄
=
[

1 + 1

h̄

∂ ln a+
∂ ln c+

kBT

e

∂ h̄

∂η
(1 − c+)

]
, (E16)

and since k0

k̄0
= a1−α

+ , easily

W = a1−α
+
r

[
1 + 1

h̄

∂ ln a+
∂ ln c+

kBT

e

∂ h̄

∂η
(1 − c+)

]
. (E17)

For a coupled-ion electron transfer reaction, a Taylor ex-
pansion needs to be performed directly on the electrolyte
concentration on i since the effect of the electrolyte is con-
voluted throughout the reaction rate. We obtain

i = ī + di

dc+
(c+ − 1) + O[(1 − c+)2], (E18)

where the full derivative of the current with respect to elec-
trolyte concentration is

di

dc+
= ∂i

∂η f

∂η f

∂c+
+ ∂i

∂c+
, (E19)

with the differential conductance seen again. Since there is
no dependence of the electrolyte concentration on the formal
overpotential approximation ( ∂η f

∂c+
= 0), the electrolyte con-

centration dependence purely affects the reduction reaction in
the coupled-ion electron transfer formulation ∂i

∂c+
= ired

c+
∂ ln a+
∂ ln c+

,
where ired = k∗

0 (1 − c)a+helper(−η f , λ) is the reduction con-
tribution to the driving force. For a Stefan-Maxwell formula-
tion, we see that

di

dc+
= iredc−1

+
∂ ln a+
∂ ln c+

, (E20)
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and thus we see that

i

ī
=
[

1 − īred

ī
(1 − c+)

∂ ln a+
∂ ln c+

]
, (E21)

which gives

W = 1

r

[
1 − īred

ī
(1 − c+)

∂ ln a+
∂ ln c+

]
+ O[(1 − c+)2]. (E22)

APPENDIX F: SIMULATION PARAMETERS

An open circuit voltage model from Ref. [82] was used
for the NMC532 solid active material. A constant exchange
current density of k∗

0 = 10 A/m2 for the intercalation reaction,
while the reorganization energy in MHC/Marcus kinetics was
found to be 3.78 kBT [47]. The thermal diffusivity parameter
in the system D0 was set to be 0.05 kBT , and the degradation
reaction formation voltage was set to 4.1 V for all degradation
mechanisms considered [62]. The generalized Butler-Volmer
reaction rate [50] or coupled ion electron transfer reaction
[46] were used to model the electrochemical ion insertion
reaction. A current control system with a C-rate of 1 C was
used in each of the model systems starting at a concentration
of 0.45, charging from 3.7 V to 4.1 V until the battery dies.
Discretizations of 0.002 for the concentration and 10 nm were
used for the radius. A normal distribution with an average of
100 nm and a variance of 100 nm was selected to perform this
set of simulations, which is an abnormally large distribution
used so that a wide variance of particle sizes could be sampled.
For electrolyte, a dilute solution model of 1 M is used. The BV
reaction rate as well as the localized and delocalized electron
limits of CIET were used to study this system, which are
displayed in Appendix A. The fitness values were used with
the approximation from Eq. (14). The scripts used to run this
set of simulations can be found in the public repository [83]
for the different models.

The degradation parameters are listed below. A resistivity
of 1 �m4/C was used in the resistive film simulations for the
film material. The exchange current density of the degradation
reaction for the BV reaction for resistive film formation was
set to 0.04 A/m2, while for the CIET reaction it was set to
0.2 A/m2. The exchange current density of the degradation
reaction k0,deg was set to 0.03 A/m2 for the surface block-
age mechanism reactions. For the electrolyte loss reaction
mechanism, the coefficient for electrolyte loss k was set to
0.003 M/h. The capacity loss and electrolyte loss models
were chosen so that 90% of the original capacity is achieved
roughly at the end of lifetime.

For all degradation models, the total intercalation current
is then found to be

〈Rxnint〉 = d〈c〉
dt

=
∫∞

0

∫ 1
0 cr3 df

dt dcdr∫∞
0 r3g(r)dr

(F1)

integrated over the total volume of the system, where g(r) =∫ 1
0 f (c, r)dc is the constant probability distribution of the

particle sizes. The total degradation current is then similarly

found to be

〈Rxndeg〉 =
∫∞

0

∫ 1
0 cr2idegdcdr∫∞

0 r3g(r)dr
=
∫∞

0 r2〈ideg〉g(r)dr∫∞
0 r3g(r)dr

, (F2)

since in the system, we only calculate the averaged amount
of degradation over all particles of the same size g(r). Thus,
the total applied current in the system is system is found to be
〈Rxnconstraint〉 = 〈Rxnint〉 + 〈Rxndeg〉.

Because the Butler-Volmer reaction grows exponentially
as the overpotential in the system increases, the large values
of the overpotential cause artificial numerical errors to be
introduced because of the magnitude of reaction rates at high
overpotentials. Thus, it becomes necessary to add a damping
function multiplied to the reaction rates at the high over-
potential terms to prevent this from happening, causing the
Fokker-Planck equation to become

∂ f

∂t
= − ∂

∂c
( f iW ζ ) + ∂

∂c

[
D

∂

∂c
( f W ζ )

]
. (F3)

Because the material is not thermodynamically phase separat-
ing, there is a very low density of the population at these high
overpotential concentrations, so the damping function does
not affect the solution of the system. We choose a damping
function

ζ (η, z) = 1
2 {tanh [−(|η| − z)] + 1}, (F4)

where z is the cutoff value for the overpotential, which we
set to z = 8 kBT . This damping function is symmetric with
respect to η = 0 and dampens the overlarge values of reac-

FIG. 7. The percentage errors of the analytical solutions are plot-
ted below for each reaction mechanism and degradation mechanism.

044603-14



POPULATION EFFECTS DRIVING ACTIVE MATERIAL … PHYSICAL REVIEW E 107, 044603 (2023)

tion rate caused by the unphysically high overpotential from
Butler-Volmer.

Because of the difficulty of numerically solving the reac-
tion rate for many implicit solutions as would be required
especially for a model with the resistive film buildup, we
instead turn to our analytical approximations performed in
Appendix E and use the O(3) approximation for the Butler-
Volmer equation in Eq. (12), and the O(2) approximation for
the coupled ion electron transfer solution in Eq. (14) for the
Fokker-Planck Eq. (2). The errors to the numerical approx-
imations are shown in Appendix G. The other degradation
mechanisms of surface blockage and electrolyte loss have
simpler equations to solve and do not need implicit solutions
for the intercalation rates, so their full solutions to Eq. (1)

are used in the simulations. In the full model with all three
degradation models, since it is necessary to solve the implicit
reaction rate, we apply the approximations to the fitness func-
tion in Eqs. (22) and (23).

APPENDIX G: NUMERICAL ERROR

The O(4) error for the Butler-Volmer resistance reaction
or the O(2) error for the other reaction rates and degradation
mechanisms are shown in Fig. 7 for the approximate solutions
to the analytical solutions. The exact degradation mechanisms
are simulated for the surface blockage and the electrolyte loss
solutions, but the error of the analytical solutions are provided
for reference.
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