PHYSICAL REVIEW E 107, 044209 (2023)
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We uncover the emergence of distinct sets of multistable chimera states in addition to chimera death and
synchronized states in a smallest population of three globally coupled oscillators with mean-field diffusive
coupling. Sequence of torus bifurcations result in the manifestation of distinct periodic orbits as a function of the
coupling strength, which in turn result in the genesis of distinct chimera states constituted by two synchronized
oscillators coexisting with an asynchronous oscillator. Two subsequent Hopf bifurcations result in homogeneous
and inhomogeneous steady states resulting in desynchronized steady states and chimera death state among the
coupled oscillators. The periodic orbits and the steady states lose their stability via a sequence of saddle-loop
and saddle-node bifurcations finally resulting in a stable synchronized state. We have generalized these results
to N coupled oscillators and also deduced the variational equations corresponding to the perturbation transverse
to the synchronization manifold and corroborated the synchronized state in the two-parameter phase diagrams
using its largest eigenvalue. Chimera states in three coupled oscillators emerge as a solitary state in N coupled

oscillator ensemble.
DOI: 10.1103/PhysRevE.107.044209

I. INTRODUCTION

The chimera state is a partially synchronized state, charac-
terized by coexisting coherent and incoherent domains arising
out of an ensemble of identical oscillators, which has attracted
humongous attention for more than a decade. Kuramoto and
Battogtokh first observed the intriguing behavior of coexist-
ing domains of frequency entrained oscillators and oscillators
with distributed frequencies in a network of nonlocally cou-
pled phase oscillators in 2002 [1]. Later, in 2004 Abrams
and Strogatz named it as a “chimera state” [2]. Since then,
extensive investigations have been carried out in identifying
distinct types of chimera state under various coupling config-
urations [3]. Initially, it was believed that nonlocal coupling
is deemed to be a necessary condition for the onset of the
chimera states. However, later investigations extended this
phenomenon to global coupling [4,5], local coupling [6,7],
star networks [8], time-varying coupling [9,10], and even
more to hierarchical connections [11,12]. Further, chimera
states are not specific to simple network topologies but are
also found to manifest in a large class of complex networks
including random and scale-free networks [13]. Chimera
states have also been explored in two-dimensional [14,15],
three-dimensional [16], and multilayer networks [17,18]. The
investigations on chimera states have revealed distinct types
of chimera states including amplitude chimera [19], ampli-
tude mediated chimera [20], breathing chimera [21], traveling
chimera [22], alternating chimera [23], itinerant chimera [24],
imperfect chimera [25], spiral wave chimera [26], chimera
death [41], and so on.
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The genesis of chimera states is not just limited to an
ensemble of oscillators. The notion of chimera has also been
extended to a minimal network of oscillators and oscillator
populations. Ashwin and Burylko proposed the notion of
weak chimera, a type of invariant set, in a minimal network of
coupled phase oscillators and suggested that weak chimeras
may be responsible for organizing the dynamics of more gen-
eral chimera states [27]. This work has seeded the momentum
on investigations exploring the emergence of chimera states in
smallest possible networks and their relevance to the genesis
of more general chimera states. Chimera states are also found
in two populations of two phase oscillators each with different
interpopulation and intrapopulation coupling strengths [28].
It has also been shown that the bifurcations that facilitate
the onset of chimera state in two smallest populations are
similar to those observed in the continuum limit. Different
types of chimera states such as local chimera, global chimera,
amplitude chimera, and the multistability between them have
also been shown in two populations of two oscillators each
with the same inter- and intrapopulations coupling strengths
but with a frequency mismatch between the populations [29].
Chimera states have also been reported in globally coupled
three oscillators entitled smallest chimera states [30]. Interest-
ingly, the coexisting state where one of the two symmetrically
coupled identical oscillators settled at nearly periodic oscilla-
tion and the other at chaotic oscillation has also been reported
as a chimera state [31]. Remarkably, smallest chimera states
have also been reported experimentally in coupled pendula
[25,29,32], optoelectronic oscillators [S], and semiconductor
lasers [33-35].

In this paper, we consider N = 3 globally coupled oscil-
lators with a mean-field diffusive coupling and unravel the
emergence of distinct chimera states, chimera death state,
and synchronized state along with a glossary of multistable
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states among them. We elucidate a rich variety of bifurcation
transitions as a function of the coupling strength using the
one-parameter bifurcation diagrams. In particular, three suc-
cessive torus bifurcations lead to the manifestation of three
distinct stable periodic orbits from quasiperiodic oscillations,
which in turn lead to the genesis of three distinct chimera
states. Here, the chimera states are comprised of two synchro-
nized oscillators coexisting with an asynchronous oscillator.
Further, the onset of a homogeneous stable steady state via a
Hopf bifurcation in a certain range of the coupling strength
results in desynchronized steady states among the coupled
systems. Furthermore, the onset of a second stable steady
state, resulting in inhomogeneous steady states, via a sec-
ond subsequent Hopf bifurcation leads to the manifestation
of a chimera death state, where two oscillators populate the
same steady state while the third oscillator populates a dif-
ferent steady state. Eventually, the periodic orbits and the
steady states lose their stability subsequently via a sequence
of saddle-loop and saddle-node bifurcations as the coupling
strength is increased further finally resulting in the synchro-
nized state. Different sets of the observed dynamical states
coexists in different ranges of the coupling strength bounded
by distinct bifurcation scenarios. We show a rich variety of
multistable states among the observed collective dynamical
states in the two-parameter phase diagrams. We also deduce
the variational equations corresponding to the perturbation
transverse to the synchronization manifold in N coupled oscil-
lators and corroborate the region of synchronized state in the
two-parameter phase diagrams using its largest Lyapunov ex-
ponent (master stability function). Interestingly, the chimera
states in the N = 3 oscillator population emerge as distinct
solitary states in N = 100 oscillator population via similar
bifurcation transitions as in N = 3 population. The governing
equation of motion corresponding to the solitary state with
appropriately perturbed initial conditions results in a stable
solitary state.

The plan of the paper is as follows. In Sec. II, we provide
a brief discussion on the model that we have considered. In
Sec. III, we discuss the emergent collective dynamical states,
namely four distinct chimera states along with a synchronized
state and multistabilities among them by numerically solving
the coupled oscillators. In Sec. IV, we discuss the dynamical
transitions in the two-parameter phase diagrams. In Sec. V,
we extend our analysis to N = 100 coupled oscillators to
generalize the observed results. Finally, we summarize our
results in Sec. VL.

II. MODEL

We consider the following system of N globally coupled
Rossler-like oscillators coupled via the mean-field diffusive
coupling represented as

Xi=—wo(l —a(xf +37))yi—z+eX —x), (la)
51 = o1 — a2 D) + ax. )
Zi=b+(x—0o)z, (1c)

where X = 1/N vazl Xi, wp 1s the natural frequency, « is the
nonisochronocity parameter, and a, b, and c are the system pa-

rameters. The uncoupled systems are the paradigmatic Rossler
systems when o = 0. The role of nonisochronocity parameter
o on the dynamics of the uncoupled and coupled Rossler-
like system has been reported in detail in Ref. [36]. The
Rossler-like system has been employed earlier to demonstrate
phase-flip transition [37]. Mechanism for intensity-induced
chimera states in globally coupled oscillators has also been
explored using the Rossler-like system [38]. The presence of
intensity-dependent self-interaction terms in the Rossler-like
system results in increase in the number of fixed points and
consequently multistable attractors in the phase space thereby
resulting in the coexistence of distinct collective states based
on the initial conditions. Suppression of chaos through cou-
pling to an external chaotic system has been reported using the
Rossler-like system [39]. Chimera states in the star network of
Rossler-like system have also been reported by Meena et al.

[8].

III. NUMERICAL RESULTS

We limit N = 3 coupled oscillators to elucidate the emer-
gence of a rich variety of chimera states in the smallest
possible network. We numerically solve the coupled os-
cillators (1) using the Runge-Kutta fourth-order integration
scheme with a step size of 4 = 0.01. The natural frequency is
fixed as wp = 1.0 and the nonisochronocity parameter as o =
0.01. Other parameters are fixed asa = 0.2,b=1.7,and ¢ =
5.7. We start with analyzing one-parameter bifurcation dia-
grams and the involved dynamical transitions. One-parameter
bifurcation diagrams, obtained using XPPAUT [40], are de-
picted in Fig. 1 in four different ranges of the coupling
strength to view the bifurcation transitions clearly. Unfilled
symbols correspond to unstable periodic orbits. Lines con-
nected by filled symbols correspond to stable periodic orbits.
Dashed and solid lines correspond to unstable and stable
steady states. Vertical dotted-dashed lines demarcate distinct
collective dynamical regions.

One-parameter bifurcation diagram in the range of € €
[0,0.12] is depicted in Fig. 1(a). Unstable periodic orbits
become stable periodic orbits through a successive torus bi-
furcations. Unstable synchronized oscillatory state (unfilled
diamonds) manifests as a stable synchronized oscillatory state
(lines connected by filled diamonds) for a sufficiently large
coupling strength [see Fig. 1(d)]. The stable quasiperiodic os-
cillation coexisting with the unstable periodic orbit, indicated
by unfilled circles, loses its stability via a torus bifurcation T}
at ¢ = 0.072 [see Fig. 1(b)] giving rise to a stable periodic
oscillation, indicated by the line connected by filled circles.
The quasiperiodic oscillation accompanied by the unstable
periodic orbit, indicated by unfilled triangles, loses its stability
via a second torus bifurcation T, at ¢ = 0.1 giving rise to
a stable periodic oscillation, indicated by the line connected
by filled triangles. Similarly, the quasiperiodic oscillation co-
exists along with the unstable periodic orbit, indicated by
unfilled squares, loses its stability via a third torus bifurcation
Tz at € = 0.15 [see Fig. 1(b)] giving rise to a stable periodic
oscillation, indicated by the line connected by filled squares.
Unstable steady states (indicated by dashed and dotted lines)
manifest as stable steady states (indicated by solid black and
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FIG. 1. One-parameter bifurcation diagrams, obtained using XXPAUT software, elucidating the dynamical transitions in different ranges
of the coupling strength. (a) ¢ € (0,0.12], (b) ¢ € [0.12, 0.25], (c) ¢ € [0.25,0.75], and (d) € € [0.75, 2.25]. Unfilled circles, triangles,
squares correspond to unstable periodic orbits that become stable periodic orbits, lines connected by filled symbols, through successive torus
bifurcations. The unfilled diamonds correspond to unstable synchronized oscillatory state which gives rise to stable synchronized oscillatory
state for a sufficiently large coupling strength. Dashed and solid lines correspond to unstable and stable steady states.

red lines) via the Hopf bifurcations H; at ¢ = 0.14 and H; at
& = 0.155 [see Fig. 1(b)].

The time traces of the periodic orbits of the uncoupled
Rossler-like oscillators (1) for the above choice of parameters
are depicted in Fig. 2(a). It is evident from the figure that all
the three oscillators evolve independent of each other. Three
different quasiperiodic oscillations of all the three oscillators
are depicted in Figs. 2(b)-2(d) for ¢ = 0.02, 0.04, and 0.05,
respectively, for appropriate initial conditions. The insets in
Figs. 2(b) and 2(d) are shown to elucidate that the oscilla-

70 80 ¢ 90 100 70 80 ¢ 90 100

FIG. 2. The time traces of the three coupled Rossler-like
oscillators (1), depicted using three different line types, for dif-
ferent values of the coupling strength. (a) Periodic orbit for ¢ =
0.0, (b) Desynchronized quasiperiodic states (D1) for ¢ = 0.02,
(c) Desynchronized quasiperiodic states (D2) for ¢ = 0.04, and
(d) Desynchronized quasiperiodic states (D3) for ¢ = 0.05.

tors indeed evolve independently on the quasiperiodic orbits
without any correlations. The desynchronized quasiperiodic
oscillations in Figs. 2(b)-2(d) are denoted as D1, D2, and D3,
respectively. All the three distinct quasiperiodic oscillations
coexist in the region R; of the one-parameter bifurcation di-
agram [see Fig. 1(a)] in the range of the coupling strength
¢ € (0.0,0.072). All the oscillators evolve asynchronously
in the region R;. However, there is a manifestation of a
stable periodic orbit in all the three oscillators due to the
torus bifurcation T; at ¢ = 0.072 and as a consequence mul-
tistable states emerge in the region R, in the range ¢ €
[0.072, 0.1). In particular, one can observe desynchronized
states of quasiperiodic oscillations D2 and D3 and chimera
state C1 depending on the choice of initial conditions. The
chimera state C1 is illustrated in Fig. 3(a) for ¢ = 0.2, where
two oscillators are synchronized to the same stable periodic
orbit while the third oscillator evolves independently on a
different periodic orbit. Note that each oscillator has a distinct
stable periodic orbit due to T;. We coined the dynamical
state depicted in Fig. 3(a) as a chimera state in the same
vein as reported in Ref. [29]. It is to be noted that the
coherent and incoherent domains constituting the chimera
state reported by Maistrenko et al. in Ref. [29] has distinct
frequencies. However, here it is evident from Fig. 3(a) that
the coherent and incoherent domains are oscillations with
clearly distinct amplitudes constituting amplitude chimera.
The distinct chimeras reported in this paper are indeed am-
plitude chimeras [41-43], which are hereafter referred to as
simply chimera throughout the paper. Analogously, stable
chimera characterized by distinct phases but with the same
frequency of the phase oscillators has also been reported
[44,45]. The chimera state reported here can also be viewed
as a solitary state [46-50]. C1, D2, and D3 coexists in the
region R;.
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FIG. 3. The time traces of the three coupled Rossler-like os-
cillators (1), depicted using three different line types, for different
values of the coupling strength. (a) Chimera state (C1) for ¢ = 0.2,
(b) chimera state (C2) for ¢ = 0.2, (¢) chimera state (C3) fore = 0.2,
(d) desynchronized steady states (D4) for ¢ = 0.4, (e) chimera death
state (C4) for ¢ = 0.4, and (f) synchronized state (S) for ¢ = 2.5.

In the region Rs, in the range ¢ € [0.1, 0.15), there emerges
a chimera state C2 in addition to the chimera state C1 at
the cost of D2 due to the torus bifurcation T, at ¢ = 0.1.
Consequently, C1, C2, and D3 coexists in the region Rj.
The chimera state C2, characterized by two synchronized
oscillators evolving on the same periodic orbit and a desyn-
chronized oscillator evolving on a different periodic orbit,
is depicted in Fig. 3(b) for ¢ = 0.2. The Hopf bifurcation
H; at ¢ = 0.14 switches the unstable steady state (indicated
by dashed line) to a stable steady state (solid black line).
Hence in the region Ry [see Fig. 1(b)], enclosed between the
Hopf bifurcation H; and the torus bifurcation T3 in the range
g € [0.14,0.15), one can observe additional desynchronized
steady states, represented as D4, [see Fig. 3(d) depicted for
e = 0.4], where all the three oscillators populate different
steady states. The chimera states C1 and C2, and the desyn-
chronized states D3 and D4 coexist in the region R4. Third
torus bifurcation at & = 0.15 results in a third stable periodic
orbit for each oscillator and consequently, chimera state C3
emerges at T3. The chimera state C3 is depicted in Fig. 3(c) for
& = 0.2. Chimera states C1, C2, and C3, and the desynchro-
nized state D4 coexist in the multistable region Rs enclosed
by the torus bifurcation T3 and the second Hopf bifurcation
H; in the range of ¢ € [0.15, 0.155) [see Fig. 1(b)].

The second Hopf bifurcation H, at & = 0.155 switches the
unstable steady state (indicated by dotted line) to stable steady
state (solid red line). As a consequence, one can observe a
chimera death state, represented as C4, where two oscillators

populate the same steady state while the third oscillator pop-
ulate a different steady as depicted in Fig. 3(e) for ¢ = 0.4.
Chimera states C1, C2, and C3, chimera death state C4 and the
desynchronized state D4 coexist in the region R¢ enclosed by
the Hopf bifurcation HB, and a saddle-loop bifurcation SL; in
the range of ¢ € [0.155, 0.23) [see Figs. 1(b) and 1(c)]. Note
that one of the three periodic orbits, appeared via T, loses its
stability via the saddle-loop bifurcation SL; at ¢ = 0.23 and
consequently, the chimera state C2 loses its stability. Hence,
in the region R; enclosed by the saddle-loop bifurcations
SL; and SL; in the range of ¢ € [0.23, 0.31), the collective
states C1, C3, C4, and D4 coexist. Further, one of the two
stable periodic orbits, appeared via Ty, loses its stability at the
second saddle-loop bifurcation SL, at ¢ = 0.31 resulting in
destabilization of the chimera state C1. Hence, the multistable
states C3, C4, and D4 coexist in the region Rg bounded by
the saddle-loop bifurcation SL, and a saddle-node bifurcation
SN; [see Fig. 1(c)]. The stable steady state appeared via the
Hopf bifurcation H, loses its stability via a saddle-node bi-
furcation SN at ¢ = 0.785 and as a consequence the chimera
death state C4 loses its stability simultaneously at SN;. Hence,
only C3 and D4 coexists in the region Rg in the range of ¢ €
[0.785, 1.5). Furthermore, the stable periodic orbit, appeared
via T3, loses its stability via a third saddle-loop bifurcation
SL3, and as a result the chimera state C3 also loses its stability.
However, the unstable synchronized periodic orbit, indicated
by unfilled diamond, attains stability simultaneously at SLj.
Consequently, the synchronized state, denoted by S, coexists
with the desynchronized steady states D4 in the region Rjg
in the range of ¢ € [1.5,2.11) [see Figs. 1(c) and 1(d)]. The
steady state, stabilized via H;, is destabilized via a second
saddle-node bifurcation SN, at ¢ = 2.11 and hence the syn-
chronized state alone persists for & > 2.11. The time trace of
the synchronized state is depicted in Fig. 3(f) for ¢ = 2.5

IV. GLOBAL DYNAMICAL TRANSITIONS

Two-parameter bifurcation diagrams are depicted in Fig. 4
in the (g, o) parameter space for different ranges of the cou-
pling strength as in the one-parameter bifurcation diagrams to
elucidate the global dynamical transitions clearly. The non-
isochronocity parameter is varied in the range o € (0, 0.02)
in all the four two-parameter phase diagrams. Distinct mul-
tistable regions, R; to Rys, are depicted with different color
shades along with their boundaries. The multistable regions
R; to Ryg are exactly the same as depicted and discussed in
the one-parameter bifurcation diagrams (see Figs. 1). Two-
parameter bifurcation diagram in the range of « € (0.0, 0.12]
is depicted in Fig. 4(a). For o & (0.0, 0.012), there is a tran-
sition from R; to synchronized oscillatory state in depicted
range of the coupling strength. There is a transition from R; to
Rs (multistable region among D4, C4, and S) in the range of
a ~ [0.012, 0.15) as a function of ¢. Transition from R; to R5,
R; to R3 viaR;,, R| to R3, R to R; via R;; (multistable region
among C2, D1, and D3), R; to R;;, and R to Ry, (multistable
region among C2, C3, and D1) via Ry, are observed sequen-
tially in appropriate ranges of the nonisochronocity parameter
as a function of the coupling strength.

Two-parameter bifurcation diagram in the range of o €
[0.12, 0.24] is depicted in Fig. 4(b). Synchronized state and
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FIG. 4. Two-parameter phase diagrams in the (e, o) parameter space. The nonisochronocity parameter is varied in the range o € (0, 0.02)
in all the four two-parameter bifurcation diagrams. (a) ¢ € (0, 0.12], (b) ¢ € [0.12, 0.25], (c) ¢ € [0.25,0.75], and (d) ¢ € [0.75, 2.25]. Refer
text for the details on the distinct collective dynamical states comprising the distinct multistable regions R to Ryg.

the multistable region R;s is observed in the entire explored
range of ¢ in the same range of « as in Fig. 4(a). The mul-
tistable regions R,-R7 and Rj;-Rj¢ are observed in the two
phase diagram [see Fig. 4(b)] as domains of various sizes and
shapes. The multistable region R, has coexisting C2, C3, and
D1 states, while the states C2, C3, and D3 coexist in R3. Sim-
ilarly, multistability between C1, C2, C3, and D4 are observed
in Ry4 and that between C2, C3, C4, and D4 are observed
in Rj¢. Synchronized state and the multistable region Rjs
emerges for small values of « in the range of ¢ € [0.25, 0.75]
[see Fig. 4(c)]. The multistable region Rg occupies a large
region of the parameter space in the two phase diagram. The
region R; extends from Fig. 4(b) to Fig. 4(c) to a small
range of . The region Ry forms the rightmost boundary in
Fig. 4(c) for larger values of o, which occupies a large region
of the parameter space in the two-parameter phase diagram in
Fig. 4(d) in the range of ¢ € [0.75, 2.25]. Synchronized state,
monostable region C3, multistable regions Rjo and R;s are
also observed in appropriate domains in the two-parameter
phase diagram.

V. COLLECTIVE DYNAMICAL STATES OF N COUPLED
OSCILLATORS AND THEIR STABILITY

In this section, we extend our investigation to N = 100
coupled oscillators and explore whether the observed dynam-
ical states in N =3 coupled oscillators can also manifest
in a large collection of oscillators. At first, we deduce

the variational equations for the synchronized state (x; =
X, yi=y2 =2),i=1,...,N using the celebrated master
stability formalism. The perturbations to the synchronized
state of all the N oscillators can be represented as (x; =
x+n,yi=y+&,z =z+¢), where n;, &, and ¢; are very
small perturbations to the i-th oscillator. The evolution equa-
tions corresponding to the perturbations can be obtained as

i = —wo(& — a(x® + 3y1)E — a2xyn;)
c N
-4+ N ;(nk =),

& = wo(n; — a(3x” + y*)n; — a2xy§;) + ak;,
& =X + 7 — g
Now, with the transformation (1, €, ¢) = (Z?’:l nj, Zyzl &,

21;;1 £;), the evolution equations for the perturbations paral-
lel to the synchronization manifold can be written as

0= —wo(§ — a(x® +3y*)E — a2xyn) — ¢,

§ = wo(n — a(3x* +y*)n — a2xy§) + as,

¢ =x{+n—ct.
Note that the transformations correspond to the eigenvectors
of the evolution equations for the perturbations corresponding

to the zero eigenvalue. The evolution (variational) equa-
tions for the perturbations transverse to the synchronization
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manifold can be obtained as
7 = —woE* — a(® +3y)E" —a2xyn*) — * —enf,
EX = wo(n* — a(3x® + y)n* — a2xyE) + ak’,
é'.k =x§k +an —cg“k,

where (0", &5 = —m.&—&.4—0), k=
2,3,...N. The eigenvalues of the variational equa-
tions determine the stability of the synchronized state. The
synchronization manifold is stable if the largest eigenvalue of
the variational equations is negative and it will be unstable
even if one of the eigenvalues turnout to be positive. The
above stability criterion is valid for any N and consequently
the region of stable synchronized state in the two-parameter
phase diagrams (see Fig. 4) for N = 3 is also corroborated
from the largest eigenvalue of the corresponding variational
equations. In particular, the stable synchronized regions
below the solid black lines in Figs. 4 are also corroborated
from the value of the largest eigenvalue of the variational
equations.

It is to be noted that the chimera states in N =3 cou-
pled oscillators manifest as a solitary state for N > 3. Note
that only one of the oscillators evolves asynchronously from
the rest of two synchronized oscillators constituting chimera
state for N = 3. Analogously, choosing N — 1 oscillators as
synchronous oscillators and Nth as asynchronous one for the
case of N oscillators, the resulting self-organizing dynamics
turns out to be a solitary state. The evolution equations for the
N — 1 synchronized oscillators can be represented as

Xy = —a)o[l — ot()cs2 + yf)]ys —zs+ &g —x5), (2a)
¥s = wo[1 — a(x} +y7)]x, + ay,, (2b)
Zs = b+ (x, — )z, (20)

and that corresponding to the desynchronized oscillator can
be written as

Xq = —wo[l — ot(xﬁ —l—yfl)]yd —za + (N — D)é(xy — xq),
Vg = wo[l — oz(xj +y§)]xd + ayy,
Za = b+ (x4 — ¢)za,

which together constitute the evolution equations correspond-
ing to the solitary state [46-50]. Here for convenience we
represent  as €.

The one-parameter bifurcation diagrams of the evolution
equations corresponding to the synchronized oscillators, ob-
tained using the XPPAUT software, are depicted in Figs. 5(a)
and 5(b) in the range of the coupling strength & € [0, 0.1)
and & € [0.1, 1.1], respectively. The symbols are similar to
those discussed in Fig. 1. Only quasiperiodic oscillations are
observed in the range of & € [0, 0.005). Three torus bifurca-
tions at T;, T,, and T3 result in three stable periodic orbits
as observed in Fig. 1 for N = 3 oscillators. Consequently,
N — 1 oscillators have a stable synchronized periodic orbit
in the range of & € [0.005,0.075), while the Nth oscillator
evolve independently (which is not depicted here) constituting
the solitary state S;, a monostable state in the range of & €
[0.005, 0.075). The second torus bifurcation T, at & = 0.075
results in a distinct stable synchronized periodic orbit in the
range of & € [0.075, 0.25) leading to a distinct solitary state
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FIG. 5. One-parameter bifurcation diagrams of the evolution
equation (2) corresponding to the N — 1 synchronized oscillators,
obtained using XXPAUT software, elucidating the dynamical transi-
tions in different ranges of the coupling strength (a) & € [0, 0.1]
and (b) & € [0.1, 1.1]. The symbols are similar to those discussed
in Fig. 1.

S,. Note that both S; and S, coexist in the latter range of the
coupling strength due to the two distinct stable periodic orbits
available for the N — 1 oscillators. The third torus bifurcation
T3 at & = 0.25 results in the third stable periodic orbit and
consequently the solitary state S;. The stable periodic orbit
manifested by T, loses its stability via a Hopf bifurcation H;
at & = 0.31 resulting in a stable synchronized steady state for
& > 0.31 (indicated by red solid line) leading to the onset
of the fourth solitary state S4. Si, Sy, and Sz coexist in the
range of & € [0.25,0.31). Similarly, the stable periodic orbit
manifested by T loses its stability via a second Hopf bifurca-
tion H, at &€ = 0.41 resulting in a second stable synchronized
steady state for £ > 0.41 (indicated by black solid line) lead-
ing to the emergence of fifth solitary state Ss. Sy, S3 and S4
coexist in the range of & € [0.31, 0.41), while S3, S4, and Ss
coexist in the range of £ € [0.41, 1.1).

The spatiotemporal plot of the solitary state S; is depicted
in Fig. 6(a) & = 0.35. The synchronized domain is a synchro-
nized oscillatory state, while the state of the independently
evolving asynchronous oscillator is also an oscillatory state
oscillating with a very small amplitude of oscillation. Note
that the initial conditions for the N — 1 oscillators are ran-
domly perturbed synchronized state (xg,ys, z;) and that for
the Nth oscillator is the perturbed state of (x4, yg4, z4) [see
Fig. 6(b)] to realize the solitary state from the N coupled oscil-
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FIG. 6. Solitary state S; for N = 100 coupled oscillators for & =
0.35. (a) Spatiotemporal plot, (b) distribution of initial conditions,
and (c) snapshot of the spatiotemporal plot.
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FIG. 7. Solitary state S5 for N = 100 coupled oscillators for &€ =
0.8. (a) Spatiotemporal plot, (b) distribution of initial conditions, and
(c) snapshot of the spatiotemporal plot.

lators. The snapshot of the spatiotemporal plot of the solitary
state S; is depicted in Fig. 6(c). The spatiotemporal plot of
the solitary state Ss is depicted in Fig. 7(a) & = 0.8, where
the synchronized state is a stable steady state induced by the
Hopf bifurcation H, [see Fig. 5(b)] and the independently
evolving asynchronous oscillator is also in its steady state.
The perturbed initial conditions from the synchronized state
is depicted in Fig. 7(b) and the snapshot of the solitary state
Ss is depicted in Fig. 7(c). We refrain from providing the spa-
tiotemporal plots of other solitary state to avoid redundancy.

VI. SUMMARY AND CONCLUSIONS

We have considered a smallest population of three globally
coupled Rossler-like oscillators with the mean-field diffu-
sive coupling. We have unraveled distinct types of chimera
states including chimera death and synchronized states as the
coupling strength is varied. In particular, there exists a rich
variety of distinct sets of multistability among the observed
collective dynamical states in different ranges of the coupling
strength bounded by distinct set of bifurcation scenario. There
exist three distinct quasiperiodic orbits for small coupling
strengths, which eventually manifest as stable periodic orbits
through successive torus bifurcations. The three distinct peri-
odic orbits lead to the genesis of three different chimera states,
which coexist with desynchronized quasiperiodic oscillatory
states in appropriate ranges of the coupling strength. The
chimera state is characterized by the coexistence of two syn-
chronized periodic oscillators and an asynchronous periodic
oscillator. Further, two unstable steady states are stabilized
via two subsequent Hopf bifurcations, which results in the

manifestation of desynchronized steady states due to the ho-
mogeneous steady state, and chimera death state due to the
onset of inhomogeneous steady states. The chimera death state
is constituted by two oscillators that populate the same steady
state while the third oscillator populates a different steady
state, which we observe in the smallest population of three
coupled oscillators. The periodic orbits and the steady states
lose their stability through a sequence of saddle-loop and
saddle-node bifurcations resulting in the synchronized state
as the only stable state for large coupling strengths in the one
parameter bifurcation diagram. Different sets of multistability
among the observed dynamical states are found in the distinct
ranges of the coupling strength bounded by distinct bifurca-
tions. Two-parameter phase diagrams exhibit a rich variety of
multistable states.

We have also extended our investigation for N = 100
oscillators to generalize the observed dynamical states. In-
terestingly, we found that the chimera state in three coupled
oscillators emerges as the solitary states in an ensemble
of oscillators with N > 3. We have deduced the variational
equations corresponding to the perturbation transverse to the
synchronization manifold using the master stability formalism
and corroborated the synchronized state in the two-parameter
phase diagrams using its largest eigenvalue. We have also
pointed out that one can have distinct types of solitary states
depending on the periodic attractors and the steady states. We
strongly believe that the results of this paper enrich our knowl-
edge on the admissible collective dynamical states and a rich
variety of multistable states even in a smallest population of
three coupled oscillators. Moreover, chimera states are found
to have strong resemblance to the neural patterns and hence
the multistable chimera states observed in this paper may form
the basis for the cognitive behavior of the brain.
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