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From a microscopic solution to a continuum description of active particles
with a recoil interaction in one dimension
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We consider a model system of persistent random walkers that can jam, pass through each other, or jump apart
(recoil) on contact. In a continuum limit, where particle motion between stochastic changes in direction becomes
deterministic, we find that the stationary interparticle distribution functions are governed by an inhomogeneous
fourth-order differential equation. Our main focus is on determining the boundary conditions that these distri-
bution functions should satisfy. We find that these do not arise naturally from physical considerations, but they
need to be carefully matched to functional forms that arise from the analysis of an underlying discrete process.
The interparticle distribution functions, or their first derivatives, are generically found to be discontinuous at the

boundaries.
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I. INTRODUCTION

A central goal in statistical mechanics is to understand how
microscopic fluctuations affect the macroscopic behavior of
many-body systems. For assemblies of particles in thermal
equilibrium with their environment, the procedure is very well
established. Working upwards from the microscopic scale, the
Boltzmann distribution combined with the principle of de-
tailed balance allows both static and dynamic properties to be
predicted [1]. At the mesoscale, one can appeal to free-energy
minimization and the fluctuation-dissipation theorem to the
same ends [2].

For nonequilibrium systems, the corresponding “bottom-
up” and “top-down” approaches are still under development,
particularly in the context of active matter formed of internally
driven particles that seek to maintain a persistent motion [3].
The top-down approach is perhaps more straightforward, and
it works in the spirit of Landau free-energy theory by appeal-
ing to a low-order expansion in the physical fields of interest
with the addition of physically motivated noise to gain insights
into the dynamics [4,5]. However, in this approach one loses
connection to the properties of individual particles and in par-
ticular how they contribute to the noise. By working from an
explicit microscopic model, the bottom-up approach furnishes
the information that a top-down approach cannot provide, at
the expense of extra difficulty (see, e.g., [6—10]). One way to
address this difficulty is to start with a Langevin or Fokker-
Planck equation that describes a single particle’s motion in
response to a coarse-grained density field. A self-consistent
formulation then arises by integrating over an assembly of
particles to obtain the density field [11].
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In this work, we focus on the construction of equations that
appropriately describe the stochastic dynamics of interacting
active particles at the microscopic scale, these lying at the
heart of any bottom-up approach. Persistent particles, that
is, those that attempt to maintain a constant velocity over
extended times, serve as a paradigm for out-of-equilibrium
matter, with a range of applications from heat transport in
turbulent fluids [12] and assemblies of self-phoretic parti-
cles, motile microorganisms such as Escherichia coli, and
macro-organisms like birds and fish [5,13-17]. Specifically,
we consider a model system, introduced in [18], where per-
sistent hard-core particles may jam, pass through each other,
or recoil on contact, and we find that there are many sub-
tleties relating to the boundary conditions in the continuum
limit.

The properties of a single persistent particle are by now
well understood (see, e.g., [19-28]). Here we focus on run-
and-tumble motion, which is inspired by that of the E. coli
bacterium. It comprises runs in a fixed direction for a time
that is drawn from a roughly exponential distribution [29,30],
after which a new direction emerges through the bacterium
tumbling (i.e., rotating) for some period of time [31]. In one
dimension, a persistent particle that undergoes velocity re-
versals as a Poisson process is described by the telegrapher
equations [32-34], and the stationary distribution of particle
positions can be found by appealing to flux balance condi-
tions [35].

Understanding the consequences of interactions between
persistent particles at the microscopic scale has been more
challenging. Perhaps the simplest interaction is hard-core ex-
clusion, which in passive (equilibrium) systems serves only to
reduce the volume available to particles to explore: the statis-
tical weights of the accessible microstates remain unchanged.
By contrast, a hard-core repulsion between persistent particles
induces an effective attraction [36], which can lead to particles
clustering [37—41], consistent with the prediction of motility-
induced phase separation [42].
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So far, exact results have been obtained only for two
particles with a hard-core exclusion interaction. These in-
clude the statics and dynamics of the interparticle distribution
function when tumbling is instantaneous [36,43] and also in
the presence of additional thermal noise [44]. The station-
ary interparticle distribution function is also known when
tumbling lasts for a finite time drawn from an exponential
distribution [45]. The general many-body problem remains
challenging. Although it is straightforward to generalize the
telegrapher equations to multiple particles, it is not obvious
what boundary condition corresponds to a hard-core exclusion
constraint. While it is clear that the spatial particle current
must vanish at points of contact, due to particles being un-
able to pass through each other, the probability flux between
different velocity configurations is not subject to any such
constraints. Thus one needs additional information to fully
specify the boundary conditions.

Here we further our understanding by going beyond a
hard-core repulsion, which causes persistent particles that
are approaching each other to jam against each other, to a
contact interaction where particles stochastically recoil from
each other. This interaction is inspired by that observed in the
species Pyramimonas octopus, in which context it has been
described as “shocking” [46,47]. We avoid this terminology
here so as not to confuse with discontinuous density profiles
in fluids, and instead refer to a recoil interaction. By being
able to vary the distribution of recoil lengths, as well as
the relative contributions from jamming or particles passing
through each other, we can build up a more complete picture
of how a persistent particle’s behavior is affected by the con-
tact dynamics, something that has been more fully explored
in the absence of persistence [48-51]. This takes us beyond
previous microscopic models, and it is a first step towards a
fundamental understanding of nontrivial active interactions,
such as those found in biological contexts, where it is difficult
to model systems in their full complexity.

Our main finding, which appears in Sec. VII, is that the
stationary distribution for a pair of interacting persistent par-
ticles is inherently singular at zero particle separation, with
discontinuities in the probability density or its derivative aris-
ing in different velocity configurations. When there is recoil
without jamming, as considered in [18], these discontinuities
can be handled within a fairly naive treatment, whereas in
the general case much more care is needed. Our approach
begins in Sec. II with a discretized version of the dynam-
ics. This avoids uncertainty in the boundary conditions, as
these are fully specified at the microscopic scale in terms of
events that can and cannot occur. We then show in Sec. III
that the stationary interparticle distribution functions can be
solved on the lattice by applying the kernel method [36,52,53].
Although this approach yields tractable expressions for their
generating functions, direct inversion leads to forms that do
not lend themselves to an easy interpretation. Instead, we
find in Sec. IV that we can take the continuum limit at an
earlier stage in the calculation. Importantly, this yields a pair
of decoupled fourth-order differential equations for the inter-
particle distribution functions, Eq. (42) below. The general
solution follows by integration as described in Sec. V.

To deal with the boundaries, it turns out that the most fruit-
ful approach is to return to the original master equations for

the lattice process and establish in Sec. VI the appropriate
functional forms that the stationary solutions must adopt in
the boundary regions. The constants of integration that appear
in the general solution in the bulk region are then fixed in
Sec. VII by matching to the boundary behavior: this leads
to the main finding highlighted above. The fact that the de-
coupled equations in the bulk are fourth order means that one
can match independently the limiting value of the distribution
and its derivative at each boundary. Moreover, we find that,
near the boundaries, the interparticle distribution function for
following particles varies rapidly over a region of size %,

where L is the lattice size. This feature thus sharpens to a
step function in the continuum limit, L — oo. Curiously, we
find that the derivative of the stationary distribution for ap-
proaching particles is discontinuous at each boundary, further
indicating that establishing appropriate boundary conditions
on the multiparticle telegrapher equations is a delicate exer-
cise. The case in which particles cannot recoil, but only jam
or pass through each other when they meet, turns out to be
a special case, treated in Sec. VIII. We find that §-function
contributions of the type previously identified in [36] appear
only when jamming is the dominant interaction. Since the
derivation of the interparticle distribution involves a number
of steps, we collect together the main results in Sec. IX. We
then conclude in Sec. X by viewing these findings in light
of the general question of identifying boundary conditions on
stochastic equations for interacting particles that are driven
out of equilibrium.

II. MODEL DEFINITION

The dynamics considered in this work is defined as fol-
lows. Two particles inhabit a periodic lattice of L sites in one
dimension. Each particle has a direction of motion, denoted
+ or —, and hops to the adjacent site in that direction as a
Poisson process with rate 1 (thereby setting the unit of time).
Similarly, each particle reorients as a Poisson process with
rate «. Here, reorientation means choosing one of the two
available directions of motion with equal probability, and thus
the rate at which a particle changes direction is w = 3. In
addition, the particles recoil upon colliding with each other:
if particle 1 hops onto the site occupied by particle 2, the
latter is instantaneously displaced parallel to particle 1’s di-
rection of motion to a new separation of n sites according
to some distribution ®(n), where 0 < n < L. After recoiling,
the displaced particle’s velocity is reversed with probability
r; notable cases include r = 0, corresponding to no reversals,
and r = %, corresponding to velocity randomization. We will
refer to spontaneous changes of direction as reorientation and
those induced by recoiling as reversal.

A schematic representation of the recoil dynamics is given
in Fig. 1. This model is a generalization of the persistent
exclusion process as described in [36], where the case ®(n) =
8p,1 with r = 0 corresponds to hard-core exclusion. The more
general interaction considered here—Ilike the exclusion inter-
action in [36]—breaks detailed balance, thus giving rise to
nonequilibrium probability currents [43].

There are four sectors to consider in this model, corre-
sponding to the directional combinations of the particles: ++,
+—, ——, and —+. In what follows, we aim to calculate the
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FIG. 1. An illustration of the recoil interaction. The left particle successfully hops while the right particle is displaced to a separation of n
sites according to ®(n). In addition, its velocity is reversed with probability .

stationary probability distributions for the particle separations
in each of the four sectors, as well as the net distribution ob-
tained from summing over the four sectors. Due to symmetry
considerations, it will suffice to calculate the distributions in
the ++ and +— sectors.

III. STATIONARY-STATE SOLUTION

Our starting point in the analysis is the set of master equa-
tions that describe the evolution of the system. In this section,
we write these out and show how they are solved using the
kernel method.

A. Master equations

The state of the system is given in terms of the separation
between the two particles, n, and each particle’s direction of
motion, 0; = *+, where i = 1, 2, and + indicates movement
to the right, and — movement to the left. For separations 1 <
n < L — 1, we have for two particles moving to the right that

Piy(n) =[Piy(n—1)= 2P (n)+ Ppy(n+1)]
+ w[P_(n) + Py_(n) — 2P, (n)]
+ r[Pe_(D)®(n) + P (L — DL — n)]

+ 1 =[P (HP () + Pry (L — DL — n)].
(D

The terms in the first line account for particle hops. Those in
the second line arise from reorientations that result in a change
of direction, events that occur at rate w = §. The terms in
the third line derive from recoil combined with a subsequent
reversal, and in the final line to recoil without a reversal.
The first line needs to be modified at separations n = 1 and
n =L — 1, as it is not possible to enter these configurations
from n =0 or n = L. However, it is still possible to exit
these configurations by a particle hop, due to the recoil that
then takes place. In the discrete setting, we can accommodate
the hard-core exclusion constraint by imposing the boundary

conditions
Py1(0) =Py (L) =0. 2

For a pair of approaching particles, we obtain, by similar
considerations,

P (n) =2[Pi_(n+1)— Pi_(n)]
+ 0[Py (n) + P__(n) — 2P _(n)]

+ {r[Pyy (1) + P__ (D] +2(1 — )Py _(1)}®(n)
3)

for n < L — 1. We can extend this equation to n = L — 1 by
imposing the boundary condition

P (L)=0 @)

to account for the fact that the n = L — 1 state cannot be
entered from n = L. There is no corresponding boundary
condition for P, _(0), since this term never enters into any
of the master equations. The value of P, _(1) determines the
overall normalization, and it can therefore be set arbitrarily.
We will find below that, in the continuum limit, the stationary
solutions do not necessarily approach the imposed boundary
values smoothly, and that some care is required in handling
the behavior at the boundaries.

To obtain the stationary distributions P, q,(n), we note
some important symmetries. First, there is an invariance under
particle relabeling,

Palaz (l’l) = Pl72(7] (L - i’l), (5)

since the gap between particles 1 and 2 is indistinguishable
from the gap between particles 2 and 1. As the dynamics are
invariant under a parity transformation, we further have the
symmetry

PU]Uz(n) = P&Z&l (}’l), (6)

where & is the direction opposite to o. Combining these two
symmetries, we find that

Pri(n)=P(L—n)=P_(n)=P__(L—n), (7)
Pi_(n) = P_(L —n). ®)

Thus it is sufficient to solve for P, (n) and P, _(n) to find the
stationary distribution across all four velocity sectors.

B. Generating functions and kernel method

As in [36,45], the master equations can be solved exactly
by introducing the generating functions
L1

) ;Pam(ms : 9)

GO‘]O‘z(s) =

L1

d(s) =Y d(n)s", (10)
n=1

and applying the kernel method [52,53]. Here we find it con-

venient to normalize by Py _(1).

The first step is to sum over (1) and (3) and set the left-
hand sides equal to zero to ensure stationarity. Exploiting the
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symmetries (7) and (8), we find
(s 457" =201 + 0)G11(5) + @[G1—(5) + G4 ()]
= (1+ "k — [r+ (1 = i J[®(s) + s d(s™ )] (1)

and
(s = (1 + @) Gy—(5) + 0G4 (s)
=1—[rkr + (1 — r)]D(s). (12)
Here, we have introduced the quantity
Pii(1)
== 13
TP (13)

that features prominently in the ensuing analysis. Importantly,
this ratio depends on the system size L, which we have high-
lighted with the subscript on k.

We further require an equation for the generating function
G_4. This we obtain by appealing to the symmetries (7)

Then putting s — s~! in (12), and multiplying by s*, we find
[s — (1 + @)]G_+(s) + 0G4 ()
=P (st —[re, + (0 = MIsERG™H. A5)

Equations (11), (12), and (15) comprise a linear system
for the unknown generating functions G4 (s), G4+_(s), and
G__ (s). Their solution can be written as

Giy(s)
K ++ N
DGl | = Awbe) 16)
s G_.(s)

in which the kernel

K(s)=(1+o)s—2)(s—z s — 11 —ys) 17

involves the two reciprocal roots z and z~!

equation

of the quadratic

and (8), which imply that =21+ w)3z+1=0. (18)
Go\0, (s*H= s’LGgm (s). (14) On the right-hand side of (16), we have
J
u(s)v(s) —wp(s) —wv(s)
A(s) = | —ouls)  w)luls) + v(s)] — o? o’ , (19)
—wv(s) ? v($)[p(s) + v(s)] — ?

(14 s"yer, = [r 4 (1 = ][ D(s) + s D(s™h)]

Py (1) — [k + (1 — r)]P(s) (20)

Pr_(Dst — [k + (1 = r)lstd(s™h)

E(s) =
in which
u(s) =s— (1 +w), 21
v(is) =5 — (1 +w). (22)

The kernel method [52,53] furnishes an explicit expression
for the ratio ;. The basic idea is to ensure that the left- and
right-hand sides of (16) both vanish in the same way at each
of the kernel’s roots. For example, K(s) ~ (s —z) as s — 2
and K(s) ~ (s — 1)* as s — 1. As we now show, this behavior
is reproduced by the right-hand side (16) only when «; is
suitably chosen.

To this end, we first observe that

A(s)b
§_

()
9

This implies that the right-hand side already has the desired
(s — 1)? behavior as s — 1. To reproduce the (s — z) and (s —
z~!') behavior in the vicinity of the roots s =z and s = 77!,

we find that we must have
A@)b(z) = Az Hbz™") = 0. (24)
At both roots, we find the equality is satisfied as long as

B o = D)+ ru@®4@) + (1 = Nwd_(2) 25)

L= = = .
p@EE+1) —rod_(2) — (1 — @) P+(2)

Here, we have found it convenient to introduce the generating

functions of the symmetric and antisymmetric components of

A(b(1) = lim 0. (23)

(

the recoil distribution,

L-1
DL (s) = Z[Cb(n) + &L —n)]s" = d(s) £ L.
n=1
(26)
Note that the expression (25) is invariant under the re-

placement 7 — %, since every term in the numerator and

denominator is multiplied by (—z~%) under this transforma-
tion. This means that it does not matter which root of (18)
we use in the subsequent analysis. We generally choose the
smaller of the two roots.

In principle, one can find explicit expressions for the sta-
tionary distributions Py, (n) by multiplying both sides of (16)
by %, and expanding the right-hand side in powers of s.
The coefficient of s” then furnishes P,,,,(n), up to the overall
normalization P, _(1). Given the complexity of (19) and (20),
we anticipate that the resulting expressions are unwieldy and
hard to interpret, although they are likely to simplify in the
continuum limit. Thus we focus in the following on the most
efficient path to these limiting expressions, which involves
taking the limit at an earlier stage in the calculation.

Nevertheless, if one seeks only to evaluate the distributions
numerically, one can use the explicit formulas given in Ap-
pendix A that are obtained through the procedure outlined
above. In Fig. 2 we see that these expressions agree perfectly
with distributions obtained using direct Monte Carlo simula-
tions of the model dynamics. We note in particular the highly
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FIG. 2. The discrete distributions P, (n) and P,_(n) from Ap-
pendix plotted against simulation data for w = ﬁ on a 101-site
lattice for the simple but nontrivial choice of recoil distribution
®(n) = 6,30 and r = % The normalization is such that all four sec-
tors sum to unity. As demonstrated, the solution is indistinguishable

from the simulation data.

nontrivial forms of the distributions which result from even
the simplest choice of recoil dynamics.

IV. CONTINUUM LIMIT

The continuum limit is obtained in the same way as set out
in [36]. We take both the lattice spacing a and the reorientation
rate w to zero as

a:—andw:L as L — oo, 27
L L&

where we recall L is the system size. Here, £ is a dimen-
sionless persistence length, equal to the fraction of the lattice
that is covered by a single particle between two spontaneous
changes of direction. This quantity is taken to be fixed in
the L — oo limit in which space becomes continuous. In this
limit, each particle moves ballistically with unit velocity over
a distance drawn from an exponential distribution with mean
& between reorientations, unless its passage is curtailed by
encountering the other particle.

We consider a class of recoil distributions ®(n) that com-
prises three parts. The first contribution is a distribution
p(x) that is normalized on the interval 0 < x < 1, and is
differentiable at the boundary points. It can, however, be dis-
continuous or have é-function contributions away from these
points. The analysis presented in [18] applies only to distribu-
tions with this single contribution.

Here we extend to the case in which there are also §
contributions at the boundaries. More precisely,

(1)

®(n) =ud, 1 +vé, -1 + wT (28)

in which u, v, and w are probabilities that sum to unity.
Defining x = #, the limiting form of this distribution is

d(x) = I}LngoL¢(Lx) =us(x) +v8(l —x)+wpx). (29)

With this choice, the dynamics of the pair of particles is as
follows. When one particle attempts to hop on top of the other,
it jams (i.e., remains at separation n = 1) with probability u,
exchanges places with the other particle with probability v,
and, with probability w = 1 — u — v, causes the other particle
to recoil by a distance x = 7 which is sampled from the
distribution p(x). We recall that the recoiling particle has a
probability r of reversing when it reaches its destination. Thus
this provides a means of unjamming even when u = 1 and

v = w = 0. The special case of a pair of hard-core particles
that do not recoil on contact, which was solved in [36], is
recovered withu =1, r=v=w =0.

To obtain the continuum limit of (16), we first note that we
can write

K(s) -1 -1
Eae A+o0)1 =5 —DRo—0—=s)(s"" = 1))
) (30)
For a generating function f(s) = )_, f(n)s" we have the cor-
respondence

A== Df) = fh—1)=2f(m) + f(n+ 1).
(€29)
We recognize the right-hand side as the action of a second-
order finite-difference operator, A2, on the function f(n). This
implies that the generating functions on the left-hand side
of (16) can be inverted back to probabilities as

29, a2y [ Pyr(n)
(1 4+ w)A*Qw — A?) Pit(n) ' (32)
Pi_(1) P_.(n)

Thus we have transformed the original set of master equa-
tions, (1) and (3), which are coupled and involve finite
differences up to second order, into a set of decoupled fourth-
order equations. This decoupling implies that we can now
solve the distribution in each sector separately. Furthermore,
since P_(n) = P,_(L — n), we need only to solve for Py (n)
and P, _(n). Introducing now the limiting form of the station-
ary distribution as

P, (Lx)

plx) = nggo m, (33)
. P (Lx)
q(x) = lim P_(1)’ )

we find that, as L — oo, (32) becomes

1 a d’
LA s 4 (P, (35)
L3¢ dx? Ldx?)\q(x)
We now turn our attention to the right-hand side of (16). By
a similar argument to that above, we have the correspondences

~ 1
n(s)f(s) = _E(l +LEA)f(n), (36)

= 1
v(s)f(s) = _E(l —LEAL)f(n), (37)

in which Ay f(n) = £[f(n = 1) — f(n)] are first-order finite-
difference operators. For large L, and sufficiently far from the
boundaries, the first two rows on the right-hand side of (16)

become
L (f,x)
_LTE<fZ(x)) o9

2

in which

d dp_
folo) = =Elr + (1 = i Jw =5 + [, + (1 = Dl ==

1
+ gL+ wclwp ) (39)
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and

£, =11 +mw% + e+ (1— r)]w‘%

1
+ E[l +rLJwp(x). (40)

In these equations, o (x) are the (anti)symmetric components
of the recoil distribution in the bulk, that is,

= p(x) £ p(l —x). (41)

Equating (35) and (38), we find that in the bulk, the limiting
forms of the probability distributions p(x) and g(x) are gov-
erned by the fourth-order equation

& (Ed L\ (p)\ _ (f) “2)
dx? \ L dx? q(x) fax))
It is tempting to drop the fourth derivative since its prefactor
is of order % relative to that of the second derivative. How-
ever, there are situations in which this derivative cannot be

neglected, in particular at the boundaries and when there are
discontinuities in the recoil distribution in the bulk.

P+ (x)

V. SOLUTION IN THE BULK

We now solve (42) for an arbitrary combination of the
probabilities u, v, w, and recoil distribution p(x) in (39)
and (40). Suppose first of all that we have obtained a solution
u,(x) of the equation

2

— d 5

by integrating f,(x) twice. Then, the corresponding solution
to the fourth-order equation (42) is

1 2L ’
p(x) = \/gfo dx/up(x/)e_\/;lx_x‘. (44)

To see that (44) does solve (42), we note first that

Jp(x) (43)

up(x)

ij; ~Ewr _ [ Er \/78(x o). 45)
Then,
£
7 232 P& = 2p(x) = 2up(x) (46)
and hence
%(%% —2)p(x) = jzzup(x) L&) (@47)

as required.

We see then that the effect of the fourth-order term is to
convolve the solution u,(x) of the second-order equation (43)
by a function that is sharply peaked over a region of order
%@' When u,(x) varies smoothly, this “smearing out” of u,(x)
will be barely visible at large L. However, if u,(x) has discon-
tinuities, we will expect to see finite-size corrections within

a distance of \LFL of each discontinuity. For example, if u,(x)

0.22 0.23 0.24 KN 0.26 0.27 0.28

FIG. 3. Limiting behavior of p(x) =

€ ln[\/gp(x)] for the re-

coil distribution ¢(x) = §(x — —) and for system parameters & = 1
and r = 1. The black dashed line corresponds to the L — oo limit

of p(x), which is found from (48) as —\/; |
simulation data approaching this limit as L is increased (ordering in

the plot matches legend ordering).

x — f| We see the

contains a § function at x = xo, i.e., if u,(x) ~ ug + I'd(x —
Xp) for x close to xy, then in finite-sized systems the stationary
distribution will behave as

p() ~ Uy + T /%eﬂ/?I b=l (48)

around x = xg. In Fig. 3 we demonstrate this large-L behavior
for a recoil distribution that has a -function contribution in
the bulk. Meanwhile, if u,(x) has a step from ug to u; at x =
Xo, it will be smoothed out as

px) ~ %[(uo Fu) () — M0)<1 _eVE ')} (49)

in which the + sign applies for x > xy and the — sign for
X < Xp.

In principle, we obtain similar finite-size corrections in
regions of size LL at each boundary. However, it turns out
that these do not need to be considered explicitly due to the
matching procedure described in Sec. VII below.

It remains to specify the forms of u,(x) and u,(x) that are
obtained by twice integrating f,(x) and f,(x), respectively,
from x = 0. For the following particles, we find

wwmm

_ra+=n) +;1 —1, /X p-(y)dy
0

14+«
2

up(x) =

+

w[(l _x) /0 Vo (0)dy

1
+x / (1 —y)p+(y)dy] (50)

044134-6



FROM A MICROSCOPIC SOLUTION TO A CONTINUUM ...

PHYSICAL REVIEW E 107, 044134 (2023)

and for approaching particles we have

rkg + (1 —7r) x
Mq(x)Z—wa/ p-(y)dy
0
1+«
2

I +kp
2

Lw / p+(dy
0

+ w[(l —x)/ yo+()dy
0

1
+X/ a —y)m(Y)dy}- (S

VI. SOLUTION AT THE BOUNDARIES

We now turn our attention to the form of the stationary dis-
tribution near the boundaries of the lattice. Of key importance
is the parameter k;, which is given by (25) and involves the
generating function of the recoil distribution, d(s), evaluated
at s = z. For the recoil distribution (28) we have

I
i)~ wEv) ez H+w / p+(X)ZPdx.  (52)
0

For large L, the smaller root of (18) behaves as

~1 2 01 53
Z — E-ﬁ- <Z> (53)

2L .

o~ VET, (54)

and hence

By noting that the integral is dominated by contributions at
the boundaries, we find

3 wE pe(0) — 2(u £ v) 1
Di(z)~ (uEv)+ JiLE + 0(Z>. (59)

When either 7 > 0 or w > 0, we find that (25) has the large-L
expansion

r(l —w)

Xrow +rw§p+(0) 1 0(1)7

L d—wtw  r(—w) +wl® J2LE L
(
where
Xrw=w—r(1—w)—[r(l —w)+w(l —r)]u—"v)
(57)

and we have used u + v = 1 — w to simplify the expressions.
This expansion does not apply when r = w = 0, due to can-
cellations that occur when u + v = 1. Then, one instead has
the exact result

1 —z1+47-! 1 1
_ T ——+o0(=). 8
KL v+u1+zl—zL—‘ v+ u —2LE+ <L> (53)

Note particularly that this does not arise as a limit of (56),
indicating that the case r = w = 0 is distinct. We thus treat
this special case separately (in Sec. VIII), focusing in the
meantime on the generic case.

Recalling that k; is defined as the ratio iig:;, we see that
P, (1) vanishes as L — oo only for certain special parameter
choices. These include the case w = 1 that was treated in [18],
and where there are no §-function contributions to the recoil

distribution at the boundaries. In this case, a number of simpli-
fications occur, including being able to drop the «; factors that
appear in (50) and (51) and the boundary conditions on the
discrete distribution P, _(n) carrying over to g(x). It is these
simplifications that facilitated the more elementary treatment
presented in [18].

A. Following particles

To establish the behavior of the stationary distributions at
the boundaries, we return to the original master equations (1)
and (3). It is helpful first of all to set the overall normalization
of the distribution by putting P, _(1) = 1. Then, P+ (1) = «,
via (25). From (1) we have for following particles and n < L
that

Pry(n+1)—Piy(n)=Pi1(n)—Pyy(n—1)

- [r+<1—r)xL](l—w)an,wo(%),
(59)

recalling the boundary condition Py, (0) = 0. For the case
n = 1 (and we do not have r = w = 0), we obtain

Xrw +rw§p+(0) 1 +O(1)

P = Pl = 2o —3TE 2

L
(60)
For n > 1, meanwhile, we have

1
Pry(n+1)—Pry(n)=Pry(n) —Pry(n—1)+ 0(z>
(61)
Iterating this equation leads us to conclude that near the left
boundary,

_ Xrw +rwEp(0) n—1 1

That is, on the lattice, the distribution for following particles
approaches a value of «; at the left boundary linearly with
a gradient that is proportional to LL Due to the symmetry
P (L —n) = P4, (n), the behavior at the right boundary is
the same.

B. Approaching particles

The boundary solution for approaching particles is more
complex, as we need to keep terms up to order % in this case.
The master equation (3) can be written as

Pi_(n+1) =1+ w)Pr_(n) — A(n), (63)
where
An) = wPry(n) + [rer + (1 — r)]@(n). (64)

Iterating from the left boundary, at which P, _(1) = 1, we find
for n <« L that

Peom=(+w)" = 3 (1+o) k). (65

O<k<n

Substituting @ = é ®(n) from (28) and P, (n) from (62),

and keeping terms up to order % in a large-L expansion, we
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FIG. 4. Demonstration of the common behavior at the left boundary in the ++ (left) and +— (right) sectors for three contrasting recoil
distributions, with the same boundary terms: ¢;(x) = 3x(1 — x) + i(S(x) + %6(1 —x), P (x) =T12x — 1) + %5()6) + %6(1 —x), and ¢3(x) =
18(3 —x) + 38(x) 4+ 18(1 — x). Here, T1(x) is defined to be the top-hat function of unit width centered at the origin. System parameters are
L =10% & =1, and r = 0. Note that, despite the bulk recoil distributions ranging from smooth to discontinuous, the boundary behavior is, as
predicted, identical in all cases. The slight shift of the pink circles away from the predicted curve in the +— sector is attributed to corrections

of higher order than % considered in the derivation of (66).
find

1
Py_(n)= 1 —ulrcg + (1 — V)](l - E>In>l

-1
{1 — Ky — [ + (1 — P)][u+ wép(O)]}%

(66)

in which I,-.; is an indicator function, equaling 1 if n > 1 and
0 otherwise. Thus, on the lattice, the stationary distribution for
following particles approaches a value close to 1 — u[rk, +
(1 — r)] linearly with a gradient proportional to % When u >
0, there is a step between sites 1 and 2. That is, if there is
some probability that particles jam on contact, the imposed
boundary value P;_(1) is not approached smoothly at the left
boundary.

We can perform the corresponding analysis at the right
boundary by iterating Eq. (63) in the opposite direction, and
using the boundary condition P;_(L) = 0. In this case, we
find

P (L-nm= ) . O (67)

n+1—k
0<k<n (1 + 0))

when n <« L. Performing the large-L expansion up to order %
yields

1
P, (L—n)=v[re, + (1 — r)](l — E)

+ ke = T + (1= )] - wép(l)]}%.

(68)

At the right boundary, the distribution approaches a value

close to v[rk; 4+ (1 — r)], again linearly and with a gradient
proportional to %

We note that the solutions near the boundary, (62), (66),
and (68), do not depend on the functional form of the recoil
distribution in the bulk. Thus, for any two recoil distributions
¢1(x) and ¢, (x) that satisfy p;(0) = p2(0) and pi (1) = p2(1),
the corresponding stationary distributions near the boundaries

will be the same (as long as the parameters u, v, r, and & are
also the same). Figure 4 demonstrates this common boundary
behavior across three recoil distributions that are distinct in
the bulk but identical at the domain boundaries. Despite the
contrasting forms of the bulk distributions, we see a striking
universality, as predicted.

VII. MATCHING OF THE BULK AND BOUNDARY
SOLUTIONS

In Sec. V, we constructed a particular solution of the
fourth-order equation (42) that applies in the bulk as L —
oo. For following particles, this solution is approximated
by u,(x), given by (50), and for approaching particles by
uy(x), given by (51). Since these particular solutions depend
on the functional form of the recoil distribution p(x) in the
bulk, they will not in general match the boundary distribu-
tions (62), (66), and (68), which are universal. To match the
solutions, we must add to u,(x) and u,(x) solutions of the dif-
ferential equation (42) with a zero right-hand side. These take
the form

h(x) = A+ Bx + CeVE | e/, (69)

where the constants A, B, C, and D will be different for
following and approaching particles, and they need to be
chosen such that the correct behavior is reproduced at the
boundaries. Recall that throughout this section, we assume
that either » > 0 or w > 0: the case r = w = 0 will follow in
Sec. VIII.

A. Following particles

We begin with the case of following particles. Since the
stationary distribution has the symmetry p(x) = p(1 — x), and
u,(x) also exhibits this symmetry, we must have h,(x) =
hy(1 — x). This is achieved when

hy(x) = A, +C, (e\/sz eV “”). (70)
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From (62), we find for x of order % that

Xrw + ”wfl)+(0) L 1
px) ~ kp + m\/;(x - Z) 71)

Adding (70) to (50), we also have

- 2L
MM~Cﬂ3JI%mMm+M+q1—/?x

(72)
in this boundary region. Comparing coefficients of x in these
two expressions implies that

l Xrw + er,OJ,-(O)

2 rl—-w)tw (73)

C,=

Comparing the constant terms, and using (56), we find that

O<%) (74)

If we want the bulk solution to match the boundary form (62)
exactly, we should include the term of order \/LZ in A,. Our
main interest here is to identify what happens as L — oo, for
which the leading terms identified above are sufficient.

From (72) we see that for x > %, the bulk solution tends
towards

A — 12r(1 —w) + Xrw
P72 rl—w) 4w

lrwéer(O) + 2}"(1 - w) + Xrw
2 r(l—w)+w

(75)

as either boundary is approached. Within the boundary re-
gions, where x or 1 —x is of order %L, the stationary

distribution varies exponentially with x, reaching rd-w)
. r(l—w)+w
at x =0 and 1. We see that, generically, the values of p(x)

at the boundary point x =0 and x ~ LL are different, and

therefore the exponential feature at the left boundary sharpens
to a step as L — oo. The same behavior is seen at the right
boundary (necessarily, due to the symmetry). In summary, the
interparticle distribution function p(x) for following particles
is discontinuous at the boundary points x = 0 and 1.

In the special case w = 1 that was treated in [18], we
find that p(0) = p(1) = 0, consistent with the boundary con-
ditions (2) on the original master equation. When the recoil
distribution has §-function contributions at the boundaries,
p(x) assumes a nonzero value at x = 0 and 1, indicating that
one cannot in general directly apply the boundary conditions
on the discrete equations to their continuum counterparts.

B. Approaching particles

For the case of approaching particles, the distribution g(x)
does not have any particular symmetry, and we require all four
terms in (69). At the left boundary, we have from (66)

q(x) ~ 1 —ulrkg + (1 —71)]
+{l = —[rce + (1 = )][u+ wép(O)]}g (76)

for x of order %, but sufficiently large that we avoid the step
between the first and second lattice sites. In principle, we

should retain all terms up to order % if we want the bulk

and boundary solutions to exactly match, but again we can
dispense with these if our aim is to understand the general
nature of the stationary distribution in the limit L — oo. By
adding (69) to (51), we find, within the same boundary regime
and level of approximation, that

2L
q(x) ~ u;(O)x +A;+Bx+Cy|1— | ?x (77)

since u,(0) = 0. At the right boundary, we have from (68) that
g(1 —x) ~vlreg + (1 —1)]
+{ie — [rice + (1= P — wsp(l)]};—c (78)

and by adding (69) to (51) that
gl —x)~—(14+«kp)w — u’q(l)x + Ay +By(1 —x)

2L
+Dq1—/;; (79)

when x is of order % We recall that «;, is of order 1 when

w # 1 and of order ﬁ when w = 1.

Since there are no contributions of order /L in (76) or (78),
it follows that C,; and D, must be at most of order LL Com-
paring the constant terms in (76) and (77), we find to leading
order that

Ay =1—ulrcg + (1 —r)]. (80)

A similar comparison of (78) and (79) implies that, to the
same order, B, = 0. Then, by comparing the coefficients of x
in (76) and (77), and performing some algebra, we find

_er,w +rw‘§p+(0) 1
2 r(l—w)+w 2LE

in which x,,, is given by (57). The same procedure applied
to (78) and (79) yields

_ er,w + rw%-er(O) 1
2 r(l—w)+w J2LE

In this sector, the behavior at the boundaries is rather
complex. As previously noted, the solution (66) near the left
boundary on the lattice steps from a value of 1 atn =1to a
value close to 1 — u[rx; + (1 — r)], which is different from
1 when u > 0. This step carries through to the continuum
solution: we have g(0) = 1 but

r(l —w)+ ({1 —rw

li =1- . 83
»g&quﬂ N (83)

C =

(81)

D,

(82)

Similarly, at the right boundary ¢(1) = 0 but from (68) we
have

r(l—w)+ (1 —rw
r(l—w)+w

lim g(x)=v , (84)
x—1—

which vanishes only if v = 0. Thus, except in the case w = 1
in which there are no §-function contributions to the recoil dis-
tribution, the interparticle distribution function for following
particles has steps at both boundaries. These steps are sharp
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FIG. 5. Behavior near the left boundary in the +— sector.
Simulation data were obtained for different L (ordering on the
plot matches legend ordering) with the recoil distribution ¢(x) =
Mme2x—1)+ %S(x) + i&(l —x) and for system parameters & = 1
and r = 0. I1(x) is the top-hat function of unit width centered at
the origin. As L — oo the derivative of g(x) should, at any fixed
x, approach that of the solid black line, which is given by (85). At
finite L, the derivative of g(x) should approach that of the dashed
blue line, which is given by the distinct expression, Eq. (86). Note
that for L = 100 there are higher-order corrections in L that obscure
the latter limit.

even at finite system sizes L, as indicated by the discrete so-
lutions (66) and (68) not smoothly approaching the boundary
conditions (4) on the master equation. Again, these boundary
conditions on the discrete distribution do not carry over to the
continuum.

The derivative of ¢(x) is discontinuous at the boundaries,
even when w = 1. To see this, we consider first the value of
the derivative that the solution in the bulk approaches as the
coordinate x — 0. This is obtained by first taking the limit
L — oo (causing the size of the boundary region to shrink) at
fixed x, and then taking x — 0 from above. From this process,
we find

on="2__1 - (] —
q'0) = TR w(2r(1 w)+w —2[r(l —w)
+ w(l = r)]ép0) —r&p+(0)). (85)

If we reverse the order of limits, the limit x — 0™ enters
the boundary layer first, which is then subsequently shrunk.
This gives us the derivative that applies to the solution at the
boundary, rather than the one in the bulk, and we find
7(0) = Tw—[r( —w)+wd —r)]u+ wE,O(O)]‘ (86)
& r(l —w)+w
It is straightforward to see that these two expressions are not,
in general, equal. For example, (85) depends on p(l) via
0+(0) = p(0) 4+ p(1), while (86) does not. Meanwhile, (86)
depends on the probabilities # and w separately, while (85)
depends only on w. This behavior is confirmed by Fig. 5,
where we find (85) by looking at L — oo at finite x, and (86)
by looking at x — O at finite L. One finds a similar behavior
at the right boundary.
These results indicate that one cannot apply boundary con-
ditions that derive from the correct behavior in the boundary
layer directly to the continuum limit of the bulk solution.

Instead, one has to retain finite-size corrections to the bulk
solution, and apply the boundary conditions before taking the
continuum limit.

VIII. PARTIALLY JAMMING PARTICLES WITH
NO RECOIL-INDUCED REVERSALS

We finally turn to the special case of r = w = 0, where the
expansion (56) for x;, does not apply, and we need to use the
exact form (58) instead. This case corresponds to a dynamics
in which, whenever a particle attempts to hop on top of the
other, they return to their original positions with probability
u (“jam”) or exchange places with probability v =1 — u. In
both cases, the velocity configuration is unchanged by recoil:
there are no recoil-induced reversals. We can view these as
particles that partially jam on contact, and otherwise can move
through one another.

It turns out that this case can be solved exactly on the
lattice without too much difficulty. The key is to note that
in the bulk, the right-hand side of the fourth-order difference
equation (32) vanishes, and the homogeneous solution of that
equation, which reads

H(n) :A—f—B% +CZ + DI, (87)

applies to both P, (n) and P,_(n) sufficiently far from the
boundaries. From the analysis of Sec. VI we know that there
is a step between sites n = 1 and 2 in the distribution for ap-
proaching particles. For the following particles, we also have
the symmetry P, (n) = P, (L — n). These observations lead
to the Ansdtze

Poi(n)=A+CE" +7), (88)

P, (n)=A+Bn+C7"+D7"" 4+ AS,.. 89)

Substituting these expressions into the master equation (3),
we find that they can only hold for all n satisfying ®(n) = 0
if
_ 1=z

I+z
This leaves us to determine A, C, and A, which can be
achieved by solving the linear system formed by the three
equations P._(1) =1, Py4(1) =k, and (63) atn =L — 1,
recalling that we have the boundary condition P,_(L) = 0.

Using the exact expression (58) for «z, we can solve the
linear system for A, B, and C, finding

A—A'"=B' =0 and C'=-D

C.  (90)

(1—2z2)? 1—z-
A=v+u(l+z)(1+z2)1—z“1’ Gb
1-z 90
BRI ©»
2uz
- 93)

These expressions agree with the exact result for u = 1 given
in [36].

We may now take the limit L — oo with z ~ 1 — /L% to
obtain

o L u _ [y — /2 (1—x)
p(x)‘”+ng+—m(e ) B
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The terms that ultimately contribute depend on the value of the
probability v that particles pass through each other on contact.
If v retains some fixed nonzero value in the limit L — oo,
the interparticle distribution function p(x) is constant across
the entire interval x € [0, 1]. This result can be understood
fairly straightforwardly: if the particles initially jam (with
probability u = 1 — v), it is likely that one will attempt to
hop on top of the other before a velocity reversal occurs, and
eventually one of these hop attempts will cause the particles
to exchange places. Thus the two particles are essentially
invisible to each other, which leads to the uniform distribution
over their separation.

When v = 0 (and thus u = 1), all terms in u in (94) survive,
despite being superficially of different orders in L. This is
because, for x € [0, 1], the combination \/Ije‘ﬁx — §(x) as
L — o0. For the case v = 0, we find

1
px) = 3 +[6(x) +5(1 = x)], 95)

in agreement with the result of [36]. We can further identify
a crossover regime, where the jamming probability scales as
% and all three terms in (94) contribute. Specifically, taking

we obtain

D

Uzﬂ,

px) =10+ é + [6(x) + 6(1 — x)]. (96)

This tells us that the accumulation of probability at the bound-
ary points x = 0 and 1 (indicated by the § functions) is not
a generic feature of the interparticle distribution, but appears
only when the probability v that the particles exchange places
on contact is of order % or smaller. In this regime, there is
some nonzero probability that a reversal takes place before
the particles pass through each other.

For the case of approaching particles, we see in the large-L
limit that

v o (RO
Q(x)_v+2L§+2L§<e e

+ u@(% - x), 7

where O(-) is the step function that is zero for negative argu-
ment and unity otherwise. Again, for any fixed, nonzero v and
x > 0 we find that g(x) = v as L — oo. With v = 57 we find

gx) = b+ é + 28(x). (98)

Again this agrees with [36] for the case v = 0.

IX. SUMMARY OF RESULTS

In this section, we summarize the main results of this work.
Since the focus of this work has been the continuum limit, we
neglect here to show results for the discrete case, where we
instead refer the reader to Sec. III and Appendix.

We considered recoil distributions of the form

¢(x) = ud(x) + v8(1 — x) + wp(x), 99)

where u + v + w = 1. In this expression, the first contribution
corresponds to jamming, the second contribution corresponds

to particle exchange, and the third contribution is a normalized
distribution on the interval 0 < x < 1, which is assumed con-
tinuous at the boundaries but is permitted to be discontinuous
elsewhere. We showed that the two stationary distributions
p(x) and g(x) for following and approaching particles, respec-
tively, obey the fourth-order differential equation

(e ) -2
dx2 \ L dx? qgx)) — \fg®))’
where f,(x) and f,(x) are source terms given in (39) and (40).
The solution to this equation was found by adding com-
plementary terms to a particular solution and subsequently
matching their boundary behaviors to limiting forms of the

discrete solutions near the domain boundaries. This led to the
results

px)\ _ (A B C,\ —./%x
(q(x)) = (AZ) * (BZ)X * (cé)e o

Dp\ /%0
+ (o)

L (' (u,(x) -/ Eh—v]
Ll

where u,(x) and u,(x) are as stated in (50) and (51), and where
the constants of integration are

_12r(1 = w) + Xrw

(100)

LY r(l—w)y+w (102)

_n __ xrw +rwip,(0)
Cr=Dp= 2 rl—w)+w ’ (109
Ag=1—ulre, + (1 —r)l. (104)

Here yx,,,, depends on the model parameters as

Xrw =w —r(l —w) —[r(l —w)+w( —r)u— ).
(105)
All other constants of integration vanish at O(1).

Due to leading-order cancellations, the case of partially
jamming particles with no recoil-induced velocity reversals
(r = w = 0) is easiest to treat by first finding the discrete
solution and subsequently taking the continuum limit. The
results here, it turns out, are very sensitive to the particle-
exchange probability v. Most interestingly, when v = % for
v = O(1), a varied structure comprising uniform and jamming
contributions emerges:

px)=10+ é + [6(x) + 6(1 — x)], (106)

1
g(x) =0+ 3 +25(x). (107)
The remaining distributions are stated for different orders
of v in Sec. VIII.

X. DISCUSSION

In this work, we have considered a model system com-
prising two persistent particles that may jam, pass through
each other, or recoil on contact. Our starting point was
a lattice-based stochastic process, for which the master
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equations comprise a system of coupled first- and second-
order difference equations (1) and (3). By applying the
kernel method, we transformed these to a set of decou-
pled fourth-order difference equations (32) whose continuum
limit is a fourth-order differential equation. The solution
of these equations involves integrals over the recoil dis-
tribution, (50) and (51), which arise from advective and
diffusive processes that were shown in [18] to combine
nontrivially in generating effective attractive or repulsive
interactions.

A feature of the decoupled differential equation is that the
coefficient of the fourth-order term is of order % relative to
the second-order term. Although one might expect to be able
to neglect this higher-order term in general, the leading finite-
size corrections need to be retained to apply the boundary
conditions on the general solution of the differential equation.

From the perspective of constructing many-body descrip-
tions of interacting persistent particles, our most significant
finding is the highly nontrivial nature of the boundary con-
ditions. For example, the original master equations suggest a
vanishing boundary condition on the distribution for follow-
ing particles. By solving the discrete model in the boundary
region, we find from (62) and (56) that this is only the
case when particles always recoil on contact (w = 1), or
never reverse direction after recoiling (r = 0). Even when
the distribution that emerges in the continuum limit does
vanish at the boundaries, it does so over a region of size
\/LZ implying that there is a step-function discontinuity at the

boundaries. Thus we find that it is never appropriate to apply
the naive condition that the distribution function vanishes
at the boundaries, and doing so would yield an incorrect
result.

Similarly, the interparticle distribution for approaching par-
ticles does not smoothly approach the naive values of 1 at the
left boundary (arising from normalization) and O at the right
boundary (as is the case for the discrete master equation) when
there is a §-function contribution to the recoil distribution at
the relevant boundary. Even when these 6 functions are absent,
the derivative of this distribution is discontinuous at each
boundary. This is significant because if one were able to obtain
a boundary condition by applying to physical principles (for
example, a zero-flux condition), one would not know whether
it should apply to the left or the right of the discontinuity. This
in turn could generate an incorrect result. Therefore, if general
physical principles do exist for deriving boundary conditions
on continuum equations for persistent interacting particles, it
seems likely that they will be subtle. The danger of making
ad-hoc assumptions on the boundary or initial conditions is
further illustrated by an analysis of a version of the telegrapher
equations that generates unphysical solutions when this is
done [54].

We did find, however, that when the recoil distribution
is differentiable at the boundary points, the naive boundary
conditions on the interparticle distribution for approaching
particles do carry over from the discrete master equation to the
continuum limit. Then, the ambiguity around the application
of the boundary conditions disappears, and one obtains the
correct answer by neglecting subleading derivatives in the
following sector. This was the procedure followed in [18],
and the more careful analysis presented here justifies the

assumptions that were made in that specific case. However,
such a justification was only possible in retrospect, having
knowledge of the full solution.

We further found that the limit » = w = 0, where particles
may only jam or pass through each other, is singular. This
was initially evident from the expansion (56) breaking down
in this limit, and the corresponding expansion (58) taking a
fundamentally different form. In the continuum limit, we find
the interparticle distribution functions are uniform unless the
probability v that particles pass through each other vanishes at
least as fast as % as L — oo. It is not obvious why this case is
distinct, and it suggests that it may have special mathematical
properties (such as some form of integrability, perhaps).

This study has been restricted to the case of a pair of parti-
cles. Ideally, we would like to be able to use the knowledge
gleaned from the two-body problem to construct a faithful
description of an arbitrary number of active particles. This
remains an outstanding challenge. In particular, it has been
shown that a two-body effective potential is insufficient to
generate motility-induced phase separation in active Brow-
nian particles and that many-body terms are required [55].
Further insights likely require a solution of the master equa-
tions (1) and (3) generalized to at least three particles, which
has proved challenging. It is possible that simplifications oc-
cur when thermal noise is added to the particles’ persistent
motion. A hint that this might be the case is that the full
dynamical spectrum obtained in the discrete formulation for
a pair of hard-core persistent particles [43] was subsequently
reproduced in the zero-temperature limit of the process with
additional thermal noise [44]. Intriguingly, the latter results
were found by applying more natural zero flux conditions
at the boundaries. We also note that field-theoretic methods
have been usefully applied to individual particles undergoing
combined persistence and thermal diffusion in an external
potential [28], which may generalize more naturally to the
many-body case. Such additional insights are likely an essen-
tial component of a bottom-up theory for active matter that is
fully grounded in microscopic interactions, but at present fur-
ther work of the kind mentioned above is needed to establish
this.
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APPENDIX: DIRECT INVERSION OF THE
GENERATING FUNCTION

As noted in the main text, it is possible to invert the
generating functions Gy, (s) that appear in Eq. (16). This is
achieved by first rewriting (16) as

Gy () 1
Gy (s)
G_4(s)

B s2A(s)b(s)
T 14+ o —zls) (1 —zs)(1 — )2

(AD)
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To write the right-hand side as a power series in s, we perform
the expansion
2 oo

i n
(T—z's5)(1—zs)(1 — s ;C(”)S (A2)

to obtain

=il 2) ) oo
W= e |\* T 2) "))

Note that ¢(0) = c(£1) = 0. We now take the Cauchy product
of the above power series with the polynomials given by the
elements of A(s)l;(s), after which the coefficients in G (s)
are read off to reveal

P, (n) =k A’c(n) — A Z c(n—m)A*®(m)

m=0

_ H_Lw[A_c(n) + o(1 4 K1)c(n)]
C()2 .
ot KL)mZ:Ocm — m)®. (m)
+ 2 BY ctn— m)A_d(m) — A, (m)],
1 +o m=0
(Ad)
where
®*(n) = (L — n), (AS)
@, (n) = ®(n) + *(n), (A6)

A=r+0—-r)i, (A7)
B=0-r)+rkg, (AB)

and the finite-difference operators A. and A? have the same
meaning as in Sec. ['V.
Meanwhile, the coefficients of G _(s) yield

P,_(n) = A_A%c(n) — B Z c(n—m)A_A*®(m)

m=0

— 2 [A_ctn— 1)+ (1 + &)@+ A )e(n)]
1+ w

+

2 n
‘J”rwa +11) Y cln — m)® (m)

m=0

1

w n
+ l—I——wA Z c(n — m)A_®,(m)

m=0
w n
+ H_—meX:(:)c(n —m)A_[®(m) + D(m — 1)].

(A9)

Since the sums in (A4) and (A9) are finite, one can readily
evaluate them numerically, which was the procedure used to
generate the data for Fig. 2 in the main text. They are, how-
ever, much harder to work with than the expressions obtained
in the main text directly within the scaling limit.
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