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1/ f noise from the sequence of nonoverlapping rectangular pulses
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We analyze the power spectral density of a signal composed of nonoverlapping rectangular pulses. First,
we derive a general formula for the power spectral density of a signal constructed from the sequence of
nonoverlapping pulses. Then we perform a detailed analysis of the rectangular pulse case. We show that pure 1/ f
noise can be observed until extremely low frequencies when the characteristic pulse (or gap) duration is long in
comparison to the characteristic gap (or pulse) duration, and gap (or pulse) durations are power-law distributed.

The obtained results hold for the ergodic and weakly nonergodic processes.
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I. INTRODUCTION

Flicker noise, also 1/f noise or pink noise, is a phe-
nomenon well-known for almost a century since it was first
observed by Johnson in a vacuum tube experiment [1,2].
Since then power-law scaling in the power spectral density of
1/f# form (with 0.5 < B < 1.5) has been reported in different
experiments and empirical data sets across varied fields of
research [3-7], especially in solids [8—10]. One of the pecu-
liarities of 1/f noise is that it is observed for low frequencies
and no cutoff frequency has been observed in many cases,
e.g., 300 years’ worth of weather data [11] or a three-week
experiment with semiconductors [12], no cutoff frequency has
been observed [13]. In other cases, the cutoff frequency can be
observed [14-16], but 1/ f noise is still observed over a broad
range of frequencies.

Given observations in various research fields, one would
expect that a general explanation of 1/f noise is due. How-
ever, even almost a century after discovery, there is no
generally accepted model of 1/f noise. There are numer-
ous different modeling approaches, some of them based on
actual physical mechanisms within the systems in question,
while some approaches aspire to provide a more general ex-
planation. Mathematical literature is rich in true long-range
memory models, such as fractional Brownian motion [17],
ARCH family models [18], and ARFIMA models [19]. In
physics literature, one most commonly will see 1/f noise
being obtained by appropriately summing Lorentzian spectra
as in the McWorther model [20,21]. Self-organized criticality
framework was also put forward as a possible explanation
[22], as well as the memoryless nonlinear response [23].
Our group has built various nonlinear stochastic processes
to model 1/f noise in a variety of scenarios and different
modeling frameworks: autoregressive interevent time point
processes [21,24], stochastic differential equations [25,26],
and agent-based models [27]. For a detailed review of works
by our group see Ref. [28]. Our group, as well as others,
have observed that nonlinear transformations of Markovian
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stochastic processes can lead to spurious long-range memory
processes [29-32]. These are completely different approaches
as the true long-range memory models rely on nonlocal opera-
tors, while the models exhibiting spurious long-range memory
rely on locally nonlinear potentials, which often result in
nonergodic or nonstationary behavior.

Here we will consider a different model, one which is not
affected by the nonlinear transformations of amplitude and
thus reproduces 1/ f noise not due to fluctuations in amplitude
but due to temporal dynamics. The approach we take here
is most similar to renewal theory models [33] and random
telegraph noise models, as we model a system which abruptly
switches between two states (“on” and “off”’). Thus the signal
generated has the characteristic look of a telegraph signal
or pulse sequence [34]. In Ref. [35], Halford suggested that
1/f noise could be modeled by a sequence of well-behaved
perturbations with power-law distributed durations. Heiden
[36] considered a sequence of pulses, with the coupling be-
tween pulse amplitude, duration, and the gap duration, and
showed that for fixed-time integral pulses (of any arbitrary
shape) 1/f? noise will be obtained when the pulse duration
is power-law distributed. In Ref. [37] an opposite problem
was solved: reconstruction of pulse duration distribution given
power spectral density and the characteristic pulse shape.
Schick and Verveen have reported a grain flow experiment in
which 1/f noise was observed with a low-frequency cutoff
[14]. A theoretical model of triangular pulse sequences was
also proposed to explain the experimental results. The power
spectral density of a signal with “on” and “off” states was
examined in [38]. The autocorrelation function of a random
telegraph signal with power-law distributed “on” and “off”
durations was obtained in Ref. [39]. Exploration of the non-
ergodic case has led to further exploration of age dependence
of observed statistical properties [40] and a proposed solution
to the cutoff paradox [13]. Theoretical and empirical anal-
ysis of 1/f noise in random telegraphlike signals remains
an active object of research (for more recent examples see
Refs. [41-47]). References [48,49] considered a combination
of the random telegraphlike dynamics turning the Poisson
process on and off as an explanation for 1/f noise in semi-
conductors. References [50-53] have considered the random
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telegraphlike noise in the blinking quantum dots experiments,
in some cases leading to the prediction and experimental ob-
servation of the aging effects in the power spectral densities.
Therefore, this is a third kind of approach to the modeling
of the long-range memory phenomenon, which is local in
the event-time space, but is observed as nonlocal due to the
observation occurring in the real-time space [26].

In this paper, we consider a sequence of nonoverlapping
rectangular pulses and show that 1/f noise can be obtained
when gap durations are short in comparison to the character-
istic pulse duration and are power-law distributed. In Sec. II
we provide a generalized derivation of an expression for the
power spectral density of the signal constructed from the
sequence of nonoverlapping pulses. In Sec. III we examine
the case when the pulse and gap durations are sampled from
the exponential distribution. In Sec. IV we examine a case
when gap durations are sampled from a power-law distribution
(bounded Pareto distribution is used for analytical derivations
and numerical simulation), and examine the conditions when
pure 1/f noise can be observed. We find that the range of fre-
quencies over which 1/f noise is observed does nontrivially
depend on the characteristic duration of the pulses. In Sec. V
we explore the implications of finite observation time on the
reported results, which yields a weakly nonergodic process
exhibiting 1/f noise with low-frequency cutoff observable
only for the extremely low frequencies. A summary of the
obtained results is provided in Sec. VL.

II. POWER SPECTRAL DENSITY OF THE SEQUENCE
OF NONOVERLAPPING PULSES

We investigate a stochastic process generating a sequence
of nonoverlapping pulses with random durations 6;. The
pulses are separated by gaps of random duration 7. In the
general case this stochastic process generates a signal which
is given by a sum over all pulse profiles A;(f) when the
respective pulse occurs at time #;:

1) =) At — 1), (M
k

Note that we assume that A; (s) may have nonzero values only
during the pulse. Before the pulse starts (s < 0) and after
the pulse ends (s > 6;), Ax(s) is assumed to be zero. The
truncation of pulse profiles and the gaps between the pulses
ensure that the pulses never overlap or touch. As the pulses
are nonoverlapping, #; is given by a sum of previous pulse and
gap durations:
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FIG. 1. Sample signal constructed from the sequence of nonover-
lapping pulses (red curve): 7, respective gap durations, 6, respective
pulse durations, #; respective pulse occurrence time, a height of the
rectangular pulses.

Here, for notational simplicity, we have chosen that 6y =
0. When calculating the power spectral density of the sig-
nal we ignore this artificially introduced “zeroth” pulse. In
Fig. 1 we have plotted a sample signal constructed from the
sequence of nonoverlapping pulses and highlighted the afore-
mentioned quantities. Note that if we allow pulses to be almost
instantaneous (if we take 6, — 0 limit), then we obtain a point
process case.
The power spectral density of the signal /(¢) is given by
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where the averaging (...) is performed over distinct real-
izations of the process, T is the duration of the signal, and
Fi(f) is the Fourier transform of the kth pulse profile. For
rectangular pulses, the Fourier transform is given by
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but at this point, let us keep our derivation general until the
rectangular shape of the pulses is relevant. Let us split the
expression for the power spectral density into two terms:
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so we can deal with them separately. The first term trivially
simplifies to

S1(f) = 20(F (), (6)

where v is the mean number of pulses per unit time. If the pro-
cess is ergodic, and the observation time is long, then the mean
value of ¥ can be trivially obtained from the mean values of
the pulse and gap durations, i.e., ¥ = WIM' For nonergodic
processes, or if the observation time is short, then b needs to
be defined as an empirical mean number, i.e., b = K/T (here
K is the number of observed pulses). The two sums in the
second term differ only in the sign of their imaginary parts,
thus the second term can be rearranged by considering only
the real part:

1 .
S2(f) = 4Re|: lim <7 D emﬂwfk)chf)F;f(f)ﬂ.

k K>k

(N
The time difference #; — #; is the sum of the pulse and gap
durations in between the k’th and kth pulses:

k-1
he—te=Y (0, +1,). ®)

q=k

Let the durations 6, and 7, be independently sampled from the
arbitrarily selected distributions of pulse and gap durations,
then the second term of the power spectral density can be
rearranged as

S (f) = 4vRe[<e2”if UFONEE () xe(f)

x> X6 ke (f)ql}. )

g=1

In the above, we have introduced the characteristic functions
of pulse xg(f) = (¥ /%) and gap x.(f) = (¢*"/%) duration
distributions. Here we have effectively replaced averaging
over distinct realizations by averaging over the distribution of
either pulse or gap durations.

Evaluating the summation over ¢ simplifies the second
term further:

Sy (f) = 4DRe|:(eZ”if9"Fk(f)>(Fij(f))#ff);(]p)]‘

(10)

Thus, the general expression for the power spectral density is

S(f) =20(IF(f)P)
+ 4vRe[<e2’”-f"k RN F () —2 ]
1= xo(f)x(f)
an
Let us now use the assumption that the pulses have rectangular
shape, inserting Eq. (4) into Eq. (11) yields
a’v (= x(NA - Xr(f))i|
S(f) = R .
W=7 e[ = (D (f)

12)

Note that the above general expression for the power spec-
tral density of a signal constructed from the rectangular
nonoverlapping pulses implies that pulse and gap duration dis-
tributions are interchangeable. We will break this symmetry
in a later section of the paper by making specific assumptions
about pulse and gap duration distributions. Our conclusions
will be formulated in accordance with the assumptions, but if
the assumptions would be swapped (i.e., assumptions about
pulse duration distribution would be made about gap dura-
tion distribution and vice versa), so the conclusions could be
swapped, but otherwise would remain unchanged due to the
symmetric nature of Eq. (12).

From Eq. (11) we can obtain the power spectral density
of the shot noise. This can be achieved by taking the Poisson
point process limit, i.e., assuming infinitesimal constant pulse
durations 6, a constant pulse area B = a6, and independent
exponentially distributed 7,

Sehot (f) = 2B*D. (13)

As should be expected, the expression above is identical to the
well-known Schottky’s formula [54] with (/) = Bb.

For the low frequencies f < 2m(0))™! and f <«
(2w (t))~", when the distributions of the pulse and gap du-
rations have finite variance 092 = (6%) — (0)* < oo and 03 =
(t2) — (1)? < 00, the characteristic functions can be ex-
panded in the power series

xo(f) = (%) ~ 1 +27if(0) — 2w f(67),
Yo (f) = (7Y & 1+ 2mif(t) — 272 f2(2).  (14)

Then from Eq. (12) it follows that the white noise will be
observed for the low frequencies

(0)°07 + ()0

S(f) ~ 2a*p
)20 o o))

15)

On the other side of the frequency spectrum, when
xo(f) = 0 and x.(f) — 0, from Eq. (12) Brownian-like
noise is obtained:

S(f)~ T —. (16)
T

For the intermediate frequencies the power spectral density
will depend on the explicit choice of pulse and gap dura-
tion distributions. In the following sections we investigate
the possibility to observe 1/f noise, i.e., the signal with the
power spectrum S(f) ~ f~# with B ~ 1, in an arbitrarily
broad range of intermediate frequencies.

III. EXPONENTIALLY DISTRIBUTED PULSE
AND GAP DURATIONS

Let us first consider pulse durations sampled from the
exponential distribution

0)= ] i 17
n )_e_ceXp(_e_)' (17)
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FIG. 2. Power spectral density of the signal when pulse and gap
durations are sampled from exponential distribution. Red curve cor-
responds to a numerical simulation conducted with @ = 1 and 6, =
7. = 1 (or, alternatively, yy = y, = 1). Black curve corresponds to
Eq. (20).

10~3

In the above, we have introduced a notation for the mean
duration of a pulse 6. = (0). The characteristic function of
the exponential pulse duration distribution is

1
1 —27i0.f

The exponential distribution is our first choice as it is com-
monly observed in physical systems (e.g., the lifetime of
conductive electrons in semiconductors is known to be ex-
ponentially distributed [55], chemical reactions are often
modeled assuming exponential interevent times [56]), and
socioeconomic systems (e.g., times between goals scored by
a football team seems to follow exponential distribution [57],
infection times in the classical SIR model and adoption times
in the Bass diffusion model also follow exponential distribu-
tion [58]).
Inserting Eq. (18) into Eq. (12) yields
1
1= xe(f) = 27if0,
If gap durations are also sampled from the ex-
ponential distribution, but with mean 7., then from

Eq. (19) it follows that Brownian-like noise will be
observed:

xo(f) = (18)

S(f)::4a2ﬁ93Re[ }. (19)

4a%v
(Vo + ve)* +4m2f2
1

S(f) = (20)
In the above y = 6! and y, = 7' are the corresponding
relaxation rates (inverses of the mean durations). As can be
seen in Fig. 2, Eq. (20) agrees with numerically simulated
power spectral density rather well.

IV. POWER-LAW DISTRIBUTED GAP DURATIONS

Power-law distributions are observed universally across
a variety of empirical datasets from both natural and so-
cial sciences [59-62]. Some of the experiments, such as

quantum dot fluorescence [50,63], single-particle tracking
in biological systems [64], and animal movement observa-
tions [65], also exhibit signals with nonoverlapping pulses,
signatures of anomalous diffusion, and long-range memory.
There are also earlier theoretical works which suggest that
1/f# noise will be observed when pulse or gap durations
are sampled from power-law distributions [13,35,36,39,40].
While some of the aforementioned works focus on model-
ing of particular systems, there are no obvious limitations
to interpret the reported results more broadly. Therefore let
us investigate how the power spectral density of the sig-
nal with nonoverlapping rectangular pulses changes when
the gap durations are sampled not from the exponential
distribution, but from the power-law distribution. In con-
trast to earlier works in this section we will show that
point processes (with instantaneous pulses) cannot yield
pure 1/f noise, while a processes generating nonoverlapping
rectangular pulses under certain conditions will yield pure
1/f noise.

Let us consider gap durations being sampled from the
bounded Pareto distribution

at? 1
——min % —— for Tpin < T < Tmax»
p(‘r) — l_(ﬁ) TaFT mm. X X Umax (21)
0 otherwise,

with o > 0. Instead of sharp cutoffs, one could consider
smooth, e.g., exponential cutoffs. Smooth cutoffs would not
significantly impact the expressions we derive further, but here
we derive expressions for the sharp cutoffs as they are easier
to deal with analytically and numerically. Also note that we
could have alternatively assumed that pulse durations are be-
ing sampled from the bounded Pareto distribution instead. The
choice which durations are sampled from the bounded Pareto
distribution does not matter as the general expression for the
power spectral density [Eq. (12)] is symmetric in respect to
the characteristic functions.

The characteristic function of the bounded Pareto gap du-
ration distribution is given by

0‘(_277: if.[min Tmax )a

Xt(f) =

[T(—a, —27if Tmin)

Thax — Tr(;{lin
— IN'(—a, —27if tmax)]- (22)

In the above, I'(s, x) is the upper incomplete Gamma function,
defined as I'(s, x) = [ 1°~le~"dt.
For 0 < a < 2, with notable exception of « =1, and
l_ «f« ﬁ the characteristic function can be ap-

27T Tnag

proximated as

(=271 f Tmin Tmax )

X< (f) = — - (=, =271 Tmin)
Tmax — Cmin
~ 1+ X Qriftmm) — T(1—a) x (—271f tmin)%

a—1
(23)

Inserting this approximation of the gap duration distribution
characteristic function into Eq. (19) yields
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S(f) = 4a2r)93Re[

~

1
1 — 55 X Qriftmn) + T(1 —a) X (=271 f tmin)* — 2nif95:|
4a* D02 (27 f Tmin)* cos (Z2)T(1 — o)

~ g
i lC

Assuming that the pulse durations are short (6, < Tmin),
two distinct cases are obtained: for 0 < o < 1 the power
spectral density can be approximated by

cos (%)

— 42502 =
) = oty T =)

(25)

while for 1 < o < 2 the power spectral density can be approx-
imated by

P Dcos (Z)F(1—a) 1
a“vo,; 3 pH- X .
o (Zntmin) f

The peculiar dependence of the power-law slope of the power
spectral density is a result of different terms in the numerator
of Eq. (24) becoming important for the low frequencies: for
O<a<lthef 2¢ term is the most significant, while for 1 <
o < 2 the f? term dominates.

If pulse durations are long in comparison to gap durations
(B > Tmin), then f2 term dominates, and thus the power spec-
tral density can be approximated by

S(f)=

(26)

1 —a)cos (%)

(2m)>

S(f) = 4a*v Tmin € (27)

X f2—ot .
The approximations above suggest that in o« =1 case 1/f
noise should be observed, but the approximations diverge (and
thus do not apply) in that case. The obtained approximations
are qualitatively consistent with Refs. [35,36], though the
distinction between comparatively short 6, < Tm;, and com-
paratively long 6. > tmi, pulses was not made in the earlier
papers.

With « = 1 and for -—— 27” L fK 27” the characteristic
function of the gap duration distribution can be instead ap-
proximated by

Xe(f) =1 =72 ftmn+[1 - C
—1In 277 f Tnin)] X (271 Tmin)- (28)

In the above, C,, = 0.577... is the Euler’s gamma constant.
Inserting Eq. (28) into Eq. (19) yields

S(f) = az‘_)fmin " l
(%)’ 4 {1+ B[l —C, —In QreanN) S
(29)

Then for the short pulses 6, < Tyin, In(f) term is non-
negligible and thus the 1/f dependence will be perverted by

— 1B, + 0Tmin)® + Q7 fTmin)*T(1 — a)?

(24
(
an additional term dependent logarithmically on f:
25672 1
S(f) = aV% X =. (30)

tmin] (2)° 411 = C, —In Qe NI}/

While assumption that the pulse durations are long in compar-
ison to the gap durations, 8. > Ty yields pure 1/f noise:

S() = @0t . G31)
f
For the comparatively long pulses 6, >> Tpin, most reasonable
parameter sets and ranges of frequencies In(f) term will be
negligible. The logarithmic term is non-negligible only for
extremely low frequencies:

fE9=

exp [—(ﬁ e

min

As shown in Fig. 3, the logarithmic term has significant impact
in distorting 1/f dependence when pulses are short, while
for the comparatively long pulses pure 1/ f noise is observed.
Influence of the logarithmic term is not observed in our sim-
ulation with the comparatively long pulses, because for the
selected parameter values f© ~ 107180 which is well outside
the reasonably observable range of frequenc1es.

As long as pulse durations aren’t short, pure 1/f noise
should be observed with any other pulse duration distribu-
tion, as for f <« 2m the characteristic function of the pulse
duration distribution cancels out from Eq. (12). Thus from
Egs. (12) and (28) we have that

102 u

100 u

1072 u

107+

T T T T T T
1075 10=% 1072 1072 10! 10°
f

FIG. 3. Comparison of the power spectral densities in the o« = 1
case. Red curve shows the case with the comparatively long ex-
ponential pulse durations (simulated with a = 1, 6, = 10°), while
green curve shows the case with the comparatively short exponential
pulse durations (simulated with a = 10°, 6, = 107%). Black curves
correspond to Egs. (31) (solid) and (30) (dashed). Other simulation
parameters: T, = 1 and 7, = 10%,
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a
S(f) = nzsze

2‘_) [ (1 - X@(f)) X (nszmin - [1 - Cy —In (277ffmin)] X (27tiffmin)) ]
1 - XO(f) X (1 - nzfrmin + [1 - Cy —In (27Tf77min)] X (zniftmin))

azl_) R [(1 - Xe(f)) X (nszmin - [1 - Cy —1In (znfrmin)] X (27Tifrmin))

A e
n2f2

2 1
= A" VTqin X ?

This result matches what we have obtained for exponentially
distributed pulse durations [Eq. (31)] and is further confirmed
by the numerical simulations shown in Fig. 4. Indeed, this
general result should hold well for the different possible se-
lections of pulse duration distributions for an arbitrarily broad
range of frequencies with extremely low cutoff frequency,
Max(5—. g eXPI—(V2 — DIE]) < f < g

? 27 Tmin in

V. AGING EFFECTS IN WEAKLY NONERGODIC CASE

As the approximation of the power spectral density
[Eq. (31)] doesn’t explicitly depend on the maximum bound of
the gap duration distribution tp,y, gap durations could also be
sampled from the Pareto distribution without an upper bound.
Sampling from the Pareto distribution would yield a weakly
nonergodic process similar to the one analyzed in Ref. [13].
The issue is that the approximation Eq. (31) does implicitly
depend on t,x via b. Thus, sampling from the Pareto distri-
bution should introduce aging effects (i.e., integral of power
spectral density will depend on the observation time 7). In this
section, we first derive an approximation for ¥ in the ergodic
case, and then we consider the weakly nonergodic case when
the gap durations are sampled from the Pareto distribution.

104 ]
102 .

10~% 10=* 1073 1072 107! 100
f

FIG. 4. Power spectral densities of a signal with rectangular
pulses obtained sampling pulse durations from various distributions:
exponential (red curve), degenerate (green), uniform (blue), and
bounded Pareto (magenta) distributions. Gap durations were sampled
from bounded Pareto distribution with & = 1, 7,5, = 1 and 7, =
10*. Dashed black lines have 1/f slope. Other simulation parame-
ters: a = 1 and §, = 10* (with exponential distribution), a = 107!
and 6. = 10? (degenerate distribution), a = 3, Oin = 0 and Opay =
10? (uniform distribution), a = 3, oy = 1, Opin = 1, and Oppy = 10*
(bounded Pareto distribution).

1 — xo(f) ]

(33)

The mean of the bounded Pareto gap duration distribution
is given by

Tmax Tmin ln (tmax) fOI‘ o = 1
Tmax — Tmin Tmin ? 4
o= oy TmnTmin o (== — =) otherwise GY
a—1 Tnax *Tfﬁn Tﬁ;_“l T%;(l ’
For Tpax >> Tmin it can be approximated as:
Tma —
Toin I (tmm) fora =1,
. o
(T~ % tmax (722)" for0 <o <1, (35)
o
— - Thin fora > 1.

a—1

Note that for ¢ > 1 case the approximation of the mean is
independent of 7,,,x and matches the mean of the Pareto dis-
tribution without the upper bound.

If we assume that pulse duration is sampled from the ex-
ponential distribution or another narrow distribution, then we
can approximate the mean number of pulses per unit time as

o
Oc~+Tmin In (M)

Tmin

1—a ( Tmax )0[
®Tmax \ Tmin

el fora > 1.
N

fora =1,

forO0 <a <1, (36)

In the above we have simplified the approximation by using
the assumption that pulse duration is comparatively long,
0. > Tmin. We are focusing on this particular case because
pure 1/f noise will be observed only if this assumption holds.
As can be seen from Eq. (36), in T > T, case ¥ will take
a constant value dependent only on the physical parameters
of the process. As shown in the earlier sections in the ergodic
case, pure 1/ f noise can be observed over an arbitrarily broad
range of frequencies, which is limited by the selection of
Oc, Tmin and Tpay. In the low frequency range power spectral
density of the process devolves into white noise, and in the
high frequency range power spectral density of the process
will become Brownian-like. Thus, in the ergodic case the
power spectral density is trivially integrable independently
of the selected pulse and gap duration distributions or their
parameters.

We can partially eliminate low-frequency cutoff by sam-
pling gap durations from the Pareto distribution without an
upper bound, but in this case we need to consider finiteness of
the observation time 7" and the integrability paradox. Note that
the low-frequency cutoff may still be observed if + < (), but
otherwise pure 1/f noise will be observed starting from the
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smallest observable frequency (see Fig. 5 for the simulated
power spectral density).

If T < tmax then the observed distribution of gap durations
is effectively bounded by T, and thus the mean number of
pulses would be given by Eq. (36), but with 7, replaced by
T. Notably, for @ < 1 mean number of pulses depends on the
observation time

Note that T < 7y0x assumption doesn’t affect the derivations
presented in the earlier sections, or their implications. Results
similar to those shown in Fig. 5 could be also obtained with
the ergodic model, but with an obvious low-frequency cutoff.
Equation (31) and, more generally, Eq. (33) apply to the
weakly nonergodic case as well as they do for the ergodic
case. Introduction of finite observation time 7 only changes
the fact that for the most parameter sets the low-frequency cut-
off will be unobservable. It also introduces aging effects into

1
w  fora =1, the power spectral densities. Integrating the power spectral
b {T* ! for0<a <1, (37)  density for the comparatively long pulse duration case 6. >
const  foro > 1. Tmin, combining the approximations Eq. (27) and Eq. (16),
yields
|
o0 7% T'(1 — a)cos (%2 T d 2 [>* d
f S(f)df ~ 402‘—) e min ( 2)_a ( 2 ) X / 2f + % _‘];‘
r @) e P T
) @201, X In (2;12 _ ) fora =1,
2_ min
= —a VTyin + _ (7o —a —a (38)
T a*ore, x (;T))C;i( 2y T _(12_”;‘“‘")] otherwise.

Inserting Eq. (37) into Eq. (38) we can see that the power
spectral density is integrable and finite, but depends on the
observation time

- el fora =1,
f S(AYdf o § 7= for0 <o <1, (39)
1T
Tnl,, fora > 1.

Similar observations of aging effects in the power spectral
densities of signals with rectangular pulses were made in
the experiments involving blinking quantum dots and their
theoretical modeling treatments [50-52]. Aging effects are
not as clearly visible in Fig. 5, because we have focused on
the case reproducing 1/f noise, while in this case the de-
pendence on the observation time is logarithmically slow. For

~
107 Iy
RN
10" 4 "“\N
Ty
& 10!+ -
102 ‘..5;
10754 T T T T T I1
10710 1078 1076 107* 1072 10°

f

FIG. 5. Comparison of the power spectral densities in the weakly
nonergodic case. Different curves correspond to different observa-
tions times: T = 10* (red circles), 10° (green triangles), 10® (blue
squares), and 10'" (magenta diamonds). Gap durations were sampled
from the Pareto distribution (with @ = 1 and 7,;, = 1), unit size (a =
1) pulse durations were sampled from the exponential distribution
(with 6, = 10%). Dashed black line has 1/ slope.

(

the other choices of «, the dependence would be much more
obvious.

VI. CONCLUSIONS

We have investigated the power spectral density of a signal
consisting from nonoverlapping rectangular pulses. We have
also considered point process limit of the process and found
that point processes can not yield pure 1/f noise. To obtain
pure 1/f noise one needs to have power-law distributed gap
(or pulse) durations, while the characteristic pulse (or gap)
duration needs to be long in comparison to characteristic
gap (or pulse) duration. If the characteristic pulse (or gap)
duration is short, extreme case corresponding to a point pro-
cess, then 1/ f dependence will be perverted by an additional
term logarithmically dependent on f. In our analysis we have
assumed that gap durations are sampled from the bounded
Pareto distribution, while pulse durations may be sampled
from various distributions with short or long characteristic
durations. Due to the symmetry of the general expression for
the power spectral density [Eq. (12)] in respect to the charac-
teristic functions of pulse and gap duration distributions, our
analysis and conclusions remain valid even if the assumptions
about gap and pulse duration distributions would be swapped.
Our result to certain extent supplements and contrasts earlier
investigations into the power-law distributed pulse (or gap)
durations (such as Refs. [13,39,40]).

As the approximation of the power spectral density
[Eqg. (31)] doesn’t explicitly depend on the maximum bound
of the gap duration distribution 7., gap durations could
also be sampled from the Pareto distribution without a max-
imum bound. This leads to a weakly nonergodic case of
the process similar to the one considered in Ref. [13]. In
contrast to Ref. [13] we predict that cutoff may be found,
but at extremely low frequency f(©. It arises due to log-
arithmic term present in Eq. (28), and consequently in
Eq. (29), becoming non-negligible at frequencies lower than
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f(©. Though due to implicit dependence of b on the Tiax,
when T <t aging effects will be observed as discussed
in Refs. [50-52].

Future extensions of the approach presented here could
include consideration of general pulse shapes, overlaps be-
tween the pulses, and multiple trap or particle dynamics (a
signal is then constructed from multiple telegraphlike signals
or single-particle systems).

All of the code used to perform the reported numerical
simulations is available in Ref. [66].

Author contributions from A.K. include software, val-
idation, original draft writing, review, and editing, and
visualization. Author contributions from B.K. include concep-
tualization, methodology, original draft writing, review, and
editing.
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